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An accurate description of the sputter yield of boron nitride (BN) from xenon ion
bombardment at low energies is needed for improving the prediction capabilities of Hall
thruster erosion models and in turn for lifetime prediction models. However, sputter
yield data at low (< 300 eV) energies does not exist. The molecular dynamics method
is employed to model the sputtering of BN at low energies. The results are compared to
existing experimental data at higher energies. A qualitative comparison with a quantum-
statistical model is also performed.

I. Introduction

One of the main failure mechanisms for Hall thrusters is the erosion of the acceleration channel walls.
Recently, there has been work to model this erosion.1–4 Simulation model development is important for

thruster validation since full lifetime testing involves a prohibitive amount of time and money. These models
usually take the form of calculating the ion fluxes to the walls and using these as input to a semi-empirical
sputter yield model to compute wall erosion.5,6 The sputter yield model is often a curve fit to published
experimental data of boron nitride sputter yields.7 However, experimental data do not exist for ion energies
below 300 eV and thus the very low energy portions of the sputter yield curve fits need to be extrapolated
from existing data. Unfortunately, the predicted erosion rate of thruster channel walls has been shown to
be highly affected by the sputter yields in this low energy region.8 This is especially of importance to Hall
thruster erosion evaluations for thrusters that have an overall potential drop in the hundreds of volts since
the ions impacting the walls will be in this low energy regime.

In the present work, a molecular dynamics method is chosen to evaluate the sputter yields at the very
low energies. Experimental procedures can be difficult to perform accurately as the energies approach
the threshold value required for sputtering. Monte-Carlo methods were also considered as they have been
used for sputter analyses before.9–12 However, again, the low energies under consideration for this study
introduce uncertainties of the underlying assumptions of such methods, including binary collisions. Thus,
though the molecular dynamics method may be more computationally intensive than Monte-Carlo methods,
it is expected that the results would be more accurate. An overview of the molecular dynamics model is
described in the next section. The subsequent section will provide results from the model and comparisons
to experimental data, followed by conclusions and areas of future improvement.

II. Method

The molecular dynamics method solves Newton’s law of motion for a system of particles, which in
this case are atoms. The interactions among the particles are determined through interatomic potential
functions. Since only conservative forces are considered, the negative gradient of the potential function
provides the forces on each particle arising from the particles around it. The traditional leapfrog method is
used to calculate the velocities halfway in between each timestep, when forces and positions are calculated.
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Averaging over a sufficient number of timesteps and events, the macroscopic quantities of interest, here
specifically, the sputter yield, can be obtained. Molecular dynamics is a valid tool for this purpose and has
been used in other sputter analysis studies.13–16

For the interactions of the boron and nitrogen atoms with one another, the interatomic potential presented
by Albe et al is used.17,18 This is a modified form of the multi-body potential first proposed by Tersoff for
multi-component systems.19 The Tersoff potential has been used to model other covalent systems successfully
and the general form is well suited for the purposes here. In particular, Albe et al have used their potential to
model hexagonal boron nitride, which is the same form that is modeled here.17 They achieve good agreement
with values of structural and elastic properties, such as the bulk modulus and lattice constant, recorded from
other methods including experimental data.

The potential is of the form

Φ =
1
2

∑

i 6=j

fc (rij) [fR (rij)− bijfA (rij)] (1)

where fc is a cutoff function limiting the range of the potential. The fR and fA terms are the repulsive and
attractive parts of the potential, respectively. The bij term is a modifier to the attractive force component
that takes into account third-body bond stretching and bending, and rij is the distance from particle i to
particle j. The potential is dependent on particle positions only.

The repulsive and attractive components to this potential are similar in form and are based off of a Morse
potential20

fR (rij) =
D0

S − 1
exp

[
−β
√

2S(rij − r0)
]

(2)

fA (rij) =
SD0

S − 1
exp

[
−β

√
2
S

(rij − r0)

]
(3)

where D0 is the dimer energy and r0 is the dimer separation. S and β are fitting constants.
The modifier term bij is given as

bij = (1 + γnχn)−1/2n (4)

χ =
∑

k 6=i,j

fc(rik)g(θijk)h(rij , rik) (5)

g(θijk) = 1 +
c2

d2
− c2

d2 + (m− cos(θijk)2
(6)

h(rij , rik) = exp
[
λ3(rij − rik)3

]
(7)

where the k index indicates the third particle under consideration (θijk would be the angle between ij and
ik) and γ, n, c, d, m, and λ are all constants.

The cutoff function, fc, is changed from the one used by Albe et al.17 Originally, it was of the form

fc (rij) =





1, rij ≤ R−D
1
2 − 1

2 sin [π(rij −R)/(2D)] , R−D < rij < R + D

0, rij ≥ R + D

(8)

where D and R set the cutoff range of the potential. Though this cutoff potential transitions smoothly from
unity to zero and its first derivative also goes to zero at the boundaries (at R −D and R + D), the second
derivative is not zero at the boundaries. This results in a small ‘hiccup’ in the total energy whenever bonds
are broken or made. To resolve this issue, the cutoff function was changed to21

fc (rij) =





1, rij ≤ R−D

exp
(
α x3

x3−1

)
, R−D < rij < R + D

0, rij ≥ R + D

(9)

x =
rij − (R−D)

2D
(10)
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where α = 3 minimizes the magnitude of the local extremum of the first derivative. This function transitions
smoothly from unity to zero while both the first and second derivatives are zero at the boundaries. The first
derivative–which corresponds to the force resulting from the potential–is shown for both cutoff functions in
Fig. 1.

An additional modification is made to the potential. Initial runs using the Albe potential did not conserve
energy successfully. The first reason is due to the cutoff potential, as described above. The second arises
from the g component within the modifier bij in Eq. (6). The coefficients c and d are adjusted from 0.52629
and 0.001587 to 3.316257 and 0.01 respectively, since the low value of d makes the third term in Eq. (6) very
sensitive to the angle θijk. This is shown in Fig. 2. As can be seen, the original coefficients create a very
steep profile that would require a much smaller timestep to traverse smoothly. The value c is also altered
to keep the second term of g given in Eq. (6) the same value as it was originally. Table 1 lists the constants
used for this potential and their value depending on the identity of the pair i and j.

R - D R + D
rij

-10

-5

0

d
f c/d

r ij

fc = f(sin)

fc = f(exp)

Figure 1. The first derivative of the cutoff functions
given in Eq. (8) (sin) and Eq. (9) (exp).
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Figure 2. The g term in Eq. (6) for B-B bonds using
the original and modified coefficients.

B-B N-N B-N
R [Å] 2.0 2.0 2.0
D [Å] 0.1 0.1 0.1
D0 [eV] 3.08 9.91 6.36
r0 [Å] 1.59 1.11 1.33
β [Å−1] 1.5244506 1.92787 2.043057
S 1.0769 1.0769 1.0769
n 3.9929061 0.6184432 0.364153367
γ 0.0000016 0.019251 0.000011134
λ [Å−1] 0.0 0.0 1.9925
c 3.316257 17.7959 1092.9287
d 0.01 5.9484 12.38
m 0.5 0.0 -0.5413

Table 1. Coefficient values used for the boron nitride potential function.

For the interactions involving the xenon ions, a Molière potential is used. The Molière potential is a
purely repulsive potential. Since the van der Waals attraction of the xenon with the boron and nitrogen
atoms is much weaker than the covalent attraction the boron nitride has within itself, a purely repulsive
force is acceptable.22 This potential is based on a screened Coulomb repulsion and has the form

Φ =
ZiZje

2

4πε0rij

[
0.35 exp

(
−0.3

rij

aF

)
+ 0.55 exp

(
−1.2

rij

aF

)
+ 0.10 exp

(
−6.0

rij

aF

)]
(11)

where aF is the Firsov screening length.
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The boron nitride considered here is in hexagonal form, similar in structure to that of graphite. The
domain consists of twelve sheets of 9 x 12 hexagons, or 5400 particles arranged in a 3.9 nm x 3.9 nm x 3.0 nm
box. An end-on view is shown in Fig. 3. This and subsequent molecular visualizations are produced using
the VMD software package.23 Periodic boundary conditions are applied in the lateral directions. The bottom
layer of atoms is kept immobile to keep the structure as a whole from translating due to ion impacts. The
next two layers directly above it are designated as a thermostatted region. The two thermostatted layers are
regulated using a Berendsen thermostat which rescales the velocities of the particles involved.22,24 The rest
of the boron nitride is regulated through conduction. The boron nitride is initialized at a temperature of
850 K, which is approximately the temperature of the Hall thruster channel walls while in operation.4 This
temperature is set through the initial velocities, which are randomized in such a way as to remove any bulk
motion.

The temperature of the BN block is monitored using a sub-relaxation evaluation of the macroscopic
temperature.25 Since the instantaneous temperature of the block incurs large statistical scatter, a way to
evaluate the average temperature of the block is needed. An example of the temperature of the BN block
involving an ion impact is shown in Fig. 4.

Figure 3. An end-on view of the boron nitride block
showing the hexagonal structure and layers treated in
the simulation.
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Figure 4. The instantaneous and average temperature
as calculated using the sub-relaxation method.

After the boron nitride surface has equilibrated, a xenon ion is injected far above the surface with a
specified energy. The angle incident to the surface normal is set to 60 degrees, as this is around where
maximum sputtering occurs.7,26 The other angular component is randomized to minimize the effects of
lattice orientation in the lateral directions. After a sufficient number of ion impact events, however, the upper
regions of boron nitride form an amorphous layer that contains no observable orientation for the structure as
seen in Fig. 5. After each ion impact, the boron nitride is re-equilibrated to the proper temperature before
proceeding with the next ion impact.

In order to speed up the calculations, several computational techniques are employed. Neighbor lists,
both Verlet neighbor and linked cell lists, are used so that each possible particle pair did not need to be
evaluated at each timestep. Especially for a short range potential, such as the modified Tersoff described
above, this removes the need to perform O(N2) calculations for every timestep. The simulation code is also
parallelized with OpenMP directives for use on multi-processor machines. A timestep of 0.02 fs is used to
run the simulation.

The simulation is first run for a number of ion impacts until a representative form of boron nitride is
formed with the amorphous layers near the surface. This state is then used as the initial block to test a
sufficient number of individual ion impact events. The ion initial positions and velocities are randomized,
but the energy and incident angle are kept the same. From these impact events, the statistics are gathered
and analyzed to calculate the sputter yields. The properties of the ejected atoms are also kept track of to
produce differential sputtering data. The ion energies examined varies from 350 eV, in order to compare to
experimental data, to 50 eV, which is near where the sputter threshold energy for this system is expected
to lie.

A quantum-statistical approach presented by Wilhelm is also used for comparison of the sputter yields
at very low energies.27 A three-body interaction of the ion and two atoms of a polycrystalline solid is
considered, and the probabilities of the ion scattering versus an atom sputtering are used to calculate the
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Figure 5. A view of a sample boron nitride surface (bonds only) after a number of xenon ion impacts.

rate of sputter. Wilhelm’s approximation for the sputter yield at energies between the threshold energy and
about 100 eV is given by

S(E) ≈ 1
24

h2/1σ(E0)N2/3

(
(M/m)2

1 + 2M/m

)3/2 (E − E0)2

E2
0

(12)

where S is the sputter yield, E and E0 are the energy and threshold energy respectively, h2/1 is a dimension-
less coefficient dependent on the perturbation operator of the Hamiltonian of the system between the initial
and final states and their corresponding volumes, σ is the total scattering cross section, N is the number
density of the atoms in the solid, and m and M are the mass of the ion and the target atom respectively.
Since all of the parameters required for Eq. (12) are not known, only a qualitative form of the equation is
used in this work for comparative purposes. Equation (12) is proportional to

S(E) ≈ a(E − E0)2 (13)

where a is a fitting coefficient.

III. Results and Discussion

The sputter yields are calculated for xenon ions impacting at an incidence angle of 60 degrees from the
surface normal and initial energies of 350, 250, 150, 100, and 50 eV and are shown in Fig. 6. Also shown are
experimental data.7,26 For each of the calculated sputter yields, at least 100 ion impacts were simulated. The
calculated sputter yield at 350 eV is more than five times higher than measured experimentally. The results
also show sputtering still occurring at 50 eV, which is at the low end of some estimates of the threshold
energy. Thus, this simulation is predicting a higher sputter yield than expected overall. At this point, it is
uncertain what exactly is causing the calculated sputter yield to be so much higher than the experimental
values. One factor that is contributing to a higher sputter yield than expected is the temperature of the
surface. The simulation is run with a base temperature of 850 K so as to simulate the working conditions
inside a Hall thruster channel, which is the motivation and one end application behind this work. However,
Garnier et al report temperatures of up to only 423 K when their data was collected.7 Also, as seen in Fig. 4,
an ion impact can raise the local temperature of the surface significantly, thus the base temperature of the
solid may need to be kept even lower. Since lower temperature atoms will have less energy, lower amounts
of sputtering would be expected.

Another anomaly encountered from this work is that nitrogen sputtered from the surface in much greater
numbers than did boron. At 350 eV, the nitrogen sputtered more than three times the amount number-wise
than boron. At 50 eV, only nitrogen is observed to sputter, albeit in smaller amounts than seen in the 350 eV
case, but no boron left the surface. An electron spectroscopy for chemical analysis (ESCA) study performed
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Figure 6. The sputter yield versus ion energy.

on a boron nitride surface after sputtering shows little variation between the boron and nitrogen ratios
before and after sputtering.7 This indicates that there is no experimentally observed significant preferential
sputtering of one element over the other.

Associated with the abundant nitrogen sputtering is how the atoms sputter from the surface. Table 2
shows how many times a particular atom or molecule is sputtered from the surface over 100 sample ion
impacts for xenon ions at 350 eV. There is a preponderance of N2 molecules being sputtered from the surface,
while there is a dearth of boron molecules being sputtered. This disparity mirrors the large proportion of
nitrogen being sputtered compared to boron. A visual examination of the surface as in Fig. 5 shows the
boron (shown in brown, nitrogen is blue) clumped together in groups whereas the nitrogen is more equally
spread out over the surface. This affinity of the boron-boron bonds seems to cause the boron atoms to
adhere more to the surface, and when they do sputter as molecules they have been observed in this model
to sputter as B4, B5, and B6 molecules, further showing their tendency to stay together. In particular, the
nitrogen molecule appears to sputter much more readily than expected. At 50 eV, only nitrogen molecules
are observed to sputter from the surface while no other compounds are ejected. This would seem to indicate
a bond-order effect in the potential function where a nitrogen-nitrogen interaction saturates their bonding,
making it more difficult for other bonds to form. The sputter yields are calculated ignoring the contribution
of the N2 molecules, as shown in Fig. 6. The results are significantly closer to experimental data, though
they are still greater than the experimental sputter yield around 300 eV and above, signifying that the
unbalanced proportion of N2 sputtering is not the sole cause of the sputter yield overestimation.

Compound Number sputtered Compound Number sputtered
B 46 N 64
B2 3 N2 140
B3 1 N3 1
B4 1 BN 42
B5 3 BN2 7
B6 1 B2N 1

Table 2. Sputtered components from 100 ion impacts at 350 eV.

The results are also compared qualitatively to predictions from a quantum-statistical analysis of low
energy sputtering. In general, the sputter yield at very low energies is predicted to be proportional to
the square of the energy above the threshold value as seen in Eq. (13). Since there are two variables in the
equation which are unknown–the threshold energy and the proportionality coefficient–the curve was matched
to the two data points at 50 and 100 eV. Then, the corresponding threshold energy, E0, is 11.4 eV while
a = 1.3 × 10−4. Figure 7 shows this fit of the quantum-statistical trend against the results of the model.
More data points are needed to better compare the two predictions of the sputter yield, but the threshold
energy necessary to fit the first two points is much lower than the range the threshold energy is expected to
lie in. This may have the same reasons behind it as explained above, namely the extra sputtered nitrogen
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are skewing the results. Other possible causes may be from the assumptions made in the quantum-statistical
analysis. The analysis is originally performed for polycrystalline monatomic metals as opposed to graphite-
like sheets of a binary compound. Also, the analysis is only applicable to very low energies, less than 100 eV
even.
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Figure 7. A fit from quantum-statistical analysis to the results of the model.

IV. Conclusions

A molecular dynamics simulation is used to model the sputtering of hexagonal boron nitride from low
energy xenon ion impacts. The sputter yields calculated are higher than expected, especially noticeable
around 350 eV, where experimental data are available for comparison. The reason behind this result is not
clearly understood, though there may be several factors at work. The temperature simulated is higher than
the temperature measured when the experimental data were taken. Larger statistical sets are needed to
confirm the results as being accurate representations of the macroscopic values. Only one crystal orientation
was tested; other configurations may result in lower sputter yields, reducing the overall average.

A greater proportion of nitrogen, especially in the form of N2 molecules, is found to sputter from the
surface in this simulation. There is no experimentally observed change in the element composition ratios
before and after sputtering. The simulation is either adding a bond-order effect of N-N bonds that is not
physically present, or it is neglecting other effects such as charge transfers between boron and nitrogen atoms
and the consequent electrostatic interactions that may lead to higher nitrogen retention. Taking all of the
above issues in account, further analyses using the molecular dynamics method may result in additional
understanding of the BN sputtering process. Along with improved knowledge of the sputter yield at low
energies, other investigations such as differential sputter analysis can be performed.
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