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Abstract

A method is developed for the computation of minimum-fuel transfer trajectories between coplanar elliptic orbits with a thrust-limited variable-mass rocket moving in a central gravitation force field. Each orbit is defined through the eccentricity, semilatus rectum, and argument of pericenter. Transfer time is left open. The minimum-fuel trajectory is assumed to consist of two thrusting phases separated by a coasting phase. Computation of the minimum-fuel transfer trajectory is accomplished by a direct integration of the rocket equations of motion and the associated adjoint equations. This direct approach is made possible by a transformation of the adjoint equations into a set of equations which provide a much better understanding of the general behavior of minimum-fuel transfer trajectories. An IBM 7094 digital computer program with primarily single-precision arithmetic is used for the computation. Rapid convergence is obtained over a broad class of transfer trajectories and rocket thrust levels.

Nomenclature

A = ratio of maximum rocket thrust to initial rocket weight
b = eccentricity
cc = rocket effective exhaust velocity
e = orbital eccentricity
f = true anomaly
h = hamiltonian
H = a portion of the hamiltonian
H = a portion of the hamiltonian
m = instantaneous rocket mass
p = semilatus rectum
r = distance from center of force to the rocket
S = switching function (a positive implies thrust is on)
T = time
U = radial velocity/r
V = transverse velocity/r
w = reciprocal of the instantaneous mass
s = reciprocal of the per-unit-mass angular momentum
\( \beta \) = tan \( \frac{\lambda}{2} \)
q = g
A = adjoint variable
\( \Psi \) = combination of adjoint and state variables
\( \phi \) = combination of adjoint and state variables
\( \xi \) = thrust intensity control variable (0 ≤ \( \xi \) ≤ 1)
\( \sigma \) = \( r^2 + \lambda^2 \)^{1/2}
\( \theta \) = argument of pericenter
\( \gamma \) = angle of thrust orientation above local horizontal

I. Introduction

The problem considered here concerns the determination of time-open minimum-fuel thrust-limited transfer trajectories between coplanar elliptic orbits. That is, given two coplanar elliptic orbits defined, for example, by pairs of semilatus recta, eccentricities and arguments of pericenter, the problem is to find the minimum-fuel transfer trajectory between these two orbits. Prior attempts to find a reliable and efficient method for solving this problem have met with only limited success due to the extreme sensitivity of the particular two-point boundary value problem. A significant contribution has been made by McCue who used a highly sophisticated quasilinearization method to obtain solutions. However, McCue's method consumes a relatively large amount of computer time and appears very difficult to program. The approach taken in this paper is to transform the conventional adjoint variable into a set of variables which provide more insight into the characteristics of the optimal transfer trajectory. Differential equations are developed for the transformed variables, and these equations are integrated directly along with the rocket equations of motion to find the minimum-fuel transfer trajectory. The known two-impulse transfer trajectory is used to assist in the choice of the unknown initial conditions. A systematic approach is employed to force the set of differential equations to satisfy the boundary conditions. The transfer trajectory is assumed to consist of two thrusting phases separated by a coasting phase.

II. Necessary Conditions for Optimality

The optimal transfer trajectory must satisfy the desired initial and final boundary conditions while maximizing the final mass of the rocket. A set of necessary conditions for this optimal trajectory can be developed from variational calculus principles.

Units and Scaling

In order to obtain better scaling of the problem variables and parameters and to make the results more readily applicable to motion about any central-body attracting force, the following set of units is employed throughout the study:

- Unit length = \( r^* \) = convenient distance from attracting center
- Unit acceleration = \( g^* \) = acceleration of gravity at distance \( r^* \)
- Unit mass = initial mass of the rocket vehicle

As a result of this choice of units

1
unit of time (in one time unit a satellite in circular orbit of radius \( r^* \) would traverse through a central angle of one radian).

unit of velocity (the orbital velocity of a satellite in a circular orbit of radius \( r^* \) would equal one velocity unit).

g\( r^* \) = gravitational parameter of the central body = 1.

Equations of Motion

The differential equations defining the motion of the rocket are derived under the following assumptions

1. The rocket is a variable mass particle.
2. Rocket thrust is always in the plane of motion, can be varied in both magnitude and direction, and is a linear function of the mass flow rate.
3. The acceleration of the rocket is due solely to the rocket thrust and a spherically symmetric inverse square central gravitational force field.

With the above assumptions the rocket equations of motion are

\[
\begin{align*}
\frac{dx}{dt} &= -u h \\
\frac{dy}{dt} &= v^2 - u^2 - h^2 + \frac{a}{c} wh \sin \gamma \\
\frac{dv}{dt} &= -2nu + \frac{a}{c} wh \cos \gamma \\
\frac{dh}{dt} &= a\phi\sqrt{(v^2 + h^2)y \cos \gamma - (v^2 - h^2)y \sin \gamma} \\
\frac{d\theta}{dt} &= \frac{a\phi^2}{c}
\end{align*}
\]

where, with \( r \) the radial distance from the center of the attracting body,

\( h = \frac{r}{v} \)

\( u = \) radial velocity/r

\( v = \) transverse velocity/r

\( a = \) ratio of maximum rocket thrust to initial rocket weight

\( \xi = \) thrust intensity control variable (\( 0 \leq \xi \leq 1 \))

\( w = \) reciprocal of the rocket mass

\( \gamma = \) angle of thrust orientation above the local horizontal

\( c = \) rocket effective exhaust velocity

The hamiltonian for the system defined by Equations (1) - (5) is

\[
H = -uh + (v^2 - u^2 - h^2)\frac{\gamma}{c} - 2nuh + a\phi [h\lambda_u \cos \theta + \lambda_s \cos \theta \sin \gamma + \lambda_v \cos \gamma]
\]

where \( \lambda_h, \lambda_u, \lambda_v, \lambda_s \), and \( \lambda_v \) are the adjoint variables associated with \( h, u, v, \phi \), and \( w \) respectively, and

\[
\lambda_h = \frac{\lambda_v}{h^3 - v^2(2h^2 - u^2 - v^2)} \\
\lambda_u = \lambda_u - \frac{\lambda_v}{h^3 - v^2(2h^2 - u^2 - v^2)}
\]

The optimal control must be chosen to maximize the hamiltonian. Therefore, the thrust-orientation angle must be chosen such that

\[
\sin \gamma = \frac{\lambda_v}{\lambda_u}
\]

\[
\cos \gamma = \frac{\lambda_s}{\lambda_u}
\]

where

\[
\lambda = (\lambda_h^2 + \lambda_v^2)^{1/2}
\]

The hamiltonian maximized with respect to the thrust-intensity control variable \( \xi \) is it is convenient to partition the hamiltonian as follows

\[
H = H_0 + a\phi \lambda v
\]

\[
H_0 = uh + (v^2 - u^2 - h^2)\frac{\gamma}{c} - 2nu(\lambda_v + \lambda_s \sin \theta)
\]

In order to maximize the hamiltonian with respect to the thrust-intensity control variable \( \xi \) it is convenient to partition the hamiltonian as follows

\[
H = H_0 + a\phi \lambda v
\]

\[
H_0 = uh + (v^2 - u^2 - h^2)\frac{\gamma}{c}
\]

It follows that \( \xi \) must be chosen equal to one if \( H_1 \) is greater than zero and equal to zero if \( H_1 \) is less than zero. In other words, if \( H_1 \) is positive, the rocket should be thrusting at maximum intensity while for \( H_1 \) negative, the rocket should be in a non-thrusting or coasting phase. If \( H_1 \) is zero over any finite time interval, \( \xi \) could take on any value in its permissible range without affecting the hamiltonian. However, for the case of time-open transfer trajectories, minimum-fuel thrusting arcs for which the thrust-intensity control variable takes on intermediate values in the range zero to one have been shown by Robbins and also Kopp and Moyer to be non-existent.\(^{(5,6)}\)

From the hamiltonian of Equation (12) the adjoint equations are

\[
\frac{dx}{dt} = \lambda_h + 3h\lambda_u - a\phi \left( \lambda_h \lambda_u + \lambda_s \lambda_v \right)
\]

\[
\frac{dy}{dt} = \lambda_h h + 2nu \lambda_u + 2\lambda_v \phi = a\phi \left( \lambda_h \lambda_u + \lambda_s \lambda_v \right)
\]

\[
\frac{dv}{dt} = -2nu + a\phi \lambda_s \lambda_v
\]

\[
\frac{dh}{dt} = a\phi \sqrt{h^2 - v^2(2h^2 - u^2 - v^2)}
\]

\[
\frac{d\theta}{dt} = \frac{2a\phi v}{c}
\]

where

\[
\lambda_h = \frac{\phi}{c} \left[ h^3 - v^2(2h^2 - u^2 - v^2) \right]^{3/2}
\]

\[
\lambda_u = \frac{\phi}{c} \left[ h^3 - v^2(2h^2 - u^2 - v^2) \right]^{3/2}
\]

\[
\lambda_v = \phi \left[ h^3 - v^2(2h^2 - u^2 - v^2) \right]^{3/2}
\]

\[
\lambda_s = \phi \left[ h^3 - v^2(2h^2 - u^2 - v^2) \right]^{3/2}
\]

\[
\lambda_v = \phi \left[ h^3 - v^2(2h^2 - u^2 - v^2) \right]^{3/2}
\]
Transformation of the Adjoint Variables

The conventional adjoint variables can be replaced by a set of new variables which are coupled in a physical sense more directly to the actual transfer trajectory. The differential equations which these new variables must satisfy will be shown in the subsequent analysis. Differentiating both sides of Equations (9) and (10) and simplifying, it can be shown that

\[ \frac{d\lambda}{dt} = 2\lambda v + \nu \sin \nu - \lambda \cos \nu \]
\[ \frac{d\nu}{dt} = 2\nu + \frac{1}{2}(\nu \cos \nu + \lambda \sin \nu) \]

where, with \( f \) the true anomaly

\[ v = h_0 - \frac{1}{\mu} \sin \nu \]

Since the sign of \( h_0 \) controls the rocket thrusting, a switching function \( s \) can be defined as follows

\[ s = \frac{h}{h_0} \]  

\[ A \]

A is by definition a positive quantity. Therefore, for \( s \) positive the rocket thrust should be at maximum intensity (\( h_0 > 0 \)), while for \( s \) negative the rocket thrust should be zero (\( h_0 < 0 \)). Direct differentiation of Equation (30) yields after some simplification

\[ \frac{dA}{dt} = A \left( -\frac{h^2 \sin \nu}{\mu} - A \frac{\nu}{\mu} \right) + \frac{A}{\mu} + a(2u + \frac{2\pi}{S}) \]  

Finally, differentiating Equation (29), the defining equation for \( \nu \), it can be shown that

\[ \frac{d\nu}{dt} = A \left( h^2 \sin \nu - \frac{\nu}{\mu} \right) \]  

The conventional adjoint variables, \( \lambda, \lambda, \lambda, \nu, \lambda \), can now be replaced by the variables \( h, \nu, s, A, \nu \). Therefore, the differential equations (27), (28), (31), and (32) replace the adjoint equations (16), (17), (18), and (20). In addition to being simpler to integrate, these new differential equations provide a much greater understanding of minimum-fuel trajectories.

Transformation to the z, A, B Coordinates

A transformation of the state variables can be employed to facilitate the integration of the state equations. By means of several fundamental two-body orbit relationships it is possible to show that

\[ h^6 - v^2(\nu^2 - 2n^2) = h^6 e^2 \]

where \( e \) is the orbital eccentricity. Therefore, the right-hand side of Equation (4) approaches infinity as the orbital eccentricity approaches zero. This singularity in the \( \varphi \) equation of motion can be eliminated by transforming, as suggested by Fraejs De Veubeke, from the original set of state variables \( h, v, \psi, \varphi \) and \( z \) to a new set of state variables \( z, A, B, \theta, \) and \( \omega \) defined by

\[ z = \frac{h^2}{\mu} \]
\[ A = z \cos \theta \]
\[ B = z \sin \theta \]
\[ \theta = \varphi + f \]

These new variables can be shown to satisfy the following differential equations

\[ \frac{dz}{dt} = -A \frac{v^2}{h} \cos \varphi \]
\[ \frac{dA}{dt} = \frac{A}{h} (\cos \theta \cos \varphi + \sin \theta \sin \varphi + \frac{2}{h} \cos \varphi \sin \varphi) \]
\[ \frac{dB}{dt} = \frac{A}{h} (\cos \theta \cos \varphi - \sin \theta \sin \varphi + \frac{2}{h} \cos \varphi \sin \varphi) \]
\[ \frac{d\theta}{dt} = v \]

The above four equations along with Equations (5), (19), (27), (28), (31), and (32) are the basic set of equations which must be satisfied by the minimum fuel trajectory. This set of equations will be defined as the system equations. The variables \( h, v, \psi, \varphi \) which appear in these equations can be found from the auxiliary relations

\[ \varphi = \tan^{-1} \left( \frac{F}{A} \right) \]
\[ \theta = \frac{A}{2} \cos \theta \]
\[ \psi = \frac{1}{2} \sin \psi \]
\[ \varphi = \tan^{-1} \left( \frac{2}{\mu} \right) \]

The thrust intensity control variable \( s \) is determined by the switching function according to the following logic

\[ s = \begin{cases} 1 & \text{if } \varphi > 0 \\ 0 & \text{if } \varphi < 0 \end{cases} \]

Boundary Conditions

Let the initial and final orbits be defined by the sets \((p_i, \epsilon_i, \psi_i)\) and \((p_f, \epsilon_f, \psi_f)\) which represent the semilatus rectum, eccentricity, and argument of pericenter for the initial and final orbits respectively. Since the initial mass of the rocket is known, the boundary conditions on the state variables at the initial time \( t_i \) and the final time \( t_f \) will be as follows.

\[ A(t_i) = z(t_i) \varphi \cos \varphi \]
\[ A(t_f) = z(t_f) \varphi \cos \varphi \]
\[ B(t_i) = z(t_i) \varphi \sin \varphi \]
\[ B(t_f) = z(t_f) \varphi \sin \varphi \]
\[ \theta(t_i) = 1 \]
\[ \theta(t_f) = 1 \]

The times \( t_i \) and \( t_f \) are defined as the times at which the transfer is initiated and terminated respectively. Defining the times in this manner eliminates the need for coast periods at the start and the finish of the computation. This results in no loss in generality since the initial and final true anomalies are not pre-specified but must be determined to satisfy the two-point boundary value problem.

As a consequence of the transversality conditions and the boundary conditions on the state variables it can be shown that

\[ 69 - 914 \]
For the time-open case being considered here, the
hamiltonian must vanish along the entire transfer
trajectory. This fact along with Equation (55) and
the definition of the times \( t_0 \) and \( t_f \) leads to the
boundary conditions on the switching function
\[ s(t_0) = 0; \quad s(t_f) = 0 \] (55)
A boundary condition on one adjoint variable can
be chosen arbitrarily. Hence, without any loss in
genreality, it is permissible to set
\[ \lambda(t_0) = 1 \] (57)

III. Minimum-Fuel Algorithm

The minimum-fuel trajectory must satisfy the
differential Equations (5), (19), (27), (28), (31),
(32), and (38) - (41) and the boundary conditions
given by Equations (31)-(57). To find a trajectory
which satisfies this system of equations is a re-
latively difficult task since at the initial time
the polar angle \( \theta \), the thrust angle \( \psi \), the variable
\( V \) and the adjoint variable \( \lambda(0) \) are unknown. The
basic problem is to find that correct combination
of the initial conditions for \( \theta, \psi, V, \) and \( \lambda(0) \) such
that when the system of differential equations is in-
tegrated, the boundary conditions at the final
time are satisfied. Without any loss in generality
the reference line from which all angular measure-
ments are made can be defined to pass through peri-
center of the initial orbit. Therefore \( \theta(t_0) \) will
be equal to zero, and from Equation (45) it is
obvious that finding the initial polar angle \( \theta(t_0) \)
is equivalent to finding the initial true anomaly
\( \Phi(t_0) \). The final time in this case is not fixed
but can be defined as the time at which all the
conditions at the end of the trajectory are satis-
ified.

The Initial-Approximate Transfer Trajectory

The corresponding two-impulse transfer trajec-
tory can be used as an aid in constructing a finite-
thrust transfer trajectory which serves as a good
approximation to the desired transfer trajec-
tory. (2,3,4) This finite-thrust transfer trajectory
is defined as the initial-approximate transfer tra-
tory. Reasonable estimates for the initial
thrust angle, initial true anomaly and the thrust-
ing interval durations can be easily derived from
the two-impulse transfer trajectory. The initial
thrust orientation angle is set equal to the thrust
orientation angle for the first impulse, and the
initial true anomaly is computed by conjecturing
that on each thrusting phase the average true anoma-
ly for the impulsive thrust should be equal to the true
anomaly at the midpoint of the corresponding finite-
thrust interval. The durations of the thrusting
intervals for the initial-approximate transfer tra-
tory are chosen so that the integrals of rocket
acceleration for the finite-thrust case are equal
to the respective magnitudes of the velocity change
vectors for the impulsive case.

The four unknown initial conditions \( V(t_0), f(t_0), v(t_0) \) and \( \lambda(0) \) are not independent. With
three of these unknowns selected the fourth condi-
tion is fixed through the requirement that \( H \) van-
ish at the initial time. It has proved convenient
to set independently the initial conditions on \( f, V, \) and \( v \). Setting \( H \) from Equation (14) equal to
zero and solving for \( \lambda(0) \) gives after some simplifi-
cation.
\[ \lambda(0) = \frac{\sin \Phi + \sin \psi}{\sin \Phi + \sin \psi} \] (58)

The initial values of \( V \) and \( v \) can be chosen so
that the thrusting intervals are of the desired
duration. A good first approximation for \( \Phi(t_0) \) is
available from the two-impulse trajectory, but this
value must be refined in order to achieve the de-
sired thrusting durations. In selecting a first
approximation for \( \Phi(t_0) \) a considerable amount of
insight can be gained by writing Equations (27),
(29), and (31) in the form
\[ \frac{ds}{dt} = 2V + 2 \frac{\sin \Phi \cos (\psi - \beta)}{\lambda} \] (59)
\[ \frac{dv}{dt} = \rho - 2 s \sin \Phi \beta - k_v - s(2V + \beta) \frac{\sin \Phi}{c} \] (60)
\[ \frac{d\beta}{dt} = 2\lambda V + s \sin \Phi \beta \] (61)
where
\[ \rho = \frac{\lambda^2 - 2 \lambda}{2} \] (62)
\[ \beta = \tan^{-1} \left( \frac{\lambda}{\rho} \right) \] (63)

In order to achieve the desired switching function
characteristics on the first thrusting interval, the
switching function must be as shown in Figure 1.
Numerical results from the two-impulse trajectory
indicate that the thrust angle should always be near
either \( 0^\circ \) or \( 180^\circ \) on the thrusting intervals. This
has been verified analytically by Culp. (10) With
\( \Phi(t_0) \) limited in the above manner, a closer ex-
camination of Equations (59) and (60) indicates that
for the switching function to exhibit the proper char-
acteristics on the first thrusting interval, \( \Phi(t_0) \)
must be restricted to the following ranges of values.

\[ v(t_0) > V(t_0) \geq 200 < 0 \] (64)
\[ v(t_0) > V(t_0) \geq 180 > 0 \] (65)
\[ v(t_0) < V(t_0) \leq 2V(t_0) \] (66)

Further refinements on the choice of \( v(t_0) \) will be
made when fixing the desired second thrusting inter-
nval.

Figure 1. Desired switching function behavior
for the first thrusting interval.

With \( v(t_0) \) established in the range provided
by the above inequalities, the initial value of \( V \)
can be found such that the switching function ex-
hibits the behavior shown in Figure 1. The compu-
tation of \( V(t_0) \) is based upon the principle that
the duration of the first thrusting interval is pro-
portional to the ratio of the first and second de-
rivatives of the switching function evaluated at
Round $t_0$. In other words

$$a(t) = \begin{cases} a_0 & \text{for } t < t_0 \\ a_1 & \text{for } t \geq t_0 \end{cases}$$

If $\frac{d^2 s}{dt^2}$ were constant over the time interval $t_0 - t_1$, then the proportionality factor $K$ in the above equation would be equal to two. The initial true anomaly is determined from the two-impulse trajectory, and a reasonable starting value for $v(t)$ is selected from the range defined by inequalities (64)-(66). Equation (67) is then solved iteratively for the initial thrust angle using $K = 2$ on the first set of iterations. The system differential equations are then integrated to determine the actual duration of the first thrusting interval.

Defining

\begin{align*}
 t_1^{\text{desired}} &= \text{desired time for termination of the first thrust interval} \\
 t_1^{\text{actual}} &= \text{termination time of first thrust interval \text{val established by integration}}
\end{align*}

then a new value of $K$ is computed according to the following rule

$$K_{\text{new}} = \left(1 - \frac{t_1^{\text{desired}} - t_1^{\text{actual}}}{t_1^{\text{desired}} - 0}\right) K_{\text{old}} \tag{68}$$

This new value of $K$ is now substituted into Equation (67), and Equation (67) is once again solved iteratively for $v(t)$. The process is repeated until $t_1^{\text{actual}}$ becomes within a certain tolerance of $t_1^{\text{desired}}$.

This method of determining $v(t)$ has proven very reliable and efficient. In the actual computer program, double-precision arithmetic is used for the iterative solution of Equation (67), but the integration of the system equations is performed in single-precision arithmetic.

For most minimum-fuel problems considered, the difference between $t_1^{\text{desired}}$ and $t_1^{\text{actual}}$ can be made less than $5 \times 10^{-7}$ time units in three or four iterations.

The desired duration of the second thrusting interval is attained in an iterative manner through a simultaneous adjustment of $v(t)$ and $v(t)$. This is accomplished by computing $Y(t)$ to obtain the desired first thrusting interval. For every new value of $v(t)$, $Y(t)$ must be re-computed in order to satisfy the requirements of the first thrusting interval.

The specific manner in which $v(t)$ is changed in order to satisfy the second thrusting interval requirements depends upon the type of transfer trajectory being considered. Transfer trajectories can be classed according to the direction of the thrust vector on each of the thrusting intervals. Let forward and rearward thrustings be defined as thrustings along which the thrust angle is near $0^\circ$ and $180^\circ$ respectively. Then each transfer trajectory can be classed according to the thrusting sequence as forward-rearward, rearward-forward, forward-forward, or rearward-rearward. The duration of the second thrusting interval can be set through a proper choice of $v(t)$ for each of the above types of transfer trajectories. However, the manner in which $v(t)$ affects the switching function in the forward-rearward and rearward-forward transfers is notably different from the forward-forward and rearward-rearward transfers.

Selection of a reasonable $v(t)$ for forward-rearward and rearward-forward transfers is governed by the requirement that the thrust angle must rotate through approximately $180^\circ$ along the transfer trajectory. The curves of Figure 2 can be used to show how switching is accomplished on a typical transfer trajectory with a forward-rearward thrusting sequence. As is evident from the figure, the angle $\Psi - \beta$ is near $+180^\circ$ on both thrusting intervals. Examination of Equations (59) and (60) reveals that this requirement on the angle $\Psi - \beta$ must always be met if switching is to be accomplished. As is typical of all forward-rearward transfers, the thrust angle increases over most of the trajectory, the variable $v$ increases monotonically over the entire coast trajectory, and the angle $\beta$ changes by approximately $180^\circ$ over the transfer trajectory.

In addition, the time $t_2$ at which $v$ passes through zero corresponds very closely to the time on the coast trajectory at which the slope of the switching function reverses from negative to positive. Since $v$ increases monotonically along the coast trajectory, the time $t_2$ can be controlled with the initial value of $v$. Therefore, a certain amount of control can be exerted upon the switching function by means of $v(t)$. Larger negative values of $v(t)$ will result in larger values of $t_2$. The value of $t_2$ in turn has a direct effect upon the duration of the second thrusting interval. Larger values of $t_2$ allow the switching function to become more negative in the coast phase. Consequently, because of the particular nature of the switching function dynamics, the duration of the second thrusting interval is decreased. This leads to the important conclusion that the duration of the second thrusting interval can be controlled with $v(t)$.

More negative values of $v(t)$ result in smaller second thrusting intervals.
Similar reasoning can be applied to the case of rearward-forward transfer. In this case higher positive values of $v(t_f)$ will lead to smaller second thrusting intervals.

Therefore for forward-rearward or rearward-forward thrusting sequences the following iterative procedure for determining the initial value of $v$ can be formulated.

1. Select an initial, reasonable $v(t_0)$. For example

   $v(t_0) = 1.5v(t_0)$ for rearward-forward thrusting

   $v(t_0) = -1.5v(t_0)$ for forward-rearward thrusting

2. Compute $v(t_f)$ such that the correct first thrusting interval is attained.

3. Integrate the system equations to some time $t_f$ at sufficient for the transfer to be accomplished. The time $t_f$ can be easily obtained from the two-impulse transfer.

4. Compute the second thrust interval. If this interval is too small, decrease $v(t_0)!$ If too large, increase $v(t_0)$.

5. Repeat, using the improved value for $v(t_f)$ until the actual second thrusting interval duration, as determined from the integration, is within a certain tolerance of the desired second thrusting interval duration.

Using the above approach it is possible for most of the transfer trajectories considered in this study to obtain the actual second thrust interval duration to within $5 \times 10^{-5}$ time units of the desired second thrust interval duration.

For the case of rearward-rearward or forward-forward transfer trajectories the thrust angle experiences only a small net change over the entire transfer trajectory. In order to restrict the thrust angle in this manner, $v(t_f)$ must be chosen very near $-2v(t_0)$ for forward-forward transfers and near $+2v(t_0)$ for rearward-rearward transfers. The value of $v$ does not change sign along these transfer trajectories. Reversal of the switching function slope and therefore the duration of the second thrusting interval is governed by a very delicate balance between the terms $\nu$ and $\nu^{\pi/2}$ appearing on the right hand side of Equation (60). A consideration of the switching function behavior for these types of transfers leads to the conclusion that larger absolute values of $v(t_f)$ will lead to larger second thrusting interval durations. (7)

This fact can be used as a basis to formulate an iterative procedure for establishing the second thrusting interval duration for forward-forward or rearward-rearward transfer trajectories. The basic procedure will be similar to the case of forward-rearward or rearward-forward transfers. However, to start the iteration, $v(t_f)$ must be near either $+2v(t_0)$ or $-2v(t_0)$. In addition, as discussed above, changes in $v(t_f)$ will produce the opposite effects upon the duration of the second thrusting interval.

**Final Convergence Method**

The procedure developed in the previous section results in a transfer trajectory with final boundary conditions which are only reasonably close to the desired boundary conditions. Better matching of the final boundary conditions is achieved by a two-step procedure which is based primarily upon small perturbations about the initial - approximate transfer trajectory developed in the previous section.

The first step in improving the initial-approximate transfer trajectory is to make small adjustments in the initial true anomaly $f(t_0)$ in order to improve the final argument of pericenter $\varphi(t_f)$. This is accomplished by computing a sensitivity coefficient which relates small changes in $f(t_0)$ to small changes in $\varphi(t_f)$. The resulting sensitivity coefficient is used in a conventional linear interpolation or extrapolation procedure to compute a new $\varphi(t_f)$ which will result in an improved $\varphi(t_f)$. After each change in $f(t_0)$, $Y(t_f)$ and $v(t_f)$ are re-adjusted as outlined in the previous section in order to maintain the desired thrusting intervals.

In the actual computation $f(t_f)$ is adjusted in this manner until $\varphi(t_f)$ is within $0.02$ radians of the desired value.

Final convergence to the desired transfer trajectory is achieved through the use of a sensitivity matrix which relates small changes in $f(t_0)$ and $v(t_f)$ to corresponding changes in the final semilatus rectum $p(t_f)$, final eccentricity $e(t_f)$ and final argument of pericenter $\varphi(t_f)$. On the first iteration the sensitivity matrix is computed by perturbing one at a time $f(t_0)$, $Y(t_f)$, and $v(t_f)$ and observing the resultant changes in $p(t_f)$, $e(t_f)$, and $\varphi(t_f)$. Subsequent to this, the sensitivity matrix can be made directly from the two most recent trajectories by employing a method described by Kulakowski and Stancil. (11) The sensitivity matrix computed in this manner is used in the well-known linear algorithm to compute an improved set of initial conditions, $f(t_0)$, $Y(t_f)$, and $v(t_f)$.

Computation is terminated when the final conditions $p(t_f)$, $e(t_f)$, and $\varphi(t_f)$ are all within $10^{-4}$ units of their respective desired values.

**IV. Computational Techniques**

In the process of determining the minimum-fuel transfer trajectory it is necessary to compute transfer trajectories for a relatively large number of starting conditions. In order that the computation be efficient, it is essential that both the total number of transfer trajectories computed and the amount of required computation for each transfer trajectory be kept within reasonable bounds. The techniques which make possible the efficient computation of minimum-fuel trajectories are as follows.

**Canonical Transformation on the Coast Trajectory**

Computation along the coast trajectory is made possible by means of a canonical transformation suggested by Fraeijs DeVeubeke of the system state variables, adjoint variables and the independent variable $t$. (8) The independent variable in the newly transformed set is the polar angle $\theta$, and the new set of state variables are $z$, $A$, $B$, $w$, and $t$, where $z$, $A$, and $B$ have been defined previously in Equations (34)-(36). Along the coast trajectory with this particular transformation, $H$, the portion of the hamiltonian which governs switching, is a function only of the state variables at cutoff of the first thrusting interval and the polar angle $\theta$. (8) Computation of the coast phase is accomplished by performing the canonical transformation at the end of the first thrusting interval. Since $H$ must be equal to zero at the end of the coast, the polar angle $\theta$ which defines the end
of the coast phase is easily established by means of a Newton iteration procedure. To begin the iteration a reasonable first estimate of the desired polar angle is computed from the corresponding two-impulse transfer trajectory. With the polar angle at the end of coast established in this manner, a transformation back to the original variables is performed and integration of the second thrusting interval is initiated.

Computation of the Thrusting Phases

The two thrusting phases are computed using a fixed step-size, fourth-order Runge-Kutta integration algorithm with single-precision arithmetic. With proper choice of step-size, application of the fixed step-size integration routine rather than an integration routine employing automatic step-size control reduces the required computation time by a factor of about three. The system hamiltonian, which must remain zero over the entire transfer trajectory, provides a convenient measure of integration accuracy. Integration step-size is chosen such that the hamiltonian ordinarily remains less than 5 x 10^{-7}.

The thrusting phases must be terminated at precisely the instant at which the switching function s passes through zero. This is accomplished by allowing the integration to proceed until the switching function reverses sign and is recomputed. The values of s and t are computed at this time, and the integration routine is given a new step-size - s/\dot{s}. This process is repeated until the magnitude of s becomes less than 10^{-10}.

Backward Integration of the System Equations

For certain classes of transfer trajectories the resulting final values of semilatus rectum, eccentricity, and argument of pericenter become very sensitive to small changes in the program initial conditions. This is particularly true when the second thrusting interval is very small. For this case it becomes practically impossible to find the set of initial conditions which will allow the switching function to provide proper switching on the second thrusting interval. Very small changes in the initial conditions on the order of 5 x 10^{-8} result in either too much thrusting time or else no thrusting time for the second thrusting interval. This difficulty is overcome by computing these transfer trajectories in the reverse sense, starting at the desired terminal conditions and integrating backwards in order to meet the desired initial conditions.

Determination of the Initial Value of \( \dot{v} \)

The initial value of the variable \( \dot{v} \) is determined so that the desired duration of the second thrusting interval is attained. For most transfer trajectories, the duration of the second thrusting interval is very sensitive to the choice of the initial value of \( \dot{v} \). In order to limit computer time, a considerable amount of computation logic is required in establishing the desired initial value of \( \dot{v} \). The general behavior of the error in the duration of the second thrusting interval as a function of the initial value of \( \dot{v} \) is shown in Figure 3 for the case of a forward-rearward transfer trajectory. The maximum error in Figure 3 is a consequence of the initial \( \dot{v} \) being too large. This causes the switching function s to remain negative on the desired second thrusting interval resulting in a complete absence of the second thrusting interval. On the other hand, the minimum error is caused by the initial value of \( \dot{v} \) being too small. This results in a failure of the switching function to return to zero on the second thrusting interval and therefore, the thrusting interval is not terminated.

The basic computational problem is to find the initial value of \( \dot{v} \) which reduces the duration error to a small value without requiring an unreasonable number of trajectory computations. Therefore, in the early stages of the computation, large changes in the initial value of \( \dot{v} \) are programmed in order to establish quickly the minimum and maximum error bounds. Once these two error bounds have been established, linear interpolation between these bounds is employed, with the restriction that the interpolation always be conducted between the two most recent pairs of initial \( \dot{v} \) and error values. Computation is terminated when the duration of the second thrusting interval is within 10^{-6} time units of the desired duration.

V. Numerical Results

In order to define the limits of applicability of the method and to eliminate any serious deficiencies in the computer program, a large number of different transfer trajectories were considered. Six of these trajectories are summarized in Table 1. An effective exhaust velocity, \( c_e \), of .5 is used for all the transfer trajectories. If the basic unit of length is taken as the earth's radius, this effective exhaust velocity is equivalent to a specific impulse of approximately 400 seconds. A transfer trajectory is considered to be convergent if the errors in the final (in the case of forward computation) or initial (in the case of backward computation) eccentricity, semilatus rectum, and argument of pericenter (radiance) are each less than 10^{-12}.

All of the transfer trajectories in Table 1 are convergent by the above definition.

**Table 1. Summary of Minimum-Fuel Transfer Trajectories**

<table>
<thead>
<tr>
<th>Run</th>
<th>( \dot{v} )</th>
<th>( e(t_0) )</th>
<th>( e(t_f) )</th>
<th>( \dot{e}(t_0) )</th>
<th>( \dot{e}(t_f) )</th>
<th>( \dot{\omega}(t_0) )</th>
<th>( \dot{\omega}(t_f) )</th>
<th>Finite Thrust ( \dot{v} )</th>
<th>Two Impulse ( \dot{v} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>.7</td>
<td>1.5</td>
<td>.2</td>
<td>1.0</td>
<td>150</td>
<td>1900</td>
<td>36343475</td>
<td>36344058</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>.05</td>
<td>1.0</td>
<td>.05</td>
<td>1.0</td>
<td>0</td>
<td>28073500</td>
<td>28082910</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>.05</td>
<td>.7</td>
<td>1.5</td>
<td>.2</td>
<td>1.50</td>
<td>120</td>
<td>14627292</td>
<td>14627646</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>.2</td>
<td>1.5</td>
<td>.08</td>
<td>1.0</td>
<td>50</td>
<td>10509190</td>
<td>10593227</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>.03</td>
<td>1.5</td>
<td>.2</td>
<td>1.50</td>
<td>120</td>
<td>05992855</td>
<td>05993215</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>.05</td>
<td>1.0</td>
<td>.05</td>
<td>2.0</td>
<td>0</td>
<td>28072767</td>
<td>28065172</td>
<td></td>
</tr>
</tbody>
</table>
The thrust angle behavior for runs 1 and 2 of Table 1 is shown in Figure 4. Also included are the initial and final true anomalies. The forward-rearward transfer, Figure 4A, is typified by the thrust angle changing by approximately 180° along the transfer trajectory, while in the case of the forward-forward thrusting sequence, Figure 4B, the thrust angle experiences only a very small net change over the entire transfer trajectory. Figure 4B shows the thrust angle behavior for the transfer between almost circular orbits (\(e_o - e_f = .05\)). The thrust angle behavior and the initial and final true anomalies bear close resemblances to the minimum-fuel two-impulse transfer between circular orbits, better known as the Hohmann transfer.
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Figure 4. Typical thrust angle time histories along the minimum-fuel transfer trajectory.

IBM 7094 computer time requirements ranged from a low of ten seconds to a high of about fifty seconds, with the higher computer times being associated with transfer trajectories which are very sensitive to small changes in the initial conditions. The above times are for the finite-thrust transfer trajectory computation only. Approximately twenty additional seconds of computer time is required for the computation of the corresponding minimum-fuel two-impulse transfer trajectory. A detailed computer time breakdown for the trajectories summarized in Table 1 is shown in Table 2.

![Table 2](image)

<table>
<thead>
<tr>
<th>Run</th>
<th>Phase I 1</th>
<th>Phase I 2</th>
<th>Phase I 3</th>
<th>Total Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>10</td>
<td>3</td>
<td>21</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>14</td>
<td>6</td>
<td>27</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>9</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>36</td>
<td>2</td>
<td>45</td>
</tr>
</tbody>
</table>

*Phase 1 - Initial approximate transfer trajectory
*Phase 11 - Adjustment of initial true anomaly
*Phase I11-Final convergence (sensitivity matrix)

The run numbers appearing in the table are consistent with Table 1. Computer time is given in seconds.

The individual errors in the desired semilatus rectum, eccentricity, and argument of pericenter for run 5 of Table 1 are given in Table 3 as a function of the iteration number.
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<table>
<thead>
<tr>
<th>Iteration</th>
<th>(p \times 10^3)</th>
<th>(e)</th>
<th>(\phi) (radians)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.13736</td>
<td>-22.8791</td>
<td>329.30260</td>
</tr>
<tr>
<td>1</td>
<td>1.12181</td>
<td>-25.11474</td>
<td>349.50271</td>
</tr>
<tr>
<td>2</td>
<td>-0.13589</td>
<td>1.88112</td>
<td>-43.97852</td>
</tr>
<tr>
<td>3</td>
<td>0.00699</td>
<td>-1.03566</td>
<td>29.97921</td>
</tr>
<tr>
<td>4</td>
<td>-0.03710</td>
<td>0.04818</td>
<td>1.08311</td>
</tr>
<tr>
<td>5</td>
<td>-0.15672</td>
<td>0.0923</td>
<td>2.11155</td>
</tr>
<tr>
<td>6</td>
<td>-0.01580</td>
<td>0.00327</td>
<td>1.88245</td>
</tr>
<tr>
<td>7</td>
<td>-0.04644</td>
<td>0.02363</td>
<td>1.04833</td>
</tr>
<tr>
<td>8</td>
<td>-0.01092</td>
<td>0.00512</td>
<td>0.23766</td>
</tr>
<tr>
<td>9</td>
<td>-0.05474</td>
<td>0.00264</td>
<td>0.12189</td>
</tr>
<tr>
<td>10</td>
<td>-0.02010</td>
<td>0.00963</td>
<td>0.41148</td>
</tr>
<tr>
<td>11</td>
<td>-0.01302</td>
<td>0.00654</td>
<td>0.29120</td>
</tr>
<tr>
<td>12</td>
<td>-0.00545</td>
<td>0.00227</td>
<td>0.09518</td>
</tr>
</tbody>
</table>

This particular transfer trajectory is computed in a backward sense, starting at the desired final conditions and attempting to match the desired initial conditions. The low initial eccentricity, \(e = .03\), results in rapid changes in the argument of pericenter as the initial orbit is approached. This causes the argument of pericenter error to be relatively large, thus slowing down the convergence. The errors corresponding to iteration zero are the errors for the initial-approximate transfer trajectory. On iterations 1-4 the initial true anomaly \(f(t)\) is adjusted to reduce the argument of pericenter error. Iteration one obtains the initial sensitivity relating changes in \(f(t)\) to changes in argument of pericenter error. The true anomaly \(f(t)\) is increased arbitrarily by .01, and \(\phi(t)\) and \(\psi(t)\) are recomputed to attain the required thrusting interval durations. At the end of iteration four, the argument of pericenter error is less than the pre-established maximum value of \(2 \times 10^{-3}\), and the simultaneous adjustment of \(f(t)\), \(\phi(t)\), and \(\psi(t)\) by means of the sensitivity matrix is initiated. Computation is terminated at the end of iteration 12 with the errors all less than \(10^{-6}\).

The region of applicability of the convergence method cannot be precisely defined because of the many possible combinations of rocket thrust levels and initial and final orbits. Minimum-fuel transfer trajectories have been successfully computed for orbital eccentricities greater than \(10^{-8}\) and less than \(.8\) and for rocket thrust to weight ratios greater than \(.025\) and less than \(1.0\). Convergence is more difficult to attain for trajectories with forward-forward or rearward-rearward thrusting sequences. This is primarily due to the delicate balance which must be maintained between the terms \(\frac{\tau}{\tau^2} \sin \gamma \gamma - \beta\) and \(h_u\) of Eq. (60) in order to
obtain the desired switching function characteristics. Both of these terms remain very small and are of opposite sign over most of the transfer trajectory. This results in very small changes in the switching function over the entire transfer trajectory.

VI. Conclusion and Future Study

An efficient method for computing time-open minimum-fuel finite-thrust transfer trajectories between two given coplanar elliptic orbits has been developed. Computation of the minimum-fuel transfer trajectory is accomplished by a direct integration of the rocket equations and the associated adjoint equations. This direct approach is made possible through the insight gained from a transformation of the adjoint equations.

A study is currently in progress to make the convergence method applicable to a larger class of transfer trajectories. A finite-thrust correction developed by Robbins is being applied to the thrusting intervals during computation of the initial-approximate transfer trajectory. This correction will force the initial-approximate transfer trajectory closer to the desired transfer trajectory. It is anticipated that this will extend convergence to lower thrust levels and to transfers requiring higher impulse levels. In addition, a method is being developed to compute an initial estimate of \( u(t_0) \) directly from the two-impulse program. This should improve convergence by eliminating the rather crude method being employed to obtain an initial estimate of \( u(t_0) \). Also, the entire method is being programmed in double precision arithmetic. This will increase the accuracies at every stage of the computation thus extending the method to include more sensitive transfers.
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