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Abstract

This paper describes a technique for selecting the weighting functions of the LQG/LTR formal synthesis procedure to satisfy a robust performance objective. The procedure is applied to a robust performance design problem for the longitudinal dynamics of a highly maneuverable aircraft.

1. Introduction

A major objective of feedback system design is to achieve a nominal performance specification for a given design model of the plant, and to maintain this performance over a range of expected errors between the design model and the true plant. Although no single performance specification can encompass all the relevant engineering design objectives, a reasonable compromise can be achieved by representing the basic performance specification as a bound on the weighted power spectrum of the input disturbances and performance outputs. Similarly, the errors between the design model and the true plant can often be reasonably represented with a nonparametric (unstructured uncertainty) model. In such cases, the structured singular value [Doy82] can be used to provide an exact measure of the robust performance of any given feedback system design.

Since the structured singular value can be used to analyze the ability of a given design to achieve robust performance, it is reasonable to also use the structured singular value directly as the objective of the feedback system design problem. One such approach has been developed in [Doy83, Doy85]. The feedback system design problem is formulated as an optimization problem, with the objective of minimizing the supremum (over all frequencies) of the structured singular value. While this approach has been successfully applied to several problems [Doy84, Skm86], it is still experimental with many difficulties remaining to be resolved.

An alternative approach to achieving a small structured singular value over all frequencies was introduced in [LoF88]. In this approach, the structured singular value objective is not optimized directly. Instead, recent results in the analysis of structured singular values are used to specify characteristics of the closed loop system transfer functions that result in good robust performance [Fre88a]. These characteristics are then translated into the design parameters that are used by the formal Linear Quadratic Gaussian/Loop Transfer Function Recovery (LQG/LTR) procedure: the design weighting transfer functions on the performance, disturbance and input signals. LQG/LTR is then used to synthesize a candidate design. The design is then evaluated, and modified as required until the structured singular value performance objective is achieved.

The design problem that is considered explicitly in this paper is one of tracking an exogenous reference signal (command following) in the presence of an unstructured multiplicative modeling error at the plant input. This design problem is a typical robust performance problem, and has been studied in the context of several different applications [DoS81, FLC82, DW882, SLH81]. It illustrates the essential features of the general robust performance problem within a more specific framework, while also providing a reasonable model for many design problems. For this problem, the characteristics of closed loop systems which result in a small structured singular value have been identified and quantified. These characteristics will be mapped into desired open loop transfer function characteristics. The well known relationships between LQG/LTR design weighting functions and the subsequent compensated open loop transfer function (c.f. [DoS81, Sta87]) will be used to select design weights that achieve the required robust performance characteristics. This approach has been formally presented in [LoF88] for both the LQG and H∞ formal synthesis procedures. The approach will be illustrated in this paper by the design of a control system for the longitudinal dynamics of a highly maneuverable aircraft.

The paper is organized as follows. Section 2 formulates the problem of robust command following with input uncertainty. Section 3 summarizes results from [Fre88a, LoF88] that define design criteria in the form of desired characteristics of the compensated loop transfer function. These design criteria are then used to develop a procedure for selecting the LQG/LTR weights in Section 4. The example using these weight selections is presented in Section 5.

2. Robust Command Following with Input Uncertainty

The system used to formulate the robust command following problem is shown in Figure 1. The control input $u(s)$, reference $r(s)$, and measured output $y(s)$ are all assumed to have dimension $m$. The objective of the robust command following problem is to select a compensator $K(s)$ to ensure that the error $e(s) = r(s) - y(s)$ (1) is small for all reference inputs in a specified set.

The set of allowable reference inputs will be represented by a weighted Euclidean norm (denoted by $\| \cdot \|$). That is, $v(s)$ is an allowable exogenous input if:

$$\| R_p(s) r(s) \| < 1 \quad \forall \ s=j\omega, \omega \in \mathbb{R}$$

(2)

where $R_p(s)$ is a stable, minimum-phase, proper rational transfer function. The objective of maintaining a small performance output is also represented by a weighted Euclidean norm. Thus, $c(s)$ is an acceptable output if

$$\| L_p(s) c(s) \| < 1 \quad \forall \ s=j\omega, \omega \in \mathbb{R}$$

(3)

where $L_p(s)$ is a stable, minimum-phase, proper rational transfer function.

The robust performance objective is to satisfy the nominal performance objective (2)-(3) for every allowable plant transfer function $P(s)$ in Figure 1. The set of allowable plant errors is represented by a multiplicative error model (see Figure 1), with the multiplicative uncertainty block modeled as a nonparametric (unstructured) uncertainty that is unknown except for its
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The robust performance objective is to satisfy (3) for all external references that satisfy (2) and all multiplicative error sources that satisfy (4). This objective can be reformulated as a robust stability problem by inserting a fictitious divisive error \( \Delta_p(s) \) at the plant output (c.f., [DWS82]). The fictitious performance error is also modeled as a nonparametric error source, that satisfies:

\[
\sigma \left[ R_p^{-1}(s) \Delta_p(s) L_p^{-1}(s) \right] \leq 1 \quad \forall \ s = \text{j}\omega, \ \omega \in \mathbb{R} \tag{5}
\]

The closed loop system can then be modeled as shown in Figure 2. The (normalized) closed loop transfer function \( G(s) \) is given by:

\[
G(s) = \begin{bmatrix}
-L_u(s) T_u(s) R_u(s) & L_u(s) P^{-1}(s) T_O(s) R_p(s) \\
-L_p(s) P(s) S(s) R_u(s) & L_p(s) S_O(s) R_p(s)
\end{bmatrix}
\]

where

\[
S_O(s) = \left[ 1 + P(s) K(s) \right]^{-1}
\]

\[
T_O(s) = P(s) K(s) \left[ 1 + P(s) K(s) \right]^{-1}
\]

\[
S(s) = \left[ 1 + K(s) P(s) \right]^{-1}
\]

\[
T_I(s) = K(s) P(s) \left[ 1 + K(s) P(s) \right]^{-1}
\]

and where the normalized error \( \Delta(s) \) is given by:

\[
\Delta(s) = \begin{bmatrix}
R_u^{-1}(s) \Delta(s) L_u^{-1}(s) & 0 \\
0 & R_p^{-1}(s) \Delta_p(s) L_p^{-1}(s)
\end{bmatrix}
\]

The system of Figure 2 is stable for all \( \Delta(s) \) given by (7) with

\[
\| \Delta(s) \| \leq 1 \quad \forall \ s = \text{j}\omega, \ \omega \in \mathbb{R} \tag{9}
\]

if and only if the system of Figure 1 satisfies the performance objective (3) for all reference inputs that satisfy (2) and all model errors that satisfy (4).

The structure of the perturbation (8) to the system in Figure 2 is defined by \( k=[m,m] \). The structured singular value can be applied to the normalized closed loop transfer function [DWS82] to provide a necessary and sufficient condition for the robust stability of the system in Figure 2, and consequently for the robust performance of the system in Figure 1. Thus, a given compensator \( K(s) \) satisfies the robust performance condition for all plant model errors satisfying (4) and all reference signals satisfying (2) if and only if:

\[
\mu(G(s)) < 1 \quad \forall \ s = \text{j}\omega, \ \omega \in \mathbb{R} \tag{12}
\]

3. Analysis of a Simplified Robust Performance Problem

The objective of this section is to identify design problem characteristics that affect the structured singular value, and quantify the relationship between the structured singular value and those characteristics. A number of tradeoffs imposed by the algebraic loop constraints and the stability [Fre88a, SLH81, Doy79] that apply to the general control system design problem will apply here. Also, ill-conditioned plant transfer functions can cause problems when simultaneous input and output uncertainties are present in the plant model [Ste84, Fre88a, NeM87, SKM86]. This section will summarize recent results [Fre88a, LoF88] that bound the structured singular value in terms of the conditioning of the plant. The results will be presented for two-input, two-output systems (i.e., \( m=2 \)) with uniform performance and uncertainty weighting functions. More general statements of these results can be found in [Fre88a].

Assume that the plant transfer function \( P(s) \) has the singular value decomposition:

\[
P(s) = W(s) T(s) Z^H(s)
\]

\[
= \sum_{i=1}^{2} w_i z_i^H \tau_i
\]

where the matrices \( W = \begin{bmatrix} w_1 & w_2 \end{bmatrix} \) and \( Z = \begin{bmatrix} z_1 & z_2 \end{bmatrix} \) are unitary and \( T = \text{diag} \{ \tau_1, \tau_2 \} \) with \( \tau_1 \geq \tau_2 \). The condition number of the plant \( P(s) \) at a frequency \( s \) is defined as:

\[
\kappa_p(s) = \frac{\tau_2(s)}{\tau_1(s)}
\]

\[
\mu(G(s)) < 1 \quad \forall \ s = \text{j}\omega, \ \omega \in \mathbb{R}
\]

For a given compensator \( K(s) \), define the loop transfer function at the output \( L_Q(s) \) as:

\[
L_Q(s) = P(s) K(s)
\]

and the loop transfer function at the input as:

\[
L_I(s) = K(s) P(s)
\]

The performance objectives and plant uncertainty are assumed to be uniform in the signal directions:

\[
L_u(s) = \pi_u(s) I \quad R_u(s) = I
\]

\[
L_p(s) = \pi_p(s) I \quad R_p(s) = I
\]

where \( \pi_u(s) \) and \( \pi_p(s) \) are rational scalar functions of \( s \).

The structured singular value can be approximated in terms of the closed loop sensitivity and transfer functions using the results in [Fre88a]. A key quantity in this approximation is the weighted condition number \( \kappa_p \), which is obtained by combining the uniform weighting functions with the plant condition number:

\[
\kappa_p = \| \pi_u(s) \pi_p(s) \| \kappa_p(s)
\]

\[
\mu(G(s)) < 1 \quad \forall \ s = \text{j}\omega, \ \omega \in \mathbb{R}
\]

1. \( i.e., \) for all \( \Delta(s) \) satisfying (4) and \( \Delta(p) \) satisfying (5)
2. We assume for simplicity that there are no repeated blocks. See [Doy82] for the more general definition.

To simplify notation and clarify the presentation, the dependence of any quantity on the complex frequency variable \( s \) will be omitted when this dependency is not crucial to the discussion.
Then, the results of [Fre88a] state that if the structured singular value is less than unity (and consequently the robust performance objective is achieved) then:

\[ \| S^{-1} w_1 \| \frac{H_{T_0}}{w_2} < K^1_P \quad (20) \]

or

\[ \| T_1 z_2 \| \frac{z_1^H S_1}{1} < K^1_P \quad (21) \]

Thus, to make the structured singular value small, it is necessary to have the left hand sides of (20)-(21) small. When the singular values of the loop transfer functions (LQ and LQ) are either all large or all small, (20)-(21) will be satisfied. If one of the singular values of the loop transfer functions, say \( \lambda_1(s) \), is near unity, then there will be one singular value of both \( S_1 \) and \( T_1 \) of order one. To make the left hand side of (20) small, either \( S_0 \) must be small in the right subspace \( w_1 \) or \( T_0 \) must be small in the left subspace \( w_2 \). As shown in [FrL86a], such conditions imply that a singular value of the loop transfer function \( L_Q \) must either be large with left singular subspace \( w_1 \), or small with left singular subspace \( w_2 \). Condition (20) imposes analogous requirements on the singular values and right singular subspaces of \( L_1 \). Thus, the compensator \( K(s) \) must not significantly modify the singular subspace structure of the plant in the crossover region. To achieve this, the singular value decomposition of the loop transfer functions near the crossover region must approximately be:

\[ L_Q(s) = W(s) \Sigma(s) W(s)^H \quad (22) \]

\[ L_1(s) = Z(s) \Sigma(s) Z(s)^H \quad (23) \]

where

\[ \Sigma(s) = \begin{bmatrix} I_1(s) & 0 \\ 0 & I_2(s) \end{bmatrix} \quad (24) \]

References [FrL86a,Fre88b] quantify and analyze the reduction in nominal performance that will result from a misalignment of the left and right singular subspaces.

In addition, the singular value conditions for nominal performance and robust stability must be satisfied in these regions. Using properties of the LQ regulator, the loop transfer function at the input should satisfy

\[ \sigma[L_1(s)] > \tau_p(s) \quad \forall \ \text{s} = j \omega, \ \text{o} \in \Omega_1 \quad (27) \]

\[ \sigma[L_1(s)] < \tau_p^{-1}(s) \quad \forall \ \text{s} = j \omega, \ \text{o} \in \Omega_V \quad (28) \]

In regions \( \Omega_{II}, \Omega_{III}, \) and \( \Omega_{IV} \) the loop transfer function must satisfy (22). Thus, the singular values of the input sensitivity and transfer functions are approximately:

\[ s_1 = \frac{1}{1 + l_1} \quad i = 1,2 \quad (29) \]

\[ t_i = \frac{l_i}{1 + l_i} \quad i = 1,2 \quad (30) \]

Condition (20) becomes:

\[ |s_1 t_2| < K_P \quad (31) \]

In region \( \Omega_{II}, t_2 \) is near unity and \( s_1^2 \) is approximately \( l_1 \). Thus,

\[ \sigma[L_1(s)] > \chi_p(s) \quad \forall \ \text{s} = j \omega, \ \text{o} \in \Omega_{II} \quad (32) \]

In region \( \Omega_{III}, t_2 \) is approximately \( l_2 \) and \( s_1^2 \) is approximately \( l_1 \). Thus,

\[ \sigma[L_1(s)] > \chi_p(s) \sigma[L_1(s)] \quad \forall \ \text{s} = j \omega, \ \text{o} \in \Omega_{III} \quad (33) \]

In region \( \Omega_{IV}, t_2 \) is approximately \( l_2 \) and \( s_1^2 \) is approximately unity. Thus,

\[ \sigma[L_1(s)] < \chi_1^2(s) \quad \forall \ \text{s} = j \omega, \ \text{o} \in \Omega_{IV} \quad (34) \]

To summarize, the loop transfer function of the plant at the input must satisfy the singular subspace alignment condition (23) in the crossover range \( \Omega_{II} \cup \Omega_{III} \cup \Omega_{IV} \). The singular values of the loop transfer function must satisfy (25)-(28) and (32)-(34). Conditions (32)-(34) imply that the loop singular values must be separated need at least the weighted condition number \( x_0 \) over the interior of the crossover range, while the bounds in (25)-(28) indicate that a separation proportional to the plant condition number is desirable. Analogous conditions can be stated for the loop transfer function at the output.

While conditions (32)-(34) impose restrictions on the separation in magnitude of the singular values of the loop transfer function, they do not directly affect the width of the crossover region. That is, by allowing the singular values to decrease arbitrarily rapidly, the crossover region could be made arbitrarily small while maintaining the required separation between the singular values. However, as in scalar systems, the rate of decrease of the loop singular values is limited. To show this, we relax the convention that the singular values of the loop transfer functions be real, and assign an angle to each of the singular values using the techniques developed in [FrL84, FrL88]. Thus, each \( \lambda_1(s) \) will have the same magnitude as before and the singular vectors of the loop span the same subspaces as in the standard singular value decomposition. Now, however, the functions \( \lambda_1(s) \) are complex valued.

We can quantify the required spread between the crossover frequencies and identify the features of the problem that contribute to this limitation by examining the relationships between the open loop transfer functions \( \lambda_1(s) \) and \( \lambda_2(s) \) and the value of the product \( s_1 t_2 \). Since \( t_2(s) \) crosses over before \( \lambda_1(s) \), we have:

\[ |l_1| >> 1, \ |l_2| = 1 \Rightarrow |s_1 t_2| = \frac{1}{|l_1|} \left| \frac{1}{2 \sin \left( \frac{\pi + \angle l_2}{2} \right)} \right| \quad (35) \]

Combining (32) and (35) shows that the lower bound on the structured singular value will be less than one near the second loop crossover if
The bounds (36)-(37) describe relationships between the magnitudes of the open loop transfer functions and the generalized phases of the open loop transfer functions that provide more information than the corresponding bounds (32) and (34). Recall that if the loop transfer functions \( l(s) \) are analytic in \( \mathbb{C}^* \), the Bode gain-phase relation [Boo45] could be used to show the existence of a tradeoff between the rate of gain decrease and the phase margin in each loop. Indeed, the need to satisfy the bounds (36)-(37) may require that each loop roll off more rapidly than if only the bounds (27)-(28) that represent the nominal objectives were present. For the general multivariable case in which the transfer functions \( l(s) \) may not be analytic, the generalization of the Bode relation [FrL85a, FrL87] plays a similar role. In particular, if either loop gain is decreased too rapidly near crossover then the phase angle of that loop at crossover will be large. The bound that utilizes this phase angle then imposes a more severe requirement on the other loop. This in turn requires a greater decrease in the other loop, which decreases its phase margin.

The structured singular value objective requires that (27)-(28), (33) and (36)-(37) be satisfied by the loop transfer function. Thus, the objective of the robust performance design problem is to select a compensator such that these conditions are fulfilled.

4. Selection of LQG/LTR Weighting Functions
   The objective of this paper is to use the LQG/LTR synthesis method to design a compensator that satisfies structured singular value objectives such as (12). The preceding section presented design conditions that describe the characteristics of the compensator that are needed to achieve the desired robust performance for ill-conditioned systems for a simplified problem with uniform objectives and uncertainties. These conditions are stated in terms of the compensated open loop transfer function at the plant input. This section will present a procedure for selecting the LQG/LTR weighting functions for this simplified problem.

   The LQG/LTR procedure (for input recovery) can be viewed in the frequency domain in terms of the system shown in Figure 4 (see [SaA87]). The exogenous signal \( \xi(s) \) (the process noise) is assumed to be a Gaussian white noise signal. The formal objective of the LQG/LTR procedure is to minimize the variance of the performance signals \( v(s) \) and \( z(s) \). The signals \( v(s) \) and \( z(s) \) are used to appropriately penalize the input and output and output signals, respectively. The LQG/LTR objective is expressed mathematically as:

   \[
   \min_{K(s)} \quad \int \frac{G(s) G^*(s)}{2 \pi} \Gamma \left( \begin{array}{c} T \xi(-j \omega) \\
   G_3(s \omega) \end{array} \right) d \omega
   \]

   where \( G_3(s) \) is the transfer function from the process noise \( \xi(s) \) to the penalized signals \( v(s) \) and \( z(s) \):

   \[
   G_3(s) = \begin{bmatrix} -W_a(s) T_1(s) W_p(s) \\
   W_p(s) P(s) S_1(s) W_q(s) \end{bmatrix}
   \]

   The transfer functions \( W_a(s) \) and \( W_q(s) \), together with the recovery procedure, represent the design parameters of the LQG/LTR design process.

   Note that the transfer function \( G_3(s) \) is closely related to the transfer function \( G(s) \) that determines the structured singular value measure of robust performance (6). By selecting the LQG/LTR design parameters as:

   \[
   W_p(s) = \pi_p(s) W_u(s)
   \]

   \[
   W_q(s) = 1
   \]

   \[
   W_a(s) = \pi_a(s) I
   \]

   the transfer function \( G(s) \) is the same as the first block of columns of \( G(s) \). Thus, making \( G(s) \) small with the selections (40)-(42) will also tend to make \( G(s) \) small.

   \[
   W_p(s) = \pi_p(s) W_u(s)
   \]

   \[
   W_q(s) = 1
   \]

   \[
   W_a(s) = \pi_a(s) I
   \]

   Figure 4. The mixed sensitivity problem.

   Our approach will utilize this observation to initialize the design procedure. That is, we will use the formal synthesis weights to be as near as possible to the weighting functions that describe the nominal performance and robustness objectives, and to adjust them only to enforce the singular value separation conditions (25)-(34). Thus, our initial selection of the design parameters is given by (40)-(42).

   Further motivation for these selections is obtained from properties of the LQG/LTR design. Since the complete weighting function that multiplies \( S(s) \) is \( \pi_p(s) p(s) \) (see (38) and (40)), the sensitivity function must satisfy alignment conditions such as (21) and the ones analyzed in [FrL86a]. Using the arguments presented in [Fre86a], it can be shown that (22)-(23) must be satisfied. Thus, the only conditions remaining to be satisfied are (25)-(34).

   The latter conditions can be enforced by iteratively selecting the weighting function \( W_u(s) \) and adjusting the bandwidth of the recovery process. The individual singular values of the loop transfer function can be manipulated in a frequency range \( \Omega_m \) in the crossover region by selecting:

   \[
   W_u(s) = Z \left[ \begin{array}{c} a \\
   0 \\
   0 \\
   b \end{array} \right] Z^H \quad \text{s} \in \Omega_m
   \]

   Since the transfer function \( T_1(s) \) has approximately the same singular subspaces as the plant right singular subspaces, the value \( a \) will change the largest singular value of the loop transfer function by approximately the factor \( a \). Similarly, the value \( b \) will change the smallest singular value of the loop transfer function by approximately the factor \( b \). Thus, the parameters \( a \) and \( b \) can be used to spread the singular values apart, or to squeeze them together while still satisfying the nominal objectives (27)-(28). The low frequency separation condition implied by (25) and (27) will automatically be satisfied by this choice of weights. To allow the high frequency plant condition number to enforce the high frequency separation condition implied by (26) and (28), the recovery bandwidth will be selected so that the loop is recovered to just beyond the last loop crossover.

   There is one additional consideration when using the LQG/LTR formal synthesis technique. As noted in [ZaF83], the LQG objectives penalize high frequencies more than are reflected in the robust performance objective stated in Section 2. This results in LQG/LTR designs that have one additional pole roll off at high frequencies than is necessary (see [BFM87]). Thus, the LQG/LTR weights will be adjusted to add an additional high frequency lead and remove the extra high frequency roll off. This is accomplished by adding a lag filter \( \pi_z(s) \) to the weighting function \( W_u(s) \):

   \[
   W_u(s) = \pi_u(s) \pi_z(s) I
   \]
5. Robust Performance for a Highly Maneuverable Aircraft

We will consider the problem of designing a robust performance longitudinal control system for a highly maneuverable aircraft. This problem was originally considered in [Ste84]. The aircraft characteristics and linearized models are discussed in detail in [HBG79]. The aircraft possesses two sets of longitudinal control surfaces: elevators and canards. Two measurement signals, angle of attack and pitch angle, are assumed to be available. For this problem, a stable version of the aircraft model is used. The linearized model of the longitudinal dynamics at mach 0.9, altitude 25,000 ft. is given by:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \\
y(t) &= Cx(t)
\end{align*}
\]

where

\[
A = \begin{bmatrix}
-0.0226 & -36.6 & -18.9 & -32.1 \\
0 & -1.9 & -0.983 & 0 \\
0.0123 & -11.7 & -2.63 & 0 \\
0 & 0 & 1.0 & 0
\end{bmatrix},
B = \begin{bmatrix}
0 & 0 \\
-0.414 & 0 \\
-77.8 & 22.4 \\
0 & 0
\end{bmatrix}
\]

\[
C = \begin{bmatrix}
0 & 57.3 & 0 & 0 \\
0 & 0 & 0 & 57.3
\end{bmatrix}
\]

This plant model is stable and minimum phase, with a large condition number at most frequencies. The singular values of the model are shown in Figure 5. The plant condition number (in db) is observed in Figure 5 as the difference between the largest and smallest singular values. The physical source for the large condition number is the ability of the control surfaces to impart relatively large amounts of rotational energy to the aircraft (and hence a large transfer function from inputs to pitch angle), combined with an inability to transmit relatively large amounts of kinetic energy to the aircraft (and hence a smaller transfer function from inputs to vertical velocity, or angle of attack).

The performance weighting function for this problem is uniform (see (18)), with

\[
\pi_p(s) = \frac{1}{2} \left( \frac{s + 0.03}{s + 3} \right)
\]

The uncertainty is modeled as an input multiplicative uncertainty with uniform uncertainty weighting (17):

\[
\pi_u(s) = \frac{1}{2} (0.05s + 1)
\]

Bode plots of these weighting functions are shown in Figure 6, and the weighted condition number for (19) is shown in Figure 7.

The design objectives are easily derived from Figure 5 and conditions (27)-(28) and (32)-(34). First, crossover region must be approximately contained in the interval [2, 200]. Since the weighted condition number is as high as 100 in this region, the singular values must have a separation of approximately 40 db over the crossover region. If we allow a 20 db/decade rolloff, this separation translates into a 2 decade crossover region, which the same wider as the available region. Thus, we would expect that the robust performance objective will be difficult to achieve. In fact, the compensator presented in [Ste86] using \( \mu \)-optimization achieves a maximum structured singular value of 1.00.

Figure 6. Bode magnitude plots of the weighting functions \( \pi_p \) and \( \pi_u \).

Figure 7. Weighted condition number of the aircraft model.

We will use the input LQG/LTR formal synthesis procedure with the weights selected as described in Section 5. Thus, we select

\[
W_u(s) = \frac{1}{2} (0.05s + 1) \pi_p(s) I
\]

\[
W_p(s) = \frac{1}{2} \left( \frac{s + 0.03}{s + 3} \right) W_\mu(s)
\]

The high frequency lag \( \pi_p(s) \) was selected to cancel the lead in \( W_u(s) \). Thus, \( W_u(s) \) becomes:

\[
W_u(s) = \frac{1}{2}
\]

The function \( W_\mu(s) \) was selected initially to be the identity, and the recovery bandwidth was selected to recover the state design up to 350 rad/sec. The singular values of the resulting loop transfer function are shown in Figure 8, and the structured singular value of the resulting closed loop design is shown in Figure 9. Note that the structured singular value has two peaks, one at approximately 7 rad/sec, and one at approximately 150 rad/sec. The source of these peaks can be traced to two sources. The first factor is that the crossover frequency of the larger loop is slightly too high. The impact of this factor can be reduced by reducing the recovery bandwidth of the design. The second
factor is that the singular values of the design are further apart than necessary. At the crossover of the first loop, the singular values are separated by more than two decades. This separation is manifested in the double peak that occurs in the structured singular value.

\[ K_3(s) = K_I(s) K_2(s) \]

The lead filter is selected as:

\[ K_I(s) = \frac{s + 1.5}{s + 2} \left( \frac{0.02s + 1}{0.015s + 1} \right) \]

The first factor in \( K_I(s) \) decreases the low frequency gain by a factor of 0.75 below 1.5 rad/sec, while the second factor increases the high frequency gain by a factor of 1.33 above 70 rad/sec.

\[ K_d(s) = \frac{1}{s} \begin{bmatrix} 0.75 & 0 \\ 0 & 1 \end{bmatrix} Z^H \]

where the matrix \( Z \) is approximately the right singular subspace of the plant transfer function at \( \omega = 100 \) rad/sec. The factor of 0.2 will reduce both singular values by slightly more than 0.5, while the remainder of \( W_U(s) \) is obtained from (43) to force the singular values closer together.

The singular values of the resulting loop transfer function are shown in Figure 10, and the structured singular value of the resulting closed loop system is shown in Figure 11. Note that the structured singular value now has only one peak (with a shoulder). Also, it should be noted that the maximum of the structured singular value has been reduced to approximately 1.17.

The structured singular value can be reduced further by noting that we are doing too well at both higher and lower frequencies than is required by the robust performance objective (i.e., the structured singular value is less than unity in these regions). By adding lead to the largest loop singular value above crossover, the structured singular in the crossover region will be reduced (via the mechanism illustrated in (35)).

Similarly, adding lead to the smallest loop singular value below the lowest crossover will reduce the structured singular value in the crossover region. These lead filters can be added through the LQR/LTR procedure. However, the adjustments to the compensator due to these filters will be minor and will not affect the stability of the system. Thus, we can directly place them in series with the compensator from the second design. Thus our final design \( K_3(s) \) will be constructed by taking the second compensator design \( K_2(s) \) and multiplying it by the lead filter \( K_d(s) \):
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