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2.1 Event of April 17, 2001. From top to bottom are plotted the dynamic pressure ($P_{dyn}$), the $z$ component of the interplanetary magnetic field ($B_z$), the pressure-corrected $D_{st}$ index ($D_{st}^*$) (continuous line) along with $D_{st}$ index (the dotted line) and the slope of the $D_{st}$ index. Vertical lines indicate the position of different epoch time choices: SSC - Maximum Slope of $D_{st}$ index (1), Epoch 2 (2), Epoch 3 (3), Epoch 4 (4), Minimum Slope of $D_{st}$ index (5), Epoch 1 (6), and Minimum $D_{st}$ (7). Symbols are added to show the slope and Dst data points.

2.2 Histogram of the Storm Phases Durations: Late Main Phase (top panel), Early Main Phase (middle panel), Main Phase (bottom panel).

2.3 Superposed epoch means for 29 Intense storms at solar maximum. From top to bottom are plotted the superposed averaged values for the dynamic pressure ($P_{dyn}$), the $z$ component of the interplanetary magnetic field ($B_z$) and the pressure corrected $D_{st}$ index ($D_{st}^*$) for three different choices of the time stamp: red line-maximum $D_{st}$ slope, blue line-minimum $D_{st}$ slope, black line-minimum value of $D_{st}$ index. The figures on the left are plotted relative to the epoch time while the ones on the right show the same mean values shifted relative to the location of means when averaged at the $D_{st}$ minimum.
2.4 Superposed epoch data from the MPA instruments for three distinct epoch times. From left to right, by columns: minimum slope of $D_{st}$, maximum slope of $D_{st}$ and the minimum $D_{st}$. The rows show the hot proton density ($cm^{-3}$), the hot proton temperature ($keV$), the entropy density ($keV cm^{-2}$) and the $D_{st}$ (dotted line) and $D_{st}^*$ (continuous line) indices ($nT$). The purple dashed vertical line in all plots shows the location of the 0 time while the blue dashed vertical line represents the location of the minimum superposed $D_{st}$ time mark.

2.5 Superposed epoch data from the MPA instruments showing Epoch Time profiles extracted from the results in Figure 2.4. From left to right, by columns are presented the hot proton density ($cm^{-3}$), the hot proton temperature ($keV$) and the entropy density ($keV cm^{-2}$) for different choices of epoch time. Each row corresponds to a certain local time while the color lines represent the distinct time marks: Maximum Slope of $D_{st}$ (blue), Epoch2 (light blue), Minimum Slope of $D_{st}$ (red), Epoch1 (yellow), Epoch4 (green), Epoch3 (purple), Minimum $D_{st}$ index (black).

2.6 Illustration of the motion of density peak during the development of the storm. The view is in the equatorial plane of the Earth, looking down from over the North Pole. The green arrows show the dawn to dusk convection electric fields, and the dashed arrows show the ExB drift. The regions of the Field Aligned Currents (FAC) are denoted by the black sectors. The 'phi peak' and 'phi well' in the figure refer to the potential peak and well that form when plasma from the magnetotail moves towards the inner magnetosphere. The labels Epoch 1-4, MinSlope, and MinDst at various LTs show the location of the peak when the averaging is done using these epoch times.

2.7 Superposed epoch data from the MPA instruments showing Local Time profiles extracted from the results in Figure 2.4. From left to right, by columns are presented the hot proton density ($cm^{-3}$), the hot proton temperature ($keV$) and the entropy density ($keV cm^{-2}$) for different choices of epoch time. Each row corresponds to a certain epoch time while the color lines represent the distinct local times: noon (blue), 15 LT (light blue), 18 LT (red), 21 LT (yellow), midnight (green), 3 LT (purple), 6 LT (black).

3.1 Diagram showing various SWMF components. Arrows indicate couplings between modules.

3.2 An illustration of the block structure. The thick black lines show the boundary between blocks while the thinner lines represent the boundary between grid cells. Figure from Powell et al. (1999).
3.3 Coupling schematic of the GM-IM-IE coupling within SWMF 

3.4 Illustration of the grid resolution setup in the equatorial plane. Sun is on the right.

4.1 September 22, 1999 input parameters. From to to bottom are presented the input parameters: \( B_x \) (nT), \( B_y \) (nT), \( B_z \) (nT), \( v_x \) (km/s), \( v_y \) (km/s), \( v_z \) (km/s), density (cm\(^{-3}\)), temperature (K), and eastward component of the electric field \( E_y \) (mV/m). The horizontal red dashed line is drawn at zero in the \( B_z \) and \( E_y \) plots to better identify the northward/southward turning of the IMF \( B_z \) field.

4.2 April 18, 2001 input parameters. From to to bottom are presented the input parameters: \( B_x \) (nT), \( B_y \) (nT), \( B_z \) (nT), \( v_x \) (km/s), \( v_y \) (km/s), \( v_z \) (km/s), density (cm\(^{-3}\)), temperature (K), and eastward component of the electric field \( E_y \) (mV/m). The horizontal red dashed line is drawn at zero in the \( B_z \) and \( E_y \) plots to better identify the northward/southward turning of the IMF \( B_z \) field.

4.3 August 17, 2001 input parameters. From to to bottom are presented the input parameters: \( B_x \) (nT), \( B_y \) (nT), \( B_z \) (nT), \( v_x \) (km/s), \( v_y \) (km/s), \( v_z \) (km/s), density (cm\(^{-3}\)), temperature (K), and eastward component of the electric field \( E_y \) (mV/m). The horizontal red dashed line is drawn at zero in the \( B_z \) and \( E_y \) plots to better identify the northward/southward turning of the IMF \( B_z \) field.

4.4 October 21, 2001 input parameters. From to to bottom are presented the input parameters: \( B_x \) (nT), \( B_y \) (nT), \( B_z \) (nT), \( v_x \) (km/s), \( v_y \) (km/s), \( v_z \) (km/s), density (cm\(^{-3}\)), temperature (K), and eastward component of the electric field \( E_y \) (mV/m). The horizontal red dashed line is drawn at zero in the \( B_z \) and \( E_y \) plots to better identify the northward/southward turning of the IMF \( B_z \) field.

4.5 October 28, 2001 input parameters. From to to bottom are presented the input parameters: \( B_x \) (nT), \( B_y \) (nT), \( B_z \) (nT), \( v_x \) (km/s), \( v_y \) (km/s), \( v_z \) (km/s), density (cm\(^{-3}\)), temperature (K), and eastward component of the electric field \( E_y \) (mV/m). The horizontal red dashed line is drawn at zero in the \( B_z \) and \( E_y \) plots to better identify the northward/southward turning of the IMF \( B_z \) field.
4.6 $D_{st}$ profiles for all the events. Black dashed line presents the 1 hour resolution observed $D_{st}$, the black continuous line presents the 1 minute resolution SYM-H observations and the blue line shows the simulated $D_{st}$ results. From top to bottom are presented the results from the simulation of September 22, 1999, April 18, 2001, August 18, 2001, October 21, 2001 and October 28, 2001.

4.7 Cross polar cap potential (CPCP) profiles for August 17, 2001 events in both the northern (top panel) and southern (bottom panel) hemisphere. Black line presents AMIE potential while the blue lines show the modelled result.

5.1 Averaged inputs for the September 22, 1999 event. Red lines show the ACE observations with a temporal resolution of 4 minutes, and the running averages with windows of 60 minutes (purple line), 120 minutes (green line), 180 min (blue line). From top to bottom are presented the input parameters: $B_x (nT)$, $B_y (nT)$, $B_z (nT)$, $v_x (km/s)$, density ($cm^{-3}$) and eastward component of the electric field $E_y (mV/m)$. The horizontal dashed line in the $B_z$ plot indicates the northward/southward turning of the field.

5.2 From top to bottom: $D_{st}$ vs. time, $E_y$ vs. time, the integrated energy input vs. time and the $D_{st}$ vs. energy input in the bottom panel. The colored lines indicate the observed values (black), 4 minute temporal resolution (red), 60 minute (purple), 120 minute (green) and 180 minute (blue) smoothed input results for all parameters.

5.3 $D_{st}$ index simulation results for all the runs using averaged inputs for the September 22, 1999 magnetic storm. Each colored line corresponds to a different simulation results using different time resolution input data: 4 minutes (red line), 60 minutes (purple line), 120 minutes (green line), 180 min (blue line). Black dashed line shows the observe $D_{st}$ index, while the black continuous line corresponds to the SYM-H observations.

5.4 Pressure distribution in the X-Y plane for all simulation results. From left to right, each column corresponds to a case study: 4 minutes, 60 minutes, 120 minutes and 180 minutes running averages of input parameters. From top to bottom, we present snapshots of the pressure on a logarithmic scale at five times during the event: 20:00 - 24:00 UT on September 22, 1999. The scale of the plot is logarithmic (base 10) and is expressed in nPa.
5.5 Nightside average of plasma sheet density extracted at the geosynchronous orbit (middle panel), radial velocity (top panel) and particle flux (bottom panel) results for the 4 minutes (red line) and 180 minutes (blue line) averaged solar wind inputs.

5.6 LT-UT map of the density (top row) and temperature (bottom row) for the 4 minutes averages (left column) and 180 minutes (right column) averages of the input parameters simulation results. Data was extracted from the virtual satellites included in the simulations at geosynchronous orbit.

5.7 Cross polar cap potential simulation results in the northern (top panel) and southern (bottom panel) hemisphere, for all the runs using averaged inputs for the September 22, 1999 magnetic storm. Each colored line corresponds to a different simulation results using different time resolution input data: 4 minutes (red line), 60 minutes (purple line), 120 minutes (green line), 180 min (blue line).

5.8 $D_{st}$ index simulation results for the runs using averaged $B_z$ only (light blue line), N only (orange line), 4 minutes (red line) and 3 hours averaging of all inputs (blue line) for the September 22, 1999 magnetic storm. Observed Sym-H and $D_{st}$ index are shown in black, and black dashed line respectively.

5.9 Nightside average of plasma sheet density extracted at the geosynchronous orbit (middle panel), radial velocity (top panel) and particle flux (bottom panel) results for the $B_z$ only (light blue line) and density only (orange line) averaged solar wind inputs, extracted at geosynchronous orbit.

5.10 Pressure distribution in the X-Y plane for all simulation results. From left to right, each column corresponds to a case study: $B_z$ only and N only 180 minutes running averages of input parameters. From top to bottom, we present snapshots of the pressure on a logarithmic scale at five times during the event: 20:00 -24:00 UT on September 22, 1999.

5.11 Magnetic field components at the GOES 08 satellite. Top 2 panels show the satellite trajectory, while the bottom 3 show each component of the magnetic field in nT. Each colored line corresponds to a different simulation results using different time resolution input data: 4 minutes (red line), 180 min (blue line). Black line shows the observations.
5.12 Magnetic field components at the GOES 10 satellite. Top 2 panels show the satellite trajectory, while the bottom 3 show each component of the magnetic field in nT. Each colored line corresponds to a different simulation results using different time resolution input data: 4 minutes (red line), 180 min (blue line). Black line shows the observations.

5.13 Empirical predictions of $D_{st}$ index results for all averaged inputs for the September 22, 1999 magnetic storm. Each colored line corresponds to a different time resolution input data: 4 minutes (red line), 60 minutes (purple line), 120 minutes (green line), 180 min (blue line). Black dashed represents the observed $D_{st}$ while the black continuous line show the observed SYM-H index.

5.14 Empirical predicted of the $D_{st}$ index results for averaged inputs for the September 22, 1999 magnetic storm. Each colored line corresponds to a different time resolution input data: 4 minutes (red line), 180 min (dark blue line), 180 min smoothed - $B_z$ - only (light blue line), 180 min smoothed-density-only (orange line). Black dashed represents the observed $D_{st}$ while the black continuous line show the observed SYM-H index.

5.15 Minimum $D_{st}$ vs. Energy Input. Red line shows the empirical $D_{st}$ prediction results while the black line shows simulation results using SWMF. The red triangles (black diamonds) show the 3 hours smoothing of $B_z$ and density using the empirical $D_{st}$ prediction model (MHD simulation).

5.16 Same as Figure 5.15 except with a different x-axis scale (going down to zero).

6.1 ACE observations with a temporal resolution of 4 minutes for the November 10, 2003 event. From top to bottom are presented the input parameters: $B_x$ ($nT$), $B_y$ ($nT$), $B_z$ ($nT$), $v_x$ ($km/s$), $v_y$ ($km/s$), $v_z$ ($km/s$), density ($cm^{-3}$), temperature $T$ ($K$) and eastward component of the electric field $E_y$ ($mV/m$), where $E_y = v_x \cdot B_z$. A horizontal dashed red line is drawn at zero in the $B_z$ and $E_y$ panels to better identify northward/southward turnings.
6.2 $D_{st}$ and CPCP simulation results. Top panel: CPCP ($kV$). The blue line shows the SWMF simulation results using real data as upstream boundary conditions, while the black line shows the AMIE values. Bottom panel: $D_{st}$. Again the blue line shows the SWMF real data input simulation results, while the black continuous line shows the 1 minute resolution SYM-H ($nT$) and the black dashed line displays the 1 hour temporal resolution $D_{st}$ ($nT$) values. 

6.3 Simulation results for mass transport through the geosynchronous orbit ring. As previously described, blue lines indicate simulation results using the time shifted ACE data as input parameters. From top to bottom we present the average flux, inward flux, and the outward flux through the $6.6 \, R_e$ geocentric distance ring into the equatorial plane, expressed in units of $1/cm^2s$. 

6.4 Power Spectra of the input versus system response. Left panels present from top to bottom the IMF $B_z$, Observed SYM-H index, northern hemisphere CPCP from AMIE, and the modeled $D_{st}$ and CPCPn (run #1) for the November 10-12, 2003 time period. Panels on the right show their corresponding power spectra results for the specified time range. The red (blue) vertical dashed line shows the frequency corresponding to 60 (68) minute periodicity. 

6.5 Similarly to Figure 6.4, only here the time period is the last day of the simulation, i.e. November 12, 2003. 

6.6 $D_{st}$ and CPCP simulation results. Top panel: CPCP ($kV$). Blue line shows the SWMF simulation results using real data as upstream boundary conditions, red line denote the SWMF simulation results using idealized input parameters, while the black line shows the AMIE values. Bottom panel: $D_{st}$. Again the blue line shows the SWMF real data input simulation results, red line show the SWMF simulation results using idealized input parameters, while the black continuous line shows the 1 minute resolution SYM-H ($nT$) and the black dashed line represents the 1 hour temporal resolution $D_{st}$ ($nT$) values. 

6.7 Simulation results for mass transport through the geosynchronous orbit ring. As previously described, blue lines indicate simulation results using the time shifted ACE data as input parameters while the red lines show the SWMF simulation results using the idealized input parameters. From top to bottom we present the average flux, inward flux, and the outward flux through the $6.6 \, R_e$ geocentric distance ring into the equatorial plane, expressed in units of $cm^{-3}km/s$. 
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ABSTRACT

Exploring storm time ring current formation and response on the energy input

by

Raluca Ilie

Chair: Michael W. Liemohn

While extensive research has been made over the last decades regarding the storm
time dynamics, there are still unanswered questions on ring current formation and
plasmasphere evolution, specifically on ring current response on the energy input.
Large-scale data analysis projects and global magnetospheric simulations provide
complementary alternatives for exploring highly complex coupling of the solar wind-
ionosphere-magnetosphere system. This issue is addressed by examining the produc-
tion, transfer, storage and dissipation of energy across the entire magnetosphere using
these two analysis methods.

As a first study, the influence of the epoch time choice when doing Superposed
Epoch analysis on intense magnetic storms at solar maximum using observations
from Advanced Composition Explorer (ACE) and Los Alamos National Laboratory
(LANL) geosynchronous satellites is investigated. Seven distinct epoch times through-
out the storm were selected. The results indicate that a distinct time stamp is needed
in order to resolve certain solar wind features. On the other hand, when it comes to
hot proton at geosynchronous orbit, the choice of reference time primarily matters
to accurately describe the size of peaks, while the presence and time evolution is
unaffected by it.

While spacecraft and ground based measurements are nowadays widely available, understanding the energization processes that dominate this region is still a difficult problem to tackle using only observations. Consequently, global magnetospheric simulations provide an excellent alternative for investigating the large scale coupling of the solar wind-ionosphere-magnetosphere system.

With the help of the Space Weather Modeling Framework (SWMF), which couples together different numerical models describing separate regions of space, we were able to examine the role the transient spikes in the solar wind parameters play in the development of magnetic storms. For this study we coupled the Global Magnetosphere/Block Adaptive Tree Solar-wind Roe-type Upwind Scheme (BATS-R-US), Inner Magnetosphere/Rice Convection Model (RCM) and Ionosphere Electrodynamics/Ridley Ionosphere Model. We find that changes in the energy input produce a nonlinear response of the inner magnetosphere as opposed to the linear response the empirical models predict. Moreover, our model results show that smoothing the solar wind input results in a two phase, fast then slow, recovery, even though this feature was not seen in the data for the selected storm. In the same time, removing all noise with a window greater than 1 hour changes the entire magnetosphere, dramatically reducing the plasma sheet density and pressure.

While initial increases in the energy input enhance the magnetospheric response, we observe that as the power transferred to the system is increased, the growth of the ring current is stalled and a saturation limits sets in. A threshold in the energy input is necessary for the ring current to develop, while the short time scale fluctuations in the solar wind parameters did not have a significant contribution. Such findings imply that the ions drift to the dayside is not the only loss process that contributes to the decay of the ring current but also the existence of an internal feedback mechanism as the magnetosphere acts as a low-pass filter of the interplanetary magnetic field.
This effect will limit the energy flow in the magnetosphere.

In addition, numerical simulations are performed to study the role of Interplanetary Magnetic Field (IMF) Bz fluctuation periodicity in the transfer of solar wind mass and energy to the magnetosphere. We find that the most important characteristic in determining the transfer of periodicity seen in IMF Bz to the inner magnetosphere is the peak signal to noise ratio in the power spectrum of the input parameter. A peak in the input power spectrum at least twice larger than the background noise is needed in order to trigger a similar periodicity in the magnetosphere response, even though most of the signal energy is contained at a certain frequency.

Finally, it is prudent to explore these issues with an alternative inner magnetosphere drift physics model. Theoretical and numerical modifications to an inner magnetosphere - Hot Electron Ion Drift Integrator (HEIDI)-model were implemented, in order to accommodate for a non-dipolar arbitrary magnetic field. While the dipolar solution for the geomagnetic field during quiet times represents a reasonable assumption, during storm activity this assumption becomes invalid. HEIDI solves the time dependent, gyration and bounced averaged kinetic equation for the phase space density of one or more ring current species. This model is different than the RCM model in that it resolves the pitch angle distribution of the hot ions in the inner magnetosphere. With HEIDI now fully incorporated into the SWMF, an examination of model sophistication on our scientific findings can be explored. A few initial simulations have been conducted and the results are discussed.
CHAPTER I

Introduction

1.1 Space Weather

Similar to the changes in temperature, rainfall and winds that define the tropospheric terrestrial weather, space weather is due to variable conditions in space between the sun and the Earth and its upper atmosphere. The interaction between the space environment and the modern, technologically complex systems can have significant repercussions on our everyday life. Figure 1.1 presents an illustration of Earth’s space environment affected by space weather.

The terrestrial environment is protected by the Earth’s magnetic field, which acts as a radiation shield. However, during space weather storms, enough radiation reaches the orbiting satellites to make them vulnerable to electrical charging and increased atmospheric drag, shortening their life span. Also, changes in the ionosphere can alter long-distance radio signals and as well as Global Position Systems (GPS). Strong magnetic fields can induce electrical currents at ground level that can damage electrical power distribution grids and increase corrosion in pipelines (e.g. Alaska oil pipeline). Furthermore, the same conditions can diminish the accuracy of compasses and even cause homing pigeons to go astray. Radiation poses a hazard to astronauts and even commercial airlines face new risks as the passengers and crew on board of high latitudes flights can be exposed to higher than normal levels of radiation.
However, the effects of space weather are not only harmful but they can be beautiful as well. When radiation from a space weather storm impacts the Earth’s atmosphere, it can create spectacular displays of aurora, which can be seen at latitudes as low as Ann Arbor, if the conditions are extreme.

Increased dependence on space-borne intelligence systems makes space weather a topic that provides strong motivation for research in magnetospheric space sciences.

1.2 Solar Wind and the Earth’s Magnetosphere

The most important source of plasma in our solar system is the Sun. Hot plasma, known as solar wind, is accelerated from the solar surface to supersonic speeds into
<table>
<thead>
<tr>
<th>Solar Wind Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow Speed</td>
<td>450 km/s</td>
</tr>
<tr>
<td>Proton Density</td>
<td>6.6 cm⁻³</td>
</tr>
<tr>
<td>Electron Density</td>
<td>7.1 cm⁻³</td>
</tr>
<tr>
<td>$He^{++}$ Density</td>
<td>0.25 cm⁻³</td>
</tr>
<tr>
<td>Proton Temperature</td>
<td>$1.2 \times 10^5$ K</td>
</tr>
<tr>
<td>Electron Temperature</td>
<td>$1.4 \times 10^5$ K</td>
</tr>
<tr>
<td>Magnetic Field</td>
<td>7 nT</td>
</tr>
<tr>
<td>Time of arrival to Earth</td>
<td>~ 4 days</td>
</tr>
</tbody>
</table>

Table 1.1: Typically properties of the solar wind at 1 AU. Table adapted from Kivelson and Russell (1995).

The heliosphere (Parker, 1958). The solar wind is a turbulent, radially streaming magneto-fluid with the ratio of thermal to magnetic pressure larger than unity. This ratio controls whether particle thermal processes or magnetic processes dominate the behavior of the plasma and is referred to as the plasma beta parameter:

$$\beta = \frac{n_p K (T_e + T_p)}{B^2/2\mu_0}$$  \hspace{1cm} (1.1)

where the subscript $T_e$ ($T_p$) designates the electron (proton) temperature, $n_e$ ($n_p$) designates the electron (proton) number density, B is the magnetic field, K is the Boltzmann constant and $\mu_0$ is the magnetic permeability of vacuum.

The fact that the $\beta$ parameter is greater than unity for all solar wind conditions means that the magnetic field is relatively weak and is carried along with the flow.

Typical values of the solar wind properties near Earth’s orbit are shown in Table 1.1, adapted from Kivelson and Russell (1995).

The Earth has an internal dipole magnetic moment created by a magnetic dynamo deep inside the planet in the fluid, electrically conducting core. This produces a magnetic field strength at the equator on the Earth’s surface of about 30,000 nT. The magnetic field of Earth poses an obstacle to the oncoming solar wind and therefore carves out a region dominated by the magnetic field of the Earth called the magnetosphere.
When the solar wind interacts with the magnetic field of the Earth, a shock front forms in front of the magnetosphere called the bow shock and acts to slow down the solar wind so that plasma can flow around the magnetosphere. As the solar wind passes through the shock, it is decelerated, heated, and diverted around the Earth in a region called the magnetosheath. This region has a thickness of about 3 Re near the sub-solar point but increases rapidly in the downstream direction. After being decelerated by the bow-shock, the heated solar wind plasma is accelerated again from subsonic to supersonic flow as it moves around the Earth. The boundary between the region of solar wind plasma and the terrestrial magnetic field marks the magnetopause, a thin region of about 100 km thickness. The location of the magnetopause can be calculated by requiring that the total pressure upstream equals the total pressure downstream of this boundary. That is, the magnetic pressure in the magnetosphere balances the thermal and magnetic pressures in the magnetosheath. Since at this location the magnetic field changes both in strength and direction, an extensive current flows around the magnetopause primarily from dawn to dusk on the dayside (Chapman and Ferraro, 1929). This current is acting as a separator between the solar wind magnetic field and the magnetic field of the Earth. The magnetopause currents that bound the magnetosphere are sensitive to the square root of the solar wind dynamic pressure \( P_{\text{dyn}} = \rho v^2 \). When the dynamic pressure of the solar wind changes, these currents increase as the magnetosphere shrinks and, at the same time increasing the magnetic perturbation at the Earth’s surface.

The magnetosphere is populated by thermal plasma and energetic charged particles of both solar wind and terrestrial origin. Direct entry of the solar wind plasma occurs on the dayside in the vicinity of the polar cusp. The overall shape of the near-sun (dayside) magnetospheric field resembles the shape of a pure dipole field, although somewhat compressed and distorted. The magnetospheric size is controlled by the solar wind dynamic pressure. Under typical conditions the sub-solar magne-
topause location is about 10 Re from the Earth, but when the solar wind density is at its extreme observed values it can be as close as 5 Re (Shue et al., 1998) or as distant as 20 Re. An illustration of the various regions of the magnetosphere is presented in Figure 1.2.

The inner magnetosphere region contains three major overlapping particle populations: the Van Allen radiation belts, the ring current particles, and the plasmasphere. Inner magnetospheric field lines are closed, in the sense that both foot-points are in the ionosphere. Close to the Earth is the plasmasphere (essentially an upward extension of the ionosphere), which is a torus shaped volume that surrounds the Earth and
contains relatively cool (∼ 5000 K) and high density (≥ 100 cm⁻³) plasma, whose source is the upper atmosphere of the Earth’s atmosphere, the ionosphere (Horwitz and Singh, 1991). The plasma in this region corotates with the Earth, but it can also flow along geomagnetic field lines from one hemisphere to another. In the equatorial plane, the plasmasphere extends out to a radius of about 4 Re, but its relative volume is magnetic activity dependent. A large and sharp decrease in the plasma density as one leaves the plasmasphere marks the location of the plasmapause, the boundary between the plasma that corotates with the Earth and the plasma that is influenced by the electric field.

Overlapping this region we find the radiation belts and the ring current. The drift of the lower energy particles (10 - 300 keV) results in a large-scale ring of current that encircles the Earth, called the ring current. The population of the ring current and the radiation belts are high-energy particles that bounce back and forth between the northern and southern hemispheres. These trapped high-energy electrons and protons (and at times a significant number of oxygen ions) also drift in the azimuthal direction around the Earth due to gradients in the geomagnetic field, with the electrons and ions drifting in opposite directions. There is no clear distinction between these populations, but it is customary to treat ring current particles as those with keV energies and radiation belt particles as those with 100’s of keV to MeV energies (Kivelson and Russell, 1995). The ring current prevents the dynamo-generated electric fields at high latitudes from penetrating to middle and low latitudes. Specifically, in response to the penetrating high latitude electric fields, the electrons and protons in the ring current polarize and set up an oppositely directed electric field that effectively cancels the penetrating high latitude electric field.

The ultimate source of the ring current and outer radiation belts particles is the plasma sheet and the ionosphere. The plasma sheet is populated primarily by solar wind particles along with particles that have escaped the upper atmosphere.
and have convected to the tail. These particles have an order of magnitude higher energies than the ones found in the magnetosheath and up to two orders of magnitude lower densities. While these particles are not trapped, they have direct access to Earth’s upper atmosphere on the night side along magnetic field lines that connect to the auroral ovals. As the plasma sheet particles stream towards the Earth along geomagnetic field lines, they are accelerated and then collide with the Earth’s upper atmosphere, producing the aurora.

A large scale current flows across the plasma sheet from dawn to dusk. Known as the neutral current sheet, this current acts to separate two regions of oppositely directed magnetic field in the magnetospheric tail. The magnetic field is toward the Earth above the neutral current sheet (northern hemisphere) and away from the Earth below the current sheet. These stretched magnetic field lines extend deep into the magnetospheric tail and near the magnetopause they get connected to the magnetic field embedded into the shocked solar wind. This magnetic connection acts to generate voltage drops across the magnetospheric tail that can be larger than 100,000 volts and the potential drop maps down to the polar cap. The generated electric field is in the dusk-ward direction across the polar cap. The polar cap potential drop characterizes the total strength of the convection and can also be considered to represent the rate of transport of magnetic flux.

The coupling between the solar wind - magnetosphere - ionosphere system sets up large-scale magnetic field-aligned currents (FACs), known as Birkeland currents. Field-aligned currents couple ionospheric currents at high latitudes with magnetospheric currents. The main FAC systems are the region 1 and 2 currents, flowing from the magnetosphere into, across and then out of the ionosphere. The region 1 currents are connected to the magnetopause current while the region 2 system closes through the ring current. These currents attempt to force the flow in the ionosphere to follow the flow in the magnetosphere. When the stress in the magnetosphere in-
creases, the distortion of the magnetic field increases and the current flow along the field lines increases. Since the FACs flow through the resistive ionosphere and produce electric fields that map along magnetic field lines into the ionosphere, it is known that these currents drive the ionospheric convection.

The terrestrial magnetosphere is a complicated system, acting as a buffer and an agent between the variable solar wind and the Earth’s ionosphere. The dynamic variations in the Earth’s magnetosphere have several causes: the solar conditions, (i.e. the dynamic structures in the sun), the presence of geoeffective structures in the solar wind (Interplanetary Coronal Mass Ejections, high speed streams, shocks), the location of the Earth in the heliosphere as well as the orientation of Earth’s magnetic dipole. While we do not have a complete understanding of all the processes in the magnetosphere, the majority of the physical processes derive their energy from the solar wind through the reconnection process. In the sections that follow we discuss the stresses on and in the magnetosphere and their effects along with the transport of energy into the magnetosphere.

1.3 Energy Transfer between Solar Wind and Magnetosphere

Energy transport from the interplanetary plasma to Earth’s inner magnetosphere occurs over a range of time scales and efficiencies, varying with radial geocentric distance and magnetic activity. This indicates that the energy and mass transport involve many processes with overlapping ranges.

It is often hypothesized that magnetospheric dynamics are mainly controlled by two external drivers: the solar wind plasma and the interplanetary magnetic field (IMF). Historically, the concept of reconnection was first introduced to magnetospheric physics by Dungey (1961). Dungey (1961) and Dungey (1963) were the first studies to propose that the solar wind energy input into the Earth’s magnetosphere is controlled by the solar wind plasma and the IMF, which in turn determines the
dayside reconnection rate. A few years later a statistical study by *Fairfield and Cahill* (1966) demonstrated strong correlation between the direction of the IMF and the intermittent magnetospheric activations observed during substorms. The reconnection process is responsible for enhancing the mass and magnetic flux transport from the dayside magnetosphere to the magnetotail when the IMF is southward. During times when the IMF is in the same direction as the geomagnetic field, the plasma convection at high latitudes is more complex, and the transport of magnetic flux can be from the magnetotail to the dayside. The acceleration of particles from the magnetotail toward the inner magnetosphere was first addressed by *Speiser* (1965) and showed that particles are efficiently accelerated and that some of them are ejected from the neutral sheet along the ambient magnetic field lines.

The physics underlying reconnection occurs on the sub-gyroscale where the ions and eventually the electrons encounter magnetic structure that demagnetizes the charged particles so that they no longer are tied to the magnetic field and drift across it. This process allows field lines from different plasma regimes to connect. Figure 1.3 shows a sketch of this process.

![Figure 1.3: Schematic representation of magnetic field reconnection. Figure from Gombosi (1999).](image)

When the solar wind and magnetospheric plasmas become linked, the solar wind plasma can cause day-to-night flows over the polar cap and magnetic energy can be
stored in the tail. This transport is strongly dependent on the southward component of the interplanetary magnetic field. When the magnetic field is antiparallel to the geomagnetic field the reconnection rate is strong and when it is all parallel, the reconnection rate is weak. However, this is true only when we consider magnetopause reconnection at the sub-solar point. Since the magnetopause has regions of quite diverse field directions, there is always a component of the Earth’s magnetic field that is antiparallel with the IMF $B_z$, therefore reconnection can take place in a variety of locations. For instance, when the interplanetary magnetic field is horizontal or northward, the antiparallel fields that promote reconnection occur near the polar cusp (Song and Russell, 1992). An illustration of northward versus southward MF reconnection sites is presented in Figure 1.4. The location of the reconnection site it is actually an important factor in determining how the mass and energy transport takes place. Reconnection during intervals of strongly southward field transfers magnetic flux to the tail. Reconnection above the cusp during intervals of strongly northward field can add more magnetic flux to the dayside while removing it from the tail. Furthermore, different IMF orientations will result in very different ionospheric potential patterns as well as different plasma flow patterns (e.g. Luhmann et al., 1984; Coleman et al., 2001; Sandholt and Farrugia, 2003).

Figure 1.4: Left: Schematic diagram of reconnection sites for southward IMF (left) and northward IMF (right).
Energy flows into the ring current from the solar wind at a rate proportional to the interplanetary electric field in the dawn-dusk direction, but not when the electric field is in the dusk-dawn direction. The dawn-dusk electric field $E_y$, which represents the product of the solar wind velocity and the north-south field, is the rate of transport of the flux of southward magnetic field carried toward the magnetosphere.

An alternative scenario for the energy transfer between the solar wind and the magnetosphere was proposed by Axford and Hines (1961). This suggests that viscous interactions between the solar wind and the flank magnetospheric plasma could result in the transfer of momentum across the boundary. Flank plasma is then drawn to the night side, where an increase in pressure would force a return flow, imposing a dawn-dusk motional electric field similarly to the one created by reconnection. An interesting outcome of this scenario is that this type of driving only produces a single convection pattern, as opposed with several different convection patterns, dependent on the orientation of the IMF when considering reconnection. Nevertheless, Kivelson and Russell (1995) reports that only $10 - 20\%$ of energy transferred from the solar wind to the magnetosphere is done through viscous interaction.

There are many mechanisms that are responsible for the particle energization in the inner magnetosphere but the two most important are the ionospheric electric potential and the properties of the near-Earth plasma sheet. The formation of an intense ring current requires significantly high values of both of these drivers (Kozyra and Liemohn, 2003), while a decrease in any of them will lower the amount of energy entering the ring current, independent of the nature of the driver (Kozyra et al., 2002; Liemohn and Kozyra, 2005).

It has been reported on a variety of different physical mechanisms that might be responsible for the transfer of solar wind energy and momentum into the inner magnetosphere. Studies by Chen et al. (1993, 1994) showed that spikes added to the magnetospheric convection produce enhancement of the ring current, due to an
increase in diffusive transport of ions with energies over 160 keV. Ganushkina et al. (2000, 2001) suggests that the short lived intense electric fields are responsible for the observed ion flux enhancements inside the plasmapause during storms. Furthermore, inner magnetosphere simulations (Khazanov et al., 2004) using time averages of the electric potential shows that temporal resolution higher than 5 minutes is needed in order to correctly estimate the energization and injection of the high energy plasma sheet electrons. Similarly, Ganushkina et al. (2006) found that the short-lived pulses in the near-Earth electric field had a profound influence on the enhancement of the energetic tail of the ring current ion population.

Conversely, many studies have shown that there is a time delay of few minutes between the time that the IMF reaches the magnetopause and the time when the ionosphere starts to react (e.g. Ridley and Clauer, 1996; Ridley et al., 1998; Ruo- honiemi and Greenwald, 1998; Slinker et al., 2001; Lu et al., 2002). Further, the ionospheric potential takes 10 to 20 minutes to fully change from one state to another. Goldstein et al. (2003) found that the electric potential response time from the solar wind to the inner magnetosphere is around 30 minutes. Tsurutani et al. (1990) describes the magnetosphere as a low pass filter, based on the existence of a break in the IMF $B_z$ - AE coherence spectrum at about 5 hours period. The statistical study of Murr and Hughes (2007) suggests that the ionosphere is insensitive to frequencies higher than 0.8 mHz ($\sim 21$ minutes) in the IMF, meaning that the magnetosphere-ionosphere system naturally acts as a low pass filter of the interplanetary magnetic field. Similarly, Takalo et al. (2000) show that the low frequencies in the AE index are correlated to the low frequencies in the rectified eastward component of the interplanetary electric field, while the high frequencies are associated with the intrinsic dynamics of the magnetosphere. However, the exact mechanisms of transport and energization of magnetospheric plasma are still open issues.
1.4 Ring Current: Formation and Decay

The result of a magnetic storm is the formation of an intense, westward toroidal electric current that encircles the Earth centered on the equatorial plane (e.g. Tsun-tan and Gonzalez, 1997). This ring current occupies geospace from 2 to 9 Earth Radii and is formed through convective transport and azimuthal drift of trapped particles. Although all trapped particles in the inner magnetosphere contribute to the ring current, the main carriers of the storm time ring current are positive ions, mainly $H^+$ and $O^+$, with energies ranging from a few keV to hundreds of keV. The contribution from electrons is very little due to their small mass and energy density relative to the protons (Baumjohann, 1993). The result is a net charge transport with electrons and ions moving in opposite directions (electrons drift eastward and ions drift westward). Changes in the intensity of this current are responsible for the global decreases in the geomagnetic field.

Charged particles in the presence of a magnetic field undergo three distinct motions: gyration about the magnetic field line, bouncing up and down the magnetic field line, and drifting along isocontours of magnetic field (Roederer, 1970).

Thus for example, a particle moving in a magnetic field in the direction perpendicular to the magnetic field vector experiences a Lorentz force in the direction perpendicular to the magnetic field and the velocity vector. This will impose a gyration of the particle around the magnetic field with the gyrofrequency (cyclotron frequency):

$$\Omega_c = \frac{|q|B}{m}$$  \hspace{1cm} (1.2)

where $q$ is the electric charge of the particle, $B$ is the magnetic field magnitude and $m$ represents the mass of the particle. This motion is referred to as the gyration motion. If the particle’s velocity has a component parallel to the magnetic field,
it will move the particle along the magnetic field line. If it moves toward the Earth along a field line, then the magnetic field increases and the particle experiences a force opposite the direction of motion that will act to slow down and eventually stop the field aligned motion, reversing the direction of the particle. The location where the particle’s parallel velocity is null is called the mirror point. It will cross the equatorial plane and again mirror as it approaches the Earth in the opposite hemisphere. This is the bounce motion.

During the bounce, the perpendicular energy is proportional to the magnetic field strength, reaching maximum at the location where the total energy is in the perpendicular direction and the magnetic moment

$$\mu_m = \frac{mV^2_{\perp}}{2B}$$

is conserved, under the assumption that the scale length for change in the field is much less than the radius of gyration of the particle or the rate of change of the magnetic field is much less than that for the gyration of the particle around the magnetic field. Conservation of the first adiabatic invariant is what causes the particle to reflect and bounce back and forth along the magnetic field line. The simplest motion is that of particles whose mirror points are located at the magnetic equator and are called equatorially mirroring particles. The pitch angle of these particles (the angle between the particle’s velocity and the magnetic field) is 90°.

For particles trapped between two mirror points, another constant of motion is the parallel momentum integrated along the motion path. This is called the second adiabatic invariant and is defined as:

$$I = \int mv_{||}ds$$

If the bounce path shortens, then the parallel energy of the particle increases. This
process is known as Fermi acceleration or acceleration by moving magnetic mirrors. If the magnetic field strength varies with radial distance, the gyrating particle will drift perpendicular to the gradient of the field and the motion is called gradient drift. Furthermore, in the case of a curved field line with the particle moving parallel to the field line, the particle drift is perpendicular to the magnetic field vector and this is called the curvature drift. Both the gradient and curvature drifts are charge and energy dependent. An illustration of these motions is presented in Figure 1.5.

![Figure 1.5: Left: Schematic of Gyration, bounce and drift motion. Right: Gyration, bounce and drift motion in the Earth’s magnetosphere](image)

Another important drift occurs in the presence of an electric field perpendicular to the magnetic field applied across a plasma. A particle will be accelerated for half of the gyro period and then begins to decelerate. Since the radius of gyration is greatest in the half gyro period that the particle is accelerated, the particles will drift perpendicular to the magnetic and electric fields. The electrons and ions are accelerated in opposite direction but both drift in the direction of the vector product \( \mathbf{E} \times \mathbf{B} \) due to opposite directed gyration for electrons and ions. Because electrons and ions drift with the same velocity, there is no current associated with this drift. Therefore, ring current particles undergo drifts due to electric fields as well as drifts due to gradients and curvatures of the magnetic field:
\[ \mathbf{v}_{\text{drift}} = \frac{\mathbf{E} \times \mathbf{B}}{B^2} + \frac{m v_{\parallel}^2}{q} + \frac{1}{2} v_{\perp}^2 \mathbf{B} \times \nabla B \]  

(1.5)

\textit{Parker} (1957) analytically described the currents resulting from these motions in terms of particle perpendicular and parallel pressures relative to the magnetic field. The total current

\[ J = J_{\text{drift}} + J_{\text{curvature}} + J_{\text{gyration}} = \frac{\mathbf{B}}{B^2} \times \left( \nabla P_{\perp} + \frac{P_{||} - P_{\perp}}{B^2} (\mathbf{B} \cdot \nabla) \mathbf{B} \right) \]  

(1.6)

is due to particle drift driven by the magnetic field gradient, the curvature of the magnetic field and the gyration effects within the particle distribution, as defined below.

\[ J_{\text{drift}} = P_{\perp} \frac{\mathbf{B} \times \nabla \mathbf{B}}{B^3} \]  

(1.7)

\[ J_{\text{curvature}} = \frac{P_{||}}{B^4} \mathbf{B} \times (\mathbf{B} \cdot \nabla) \mathbf{B} \]  

(1.8)

\[ J_{\text{gyration}} = \frac{\mathbf{B}}{B^2} \times \left( \nabla P_{\perp} - \frac{P_{\perp}}{B} \nabla B - \frac{P_{\perp}}{B^2} (\mathbf{B} \cdot \nabla) \mathbf{B} \right) \]  

(1.9)

The total energy of the ring current during magnetic storms has been proven to be proportional with the disturbance in the equatorial surface magnetic field by \textit{Dessler} and \textit{Parker} (1959) and \textit{Sckopke} (1966):

\[ \frac{\delta B}{B_0} = \frac{2E}{3E_m} \]  

(1.10)

where \( B_0 \) is the average equatorial value of the magnetic field, \( E \) represents the total energy contained in the ring current, and \( E_m \) is the energy of the Earth’s dipole field above the surface. Equation 1.10 is known as the \textit{Dessler-Parker-Sckopke} relation.
The drift path of a ring current particle is not necessarily a closed orbit. The reason is the presence of electric fields in the magnetosphere generated both by the solar wind and the rotation of the Earth. To small geocentric distances, the drift paths are closed and the magnetic drift is the dominant one. At larger distances away from the Earth, the sunward drifting particles are deflected around the Earth and form the partial ring current.

The ring current is a very dynamic population, strongly coupling the inner magnetosphere with the ionosphere, which is an increasingly important source and modulator. Not only IMF $B_z$ but plasma sheet density, ionospheric outflow, substorm occurrence, all have their role in the ring current development and decay.

1.4.1 Sources of Ring Current Particles

The main source populations for the ring current are the plasma sheet and the ionosphere. But since the plasma sheet particle populations are mainly supplied by the solar wind and the ionosphere, it is implied that the ring current has both an ionospheric and solar wind source. While it is well accepted that the ionospheric plasma is the main source of the plasmasphere, its contribution to the plasma sheet and ring current is still unknown. Various studies (see Denton et al. (2005) and references therein) indicate the presence of ionospheric origin $O^+$ in the plasma sheet. The presence of $He^{++}$ in this region implies solar wind source as well (Lennartsson, 2001). Since the $H^+$ ions are found both in the solar wind and the ionosphere, it makes hard to determine where they come from. On the other hand, magnetospheric $O^+$ is primarily of ionospheric origin. Nevertheless, the contribution of each source as well as the physical mechanisms that control the entry remains an open question.

The plasma sheet is the source of high-energy plasma injected into the inner magnetosphere by strong magnetospheric convection during magnetic substorms and storms, considered responsible for the ring current enhancement during times of high
geomagnetic activity. Plasma sheet density has a direct influence on the strength of the ring current (e.g. Thomsen et al., 1998; Kozyra et al., 1998b). During the main phase of a storm, the plasma sheet can have access to geosynchronous orbit and to the inner magnetosphere (Friedel et al., 2001; Denton et al., 2005). Statistical studies of the plasma at geosynchronous orbit showed that there is a correlation between plasma access and the Kp index (Maynard and Chen, 1975; Korth et al., 1999; Thomsen, 2004), and it varies with local time and particle energy. Denton et al. (2005) performed a superposed epoch analysis of storms in order to correlate the storm phase with the temporal variation of plasma found at geosynchronous orbit and showed that the solar cycle is one of the main controlling factors for the plasma sheet density. Moreover, the ion composition is found to be dependent on the solar cycle (Young et al., 1982) and plasma properties at geosynchronous orbit have been shown to be well correlated with solar wind plasma properties (Borovsky et al., 1998).

For many years the solar wind has been believed to be a significant source for the magnetospheric plasma. The entry of 0.1 to 1.0% of the incident particles into the magnetosphere results in an effective solar wind source for the plasma sheet and therefore ring current populations. Nevertheless, the entry mechanisms, the transport and acceleration processes acting on these particles, before they reach the inner magnetosphere to contribute to the ring current, remain open issues.

On the other hand, Chappell et al. (1987), based on ionospheric outflow observations, hinted that the ionosphere alone is able to supply all magnetospheric plasma under any geomagnetic condition. The potential of the ionosphere to act as a source of magnetospheric plasma is the same as the solar wind and is limited as well to various transport and acceleration processes. Although there is controversy whether the dayside cleft or the auroral region are the dominant contributors to the ionospheric outflow, both are significant $O^+$ ion sources (Yeh and Foster, 1990; Horwitz et al., 1992; Lu et al., 1992; Wing Ho et al., 1994). It has been suggested that different mag-
Netospheric conditions are regulated by different ionospheric outflow regions (Daglis and Axford, 1996). Nevertheless, due to their low energy nature, the acceleration mechanisms that control energization of ionospheric ions from few eV to keV range is still a debatable problem.

Furthermore, the composition of the ring current depends strongly on the magnetic and solar activity. The detailed composition of the ring current was first reported during the Active Magnetospheric Particle Tracer Explorer (AMPTE) mission in the late 1980s during solar min and it was inferred that protons are the dominant ion species in the quiet time ring current, with the contribution of ions heavier than protons being essentially negligible.

Hamilton et al. (1988) reports on the ring current composition during an intense magnetic storm. They find that $O^+$ is the dominant ion throughout the main phase of a particular storm, mostly found in the inner ring current with a contribution of about 47% of the total energy density, compared with the $H^+$ 36%. For L shell values larger than 5, the maximum $O^+$ contribution there was 31%, and $H^+$ contributing about 51%. Compositional information for the bulk of the ring current ions for the energy range between a few tens of keV to a few hundred keV was also made available from the Combined Release and Radiation Effects Satellite (CRRES) mission (1990 - 1991). Based on these observations, it was inferred (Daglis, 1997) that the $O^+$ content increases with increasing geomagnetic activity, i.e. larger storms display a larger $O^+$ contribution to the ring current population.

The relative contributions to the ring current content of solar wind and ionospheric ions was summarized by Daglis et al. (1999) and the results are presented in Table 1.2.
<table>
<thead>
<tr>
<th>Ion Source and Species</th>
<th>Quiet Time</th>
<th>Small/Medium Storms</th>
<th>Intense Storms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Energy Density ($keV/cm^3$)</td>
<td>$\sim 10$</td>
<td>$\geq 50$</td>
<td>$\geq 100$</td>
</tr>
<tr>
<td>Solar Wind $H^+$ (%)</td>
<td>$\geq 60$</td>
<td>$\sim 50$</td>
<td>$\leq 20$</td>
</tr>
<tr>
<td>Solar Wind $He^+$ (%)</td>
<td>$&lt; 1$</td>
<td>$&lt; 1$</td>
<td>$&lt; 1$</td>
</tr>
<tr>
<td>Solar Wind $He^{++}$ (%)</td>
<td>$\sim 2$</td>
<td>$\leq 5$</td>
<td>$\geq 10$</td>
</tr>
<tr>
<td>Ionospheric $H^+$ (%)</td>
<td>$\geq 30$</td>
<td>$\sim 20$</td>
<td>$\leq 10$</td>
</tr>
<tr>
<td>Ionospheric $He^+$ (%)</td>
<td>$&lt; 1$</td>
<td>$&lt; 1$</td>
<td>$&lt; 1$</td>
</tr>
<tr>
<td>Ionospheric $O^+$ (%)</td>
<td>$\leq 5$</td>
<td>$\sim 30$</td>
<td>$\geq 60$</td>
</tr>
<tr>
<td>Solar Wind Total (%)</td>
<td>$\sim 65$</td>
<td>$\sim 50$</td>
<td>$\sim 30$</td>
</tr>
<tr>
<td>Ionosphere Total (%)</td>
<td>$\sim 35$</td>
<td>$\sim 50$</td>
<td>$\sim 70$</td>
</tr>
</tbody>
</table>

Table 1.2: Contributions of main ion species to the total energy density at a radial distance of 5 Re, according to composition measurements by the AMPTE and CRRES Missions. Table adapted from Daglis et al. (1999).

### 1.4.2 Loss Mechanisms for the Decay of the Ring Current

The ring current decay during the recovery phase of the magnetic storm leads to the restoration of the surface magnetic field of the Earth and the return of the magnetosphere to its pre-storm state. The long term ring current decay is due mainly to collisions of ring current particles with neutral atoms from the upper atmosphere as well as Coulomb collisions with low energy particles from the plasmasphere. However, during the main phase and the early recovery phase of storms, loss through flow out to the dayside magnetopause can dominate the ring current decay. Since neutralized ring current particles are able to escape the inner magnetosphere trapping region, charge exchange processes act as a major direct loss mechanism for the ring current. Additionally, particle interactions with plasma waves are believed to be responsible for temporary enhancements of particles fluxes.

#### 1.4.2.1 Dayside flow out

While the charge exchange of ring current energetic particles with the cold geocorona hydrogen is the dominant loss mechanism of ring current population during the late recovery phase and the quiet times, the ion flow out on open drift paths
to the dayside magnetopause controls the decay of ring current at times of elevated convection, that is, during the main phase of a magnetic storm and the early recovery phase (Takahashi et al., 1990; Liemohn et al., 1999, 2001b; Kozyra et al., 2002). Due to the long duration of a magnetic storm (ranging from hours to days), the particles that are injected on the nightside are able to drift completely through the inner magnetosphere. This drift is energy and convection dependent and therefore, under times of high convection, it can take only a few hours for the energetic particles moving on open drift paths to reach the magnetopause and to be lost. During this time the ring current is highly asymmetric, and most of its energy (up to 90%) is flowing along open drift paths (Liemohn et al., 2001b; Kozyra et al., 2002). The formation of the symmetric ring current is inhibited by these losses from convection to the dayside magnetopause (Liemohn et al., 1999). Zong et al. (2001) estimated that in the course of a magnetic storm the loss rate of $O^+$ ions to the magnetopause can be as high as $0.61 \times 10^{23}$ ions/s.

Observations of energetic $O^+$ ions in the magnetosheath and upstream of the bow shock during times of elevated convection confirms that the ring current is flowing out to the dayside magnetopause at these times (Moebius et al., 1986; Christon et al., 2000; Zong et al., 2001; Posner et al., 2002). Takahashi et al. (1990) used a particle trajectory tracing method to quantitatively examine the dayside flow out of ring current particles. The authors suggest that the rapid recovery phase is due primarily to flow out losses while charge exchange losses dominate the slow recovery phase. This study also implies that the energy of the particle along with the length of recovery of the cross polar cap potential control the amount of plasma trapped on the closed field lines.

Kinetic ring current model studies (Takahashi et al., 1990; Ebihara and Ejiri, 1998; Liemohn et al., 1999) suggest that dayside ion flow out is the major ring current loss process during the main phase of intense magnetic storms and the eastward
component of the solar wind electric field sets up the time scale for ion loss due to these drifts. Elevated convection corroborated with decreasing plasma sheet density will lead to a gradual replacement of the higher density plasma with the lower density plasma on the open drift trajectories, yielding a significant loss of ring current energy. Conversely, if the plasma sheet density remains high but the convection strength gradually decreases, then newly injected high density plasma will move along open drift paths at higher radial distances. Furthermore, Liemohn and Kozyra (2005) show that the former scenario leads to a two phase decay of the ring current, while the latter is producing a single dip storm profile.

An example of a high convection event is presented in Figure 1.6 from Kozyra and Liemohn (2003) clearly showing that the ion flow out losses dominate the main phase of the storm while the charge exchange processes are significantly contributing to the ring current decay during the recovery phase. The convection strength controls this loss process, i.e. increasing convection will increase the flow out loss and vice versa.

However, the issue of when flow out loss to the magnetopause is larger than charge exchange loss within the magnetosphere and how these two loss mechanisms relate to the ring current drivers and morphology, is still open to debate. A recent statistical study of intense storms (SYM-H ≤ −100 nT) by Keika et al. (2005) used in-situ observations by Geotail/EPIC and showed that the outflowing energy flux is ranging from $10^5$ to $10^8$ keV/(cm$^2$s) during both the main phase and the recovery phase. Furthermore, the authors suggest that not only is the ion outflow better correlated with the square root of the dynamic pressure of the solar wind than the solar wind electric field (and therefore convection), but it has a magnetic local time dependence as well. The outflowing energy fluxes are preferentially higher on the afternoon-side than on the morning-side. They estimate that a minimum of 23% of the total ring current fast decay is due to dayside ion outflow, even in the case of a sudden northward turning of the interplanetary magnetic field which causes a sudden decrease in the
convection electric field. However, increased convection will push particles closer to the Earth and therefore charge exchange processes can contribute to the rapid decay of the ring current as well. The spatial configuration of the open drift paths and how deep the particles penetrate into the inner magnetosphere determine whether charge exchange makes a significant contribution to the ring current losses as the ions drift through the inner magnetosphere to the dayside magnetopause region.
1.4.2.2 Charge Exchange

Except during times of high convective drift, the dominant mechanism for the decay of the ring current is the charge exchange of the ring current ions with the geocorona. The geocorona is a halo-like extension of the exosphere out to several Earth radii, consisting of relatively cold ($\sim 1000$ K), very tenuous neutral hydrogen atoms. Solar far-ultraviolet light is reflected off this hydrogen gas (Chamberlain, 1963) and so its abundance has been quantified.

Because the geocorona hydrogen density decreases exponentially with radial distance, at large altitudes down the magnetotail, the collisions with the neutral hydrogen become negligible. However, in the ring current region, these collisions become increasingly important and they account for significant loss of the ring current particles, since magnetospheric $H^+$ can be easily removed by charge exchange with the neutral exospheric hydrogen.

Singly charged ring current ions can be neutralized after collisions with thermal exospheric hydrogen atoms as described below:

\[ H^+ + H_{\text{cold}} \rightarrow H + H^+_{\text{cold}} \] (1.11)

\[ O^+ + H_{\text{cold}} \rightarrow O + H^+_{\text{cold}} \] (1.12)

\[ He^+ + H_{\text{cold}} \rightarrow He + H^+_{\text{cold}} \] (1.13)

The incident ring current ion picks up the orbital electron of the cold geocorona hydrogen atom resulting in the formation of an energetic neutral atom (ENA). Energetic neutral atoms are not affected by magnetic or electric field forces therefore they are no longer trapped in the geomagnetic field and leave the interaction region in
ballistic orbits in the direction of the incident ion velocity at the time of the impact. If the resulted ENA’s velocity exceeds the Earth’s gravitational escape field, then it is lost into space or precipitates down into the ionosphere. On the other hand, the low energy ENAs populate the plasmasphere. The existence of energetic neutral atoms was first reported by Meinel (1951) based on observations of precipitating energetic neutral hydrogen into the upper atmosphere during auroral substorms. A few years later, Dessler and Parker (1959) were the first to suggest the charge exchange between protons and neutral atmospheric hydrogen atoms would effectively contribute to the decay of the ring current, although the effectiveness of ion removal from the ring current through charge exchange processes was previously investigated by Stuart (1959) and Fite et al. (1958).

However, multiply charged ions allow for multiple charge exchange reactions:

\[ \text{He}^{++} + H_{\text{cold}} \rightarrow \text{He}^+ + H_{\text{cold}}^+ \]  

The importance of multiple charge exchange collisions was first reported by Spjeldvik and Fritz (1978). Their findings indicate that the higher charge states of helium and oxygen ions are increasingly important for energies above 100 keV, while at energies below this cutoff the lower charge states are dominant. Bishop (1996) suggests the possibility that that energetic neutral atoms generated in the main ring current traversing the inner magnetosphere can be re-ionized in several ways, converting ENAs back into ring current ions albeit on new L shells, undergoing subsequent charge collisions with geocoronal atoms, generating secondary ENA fluxes that can participate in further ionizing collisions. This mechanism could yield the formation of a secondary ring current close to the Earth, at L shell values of approximately 3, although this is not a large ring current population.

Moreover, low pitch angle ions are subject to additional charge exchange collisions with the oxygen atoms in the upper atmosphere:
\[ H^+ + O \rightarrow H + O^+ \]  \hspace{1cm} (1.15)

\[ O^+ + O \rightarrow O + O^+ \]  \hspace{1cm} (1.16)

\[ He^+ + O \rightarrow He + O^+ \]  \hspace{1cm} (1.17)

\[ He^{++} + O \rightarrow He^+ + O^+ \]  \hspace{1cm} (1.18)

The mean lifetime for charge exchange interaction of an energetic ion with the cold hydrogen atom, in the equatorial plane as defined by Smith and Bewtra (1978) is:

\[ \tau_e = \frac{1}{n(r_0)\sigma v} \]  \hspace{1cm} (1.19)

where \( n(r_0) \) represents the neutral hydrogen density as a function of radial distance in the equatorial plane, \( \sigma \) is the charge exchange cross section of the respective ion and \( v \) is the incident ion velocity. The probability of collisions with neutral atoms from the exosphere depends strongly on the energy of the incident particles and is determined by the charge exchange cross sections. Because charge exchange cross sections are both energy and species dependent, different ring current ion species have different charge exchange lifetimes. A compilation of charge exchange cross sections for various ring current ions are found in Spjeldvik (1977), Smith and Bewtra (1978) and Orsini et al. (1998). The neutral hydrogen geocoronal radial profile has been calculated by Rairden et al. (1986) based on the observations of the ultraviolet imaging photometer carried on the Dynamic Explorer 1 satellite.

Numerous studies, both based on observations and numerical modeling show that
due to the strong species and energy dependence of the charge-exchange cross sections along with the temporal and spatial dependence of ring current composition, the charge exchange process strongly affects the ring current plasma. Figure 1.7 shows the profile of charge exchange lifetime as a function of energy and species (Liemohn and Kozyra, 2005). Moreover, it is inferred that the charge exchange loss processes are predominantly important after initial phase of the ring current decay.

![Figure 1.7: The mean lifetime for charge exchange decay as a function of energy for O\(^+\) and H\(^+\) species. Figure from Liemohn and Kozyra (2005).](image)

Keika et al. (2003, 2006), based on measurements of energetic neutral atoms (ENAs) made by the High Energy Neutral Atom (HENA) imager on board the Imager for Magnetopause-to-Aurora Global Exploration (IMAGE) satellite, shows that the rate of the charge exchange energy losses is comparable to the ring current decay rate for the intervals of the slow decay, while the loss rate is much smaller than the decay rate in the rapid decay phase in particular for the early stage of a storm recovery. Similarly, Jorgensen et al. (2001) shows that during the fast recovery the measured ENAs can only account for a small portion of the total energy loss and the lifetime of the trapped ions is significantly shorter during the fast recovery phase than during the late recovery phase, suggesting that different processes are operating during the two phases. Furthermore Kozyra et al. (2002) suggests that charge-exchange losses can be solely responsible for the decay of the ring current during the recovery phase.
only if IMF abruptly turns northward at the end of the main phase.

1.4.2.3 Coulomb Collisions

A second loss process, affecting principally low-energy ring current ions, is Coulomb collisions with the thermal plasma of the plasmasphere. Coulomb collisions are collisional interactions between charged particles due to their electric fields.

Ring current particles, moving through the ambient plasmasphere and neutral atmosphere are subject to collisional interactions with coexisting plasmaspheric populations. An energetic charged particle will interact with the electric field of a thermal electron or ion, lose energy, especially due to collision with thermal electrons, and are pitch-angle scattered by both electrons and ions into the loss cone. This interaction will occur whenever the impact parameter is less than the Debye shielding distance.

The angular scattering is important for electrons and low-energy ($\leq 10$ eV) ions and is usually negligible for high-energy ions (Wentworth, 1963). The initial kinetic energies of the particles and the density of the plasmaspheric and atmospheric populations are the primary parameters that determine the loss rate of ring current particles due to Coulomb collisions. The energy transfer rate is maximum when the velocity of the energetic ions and that of the thermal species are comparable (Fok et al., 1993), therefore this implies that most of the energy received by the thermal plasma goes to the electrons. This is illustrated in Figure 1.8 adapted from Fok et al. (1993).

Coulomb collisions enable transfer of energy from the ring current to the plasmasphere. It is important to point out that the thermal electrons have significantly larger (by a factor of 4) conductivities compared with the thermal ions. Therefore a small amount of heating from the ring current may produce enhanced ion temperatures comparable to the electron temperatures in the plasmasphere. Fok et al. (1993, 1995) reports on such interaction between the ring current ions and the plasmasphere. Coulomb collisions between the low energy ring current population and
Figure 1.8: Time variations of $H^+$ (left panels) and $O^+$ (right panels) fluxes with initial energy peaking at 10 keV (top), 40 keV (middle) keV in a background thermal plasma ($1$eV, $n = 2000$; $cm^{-3}$) and rate of energy loss as a function of ion energy (bottom). Figure from Fok et al. (1993).

thermal plasma are suggested to be responsible for the formation of Stable Auroral Red (SAR) arcs (Kozyra et al., 1997).

The Coulomb lifetime is defined as the time after which only $1/e$ of the particle energy per solid angle at a certain pitch-angle in velocity space remains. Coulomb decay lifetimes for the main inner magnetospheric ion species as a function of energy and thermal plasma density are provided by Fok et al. (1991).

Numerical investigations of various loss processes describing the ring current decay (Jordanova et al., 1996) suggest that Coulomb collisions are not negligible at lower energies ($\leq 10$ keV), especially for heavier ions. It was also shown that Coulomb pitch angle diffusion scatters ions into the loss cone, increasing precipitation at low energies. However, for most geomagnetic conditions, it remains an overall small loss.
process for the ring current.

1.4.2.4 Precipitation Losses

An additional non-collisional loss process thought to contribute to ring current decay is the precipitative loss of ring current particles into the atmosphere as a result of wave-particle interactions. If a charged particle gyrating about a magnetic field line with a certain field dependent gyrofrequency encounters an electromagnetic wave that propagates along the same field line and rotates with the same frequency and in the same direction, then the particle can be energized by the electric field of the wave and can be deflected by the magnetic field of the wave. Of course, resonances at frequencies which are multiples of the gyro-frequency can also take place. It is suggested that the ring current particles are affected by waves and irregularities in the magnetic and electric fields within the inner magnetosphere and the subsequent interactions allow for transfer of energy between different components of the ring current, plasmasphere, and radiation belts.

Furthermore, plasma waves can be generated by instabilities within the energetic particle distributions and transfer of energy from the charged particles to the waves becomes possible. There are at least two distinct plasma wave modes present in the magnetosphere that that are able to interact with ring current ions: Electromagnetic Ion Cyclotron (EMIC) and Magnetosonic Whistler waves. EMIC waves are found mostly in the outer magnetosphere, at L shell values larger that 7 (Anderson et al., 1990), while the latter are observed both inside and outside the plasmapause (Thorne et al., 1973).

Resonant pitch angle scattering also has the potential to remove resonant ions on timescales of under one hour. This timescale is therefore much shorter than the loss rate associated with collisional processes (Feldstein et al., 1994). It has been suggested that the the wave particle interaction mechanism is primarily important
during the main phase of the storm (Gonzalez et al., 1989), possibly contributing to the geomagnetic trapping and acceleration of ionospheric ions that are injected during the main phase of a storm. Nevertheless, due to their localized nature (Jordanova et al., 1998), their contribution to the decay of the ring current is small relative to flow out, charge exchange and Coulomb collision losses. The role of this loss process in the evolution of the ring current is still not well understood and is currently the object of many investigations.

In addition, another ring current loss process is the precipitation loss on the nightside due to adiabatic drift into the loss cone as the ions are convected inward (e.g. Søraas et al., 2005). This precipitation loss is actually bigger than the wave scattering because the regional precipitation is larger.

1.5 Magnetic Storm

1.5.1 Geomagnetic Indices

While magnetospheric disturbances are highly complex phenomena, the strength of magnetospheric perturbations is usually described using several ground based geomagnetic activity indices (Mayaud, 1980). Different indices emphasize different features of magnetic activity and careful consideration needs to be assumed when selecting an index to highlight certain traits within a data set. Here we describe three of the most used throughout this work: $D_{st}$! ($D_{st}$!) index, Symmetric disturbance field in H (SYM-H) index, and Planetary K (Kp) index.

The $D_{st}$ index is defined as the instantaneous worldwide average of the disturbance of the equatorial horizontal component of the geomagnetic field. This index of geomagnetic activity is based on measurements from ground-based magnetometers placed close to the Magnetic Equator at Honolulu, San Juan, Hermanus and Kakioka, (Sugiura and Kamei, 1991) and contains contributions from the magnetopause cur-
rents, both partial and symmetric ring current, magnetotail currents along with Earth induced currents and possibly the substorm current wedge when this current is very strong. In spite of being 'contaminated' by various current systems, numerous studies (e.g. Greenspan and Hamilton, 2000; Siscoe et al., 2005) showed that the partial and symmetric ring current are the main contributors to the magnetic perturbation in the horizontal component of the geomagnetic field. This depression in the magnetic field is proportional to the kinetic energy transported by ring current particles (Dessler and Parker, 1959). Furthermore, throughout the literature, it has been shown that a strong relationship exists between the variation of the $D_{st}$ index during storms and the energy content of the ring current (e.g. Jorgensen et al., 2001; Liemohn and Kozyra, 2003). As an alternative, the contribution from the magnetopause current can be removed from the $D_{st}$ index (O’Brien and McPherron, 2000) and a $D_{st}s!$ ($D_{st}s!$) is used in order to provide a better measure of the ring current buildup and decay. $D_{st}s$ is defined as following:

$$D_{st}^* = D_{st} - 7.26 \cdot \sqrt{P_{dyn}} + 11.0$$ (1.20)

where $P_{dyn}$ is the solar wind dynamic pressure expressed nPa. Note that from this definition, the magnetopause current is proportional to the square root of the solar wind dynamic pressure. Some studies divide the right hand side of Equation 1.20 by 1.3 in order to remove the signal amplification by induced currents within the Earth (e.g. Liemohn et al. (2001b,a)).

Similar to the $D_{st}$ index, the SYM-H geomagnetic index is also an indicator of geomagnetic activity but it has the advantage that it has a 1 minute temporal resolution, compared to 1 hour in the case of $D_{st}$. However, the $D_{st}$ and SYM-H indices are not only different in time resolution, but also in the number and location of magnetometer stations used. The methods used to calculate and convolve station data into a final index are also different.
Another widely used index is the planetary K-index Kp and it also measures the global disturbance in the horizontal component of the geomagnetic field. Although known as the planetary index, its name is derived from the German word 'Kennziffer', meaning 'characteristic digit'. The time resolution of this index is 3 hours and it is obtained from 13 magnetometer stations located at mid latitudes. Each magnetic observatory has its own perturbation index K, which indicates the range of the maximum perturbation during a 3-hour interval and Kp is an average of the K-indices from all the available stations. Kp is expressed on a scale from 0 to 9. A value of 1 is characteristic of quiet times and a value over 5 is indicative of geomagnetic activity. As Kp is based on mid-latitude observations, it is more more sensitive to high-latitude auroral currents than is the $D_{st}$ index, therefore it includes not only ring current contributions but the contribution from the auroral electrojet as well as the field aligned current system. It is worth mentioning that often there is no one-to-one correlation between the storm strengths given by Kp and $D_{st}$. A study regarding differences between the Kp and $D_{st}$ responses to different solar wind drivers shows that fast post-shock streams and sheath regions had a relatively stronger effect on the Kp-index, whereas the effects of CMEs are better manifested in the $D_{st}$ index (Huttunen et al., 2002).

In this work we will mainly use the $D_{st}$ index since it provides a good proxy for the ring current build up and decay and the storm intensity and duration are gauged by the $D_{st}$ index as well.

1.5.2 Storm Phases

Geomagnetic storms are major disturbances of the Earth’s magnetosphere that occur when the interplanetary magnetic field turns southward and remains southward for a prolonged period of time. Typically, a magnetic storm has three distinct phases: initial phase, main phase and recovery phase.
The initial phase is characterized by a sudden increase in the magnetic field seen as a raise in the $D_{st}$ index to positive values up to tens of nT. This is the time when interplanetary shockwave, correlated with an actual increase in the solar wind dynamic pressure, impinges into the magnetopause, pushing it inward as much as several Earth radii. The Chapman-Ferraro current intensifies and induces this steep change in the magnetic field, known as the Storm Sudden Commencement (SSC) and marks the beginning of the initial phase of the storm. The initial phase can last from minutes to several hours. However, it is not a necessary feature of the storm.

Following the initial phase, the geomagnetic storm’s main phase is defined as the time period when charged particles in the near-Earth plasma sheet are energized and injected deeper into the inner magnetosphere, producing the storm-time ring current. This is a time period of sustained southward IMF. It translates into a great disturbance of the geomagnetic field, an interval of large decrease in $D_{st}$ ($D_{st}$ can reach negative values of hundreds of nT). A typical magnetic storm profile is presented in Figure 1.10. As a result, a strong cross-tail electric field pushes the plasmapause closer to the Earth.

The main phase duration ranges from few hours to as long as several days in the
Figure 1.10: Sketch of $D_{st}$ index profile during ICMEs driven storms. Figure adapted from Tsurutani (2000).

case of an intense storm. During this time, the main loss mechanism for the ring current particles is the flow-out to the dayside magnetopause (Liemohn et al., 1999, 2001b).

As the southward component of the IMF weakens, the recovery phase begins in several steps. The reconnection rate decreases, leading to weaker electric fields, therefore limiting the injection of fresh plasma sheet particles into the ring current. The rate of plasma energization and inward transport slows and various loss processes start to remove plasma from the ring current. Therefore, the trapped particles in the ring current region start to dissipate through several mechanisms (such as wave-particle interactions, Coulomb scattering) and the $D_{st}$ index slowly returns to its pre-storm condition (Daglis et al., 1999). During this interval, the main mechanism of the ring current decay is charge exchange of ring current energetic ions with cold exospheric hydrogen. The expanding plasmasphere brings cold ionospheric plasma in contact with the ring current, contributing to the scattering of the ring current ions into the loss cone, to become energetic neutral atoms due to charge-exchange with
the cold neutral hydrogen. All these processes result in a gradual decay of the ring current and the magnetosphere gradually returns to its pre-storm state. The recovery phase can last from days to several weeks (Gonzalez et al., 1994).

1.6 Different magnetospheric Storm Drivers

The Sun-Earth system is a complex, electrodynamically coupled system dominated by nonlinear interactions, and geomagnetic storms have their origin in the structure and dynamics of the solar atmosphere. Corotating Interaction Region (CIR), Coronal Mass Ejection (CME) and Interplanetary Shock (IS) are the most typical causes for geomagnetic activity at Earth. Geomagnetic storms are generally classified as recurrent and non-recurrent. Recurrent storms occur every roughly 27 days, corresponding to the Sun’s rotation period. They are triggered by the Earth’s encounters with the southward oriented magnetic field of the high-pressure regions formed in the interplanetary medium by the interaction of fast and slow solar wind streams co-rotating with the Sun. Non-recurrent geomagnetic storms occur most frequently near solar maximum. They are caused by interplanetary disturbances driven by fast coronal mass ejections and typically involve an encounter with both the interplanetary shock wave and the CME that drives it.

1.6.1 Coronal Mass Ejections

Coronal Mass Ejections are dramatic explosions in the solar atmosphere, originating from the closed field lines regions, characterised by massive ejection of dense solar plasma material into the interplanetary space. The manifestations of the CMEs in the interplanetary medium (after the CMEs are leaving the corona) are referred to as Interplanetary Coronal Mass Ejection (ICME), ejecta, driver gas, clouds or plasma clouds. Their signatures and properties have been extensively investigated and reported throughout the literature (e.g. Neugebauer et al., 1997; St. Cyr et al.,
ICMES are large scale magnetic structures, characterized by low plasma temperature (Gosling, 1990), enhanced magnetic field strength, low variability (smoothness) of the magnetic field (Burlaga et al., 1981). Furthermore, plasma composition displays an increased helium to proton ratio (Borrini et al., 1982; Galvin et al., 1987) along with low plasma beta, decreased density (Burlaga et al., 1981) and low proton temperature when compared to the ambient solar wind. An illustration of a coronal mass ejection is presented in Figure 1.11.

The mass of the CME varies across a few orders of magnitude, from $10^{12}$ to $10^{16}$ g, with each CME accounting for an average of $4.4 \times 10^{14}$ g (Gopalswamy, 2006). The CME’s velocities can range from few hundred km/s to 3000 km/s (Gopalswamy, 2006). Often CMEs propagate at speeds greater than 1000 km/s at a few solar radii above the solar surface, speeds exceeding the Alfvén velocities at the same locations, reported to be approximately 800 km/s (Mann et al., 1999). Nevertheless, the average speed has been reported to be solar cycle dependent, the average velocity being twice as large during solar maximum than during solar minimum.

The occurrence of such intense mass and energy releases, often associated with eruptive flares, has been suggested to be highly correlated with the phases of the solar cycle as well. Gosling (1990) reports on the occurrence of CMEs as about 4 per day during solar maximum, and down to 0.2 per day during solar minimum.

Fast CMEs with super magnetosonic speeds can drive shocks into the interplanetary medium, which in turn act to accelerate ions to very high energies. This shock can be identified by a sudden rise of the plasma speed, enhancement of magnetic field magnitude, along with density and temperature intensification. The region between the shock and the ICME is called the sheath. A strong correlation between the shock sheath and the CME speeds have been reported (e.g. Mitsakou et al., 2009), suggesting that the coronal mass ejection is the main shock driver at 1 Astronomical Unit (AU).
When the interplanetary coronal mass ejection exhibits a large angle and smooth rotation in the IMF vector, along with low plasma beta values, it is often classified as a Magnetic Cloud (MC) structure. Magnetic clouds represent an important subclass of coronal mass ejections (Burlaga et al., 1981), since they contain the strongest magnetic fields in the solar wind. Magnetic clouds are often interpreted as the signature of a magnetic flux rope (although the flux ropes are the same as magnetic clouds, they are less restricted according to the plasma beta). Typically, ICME flux ropes have their foot-points on the surface of the sun and, due to this closed field characteristic, when the flux rope expands near the sun, both its temperature and density are decreasing, therefore there is a low temperature and density inside the cloud. On average, about a third of ICME ejecta are MCs, although during the quiet phase of the solar cycle this ratio is higher. During the ascending phase of solar cycle 23 almost all ejecta around solar minimum were found to be magnetic clouds, while in the vicinity of the solar maximum the fraction was shown to be below 20% (Richardson and Cane, 2003).

Figure 1.11: Schematic of Coronal Mass Ejection, sun is on the left. Figure from Tsurutani (2000).
CMEs are responsible for the major disturbances in the heliosphere such as shocks, interplanetary ejecta, interplanetary radio bursts, and large geomagnetic storms. CME driven magnetic storms are related to long periods of strong southward IMF that allows reconnection with the geomagnetic field and makes possible the transfer of solar wind energy throughout the magnetosphere. Geomagnetic activity is mainly driven by the term $v_x \times B_z$ (Bargatze et al., 1986), where $v_x$ denotes the X component of the solar wind velocity and $B_z$ is the Z component of the interplanetary magnetic field. A typical profile of a ICME driven storm is presented in Figure 1.10.

ICME storms are associated with intense auroral emissions, that extend over all local times. The high speed and the elevated pressure within ICMEs are typically geoeffective enough to perturb the magnetosphere but the southward component of the IMF is the most critical parameter in the development large-scale magnetic storms. Different storm evolutions can take place according to the slow solar wind and the intrinsic characteristics of the interplanetary coronal mass ejections (Tsurutani et al., 1988; Zhang et al., 2004; Huttunen, 2005).

### 1.6.2 Corotating Interaction Region

During the late declining phase of the solar cycle, Coronal Mass Ejection type events become less frequent and the High Speed Streams (HSS) originating in coronal holes (Gonzalez et al., 1999) are the main source of magnetic activity. Coronal holes are confined to the solar poles during the solar maximum phase, but in the descending phase, they expand and move toward the equatorial region (Hundhausen, 1972). Unlike the CMEs, which are closed magnetic field structures, these coronal holes are open magnetic field regions which emanate high speed solar wind streams (Sheeley and Harvey, 1978). Their velocities are well above the background solar wind velocity, allowing for the formation of an interface region between the fast and slow moving plasma. This flow at different speeds becomes radially aligned at low
heliographic latitudes as the sun rotates. The faster streams are catching up with the slower ones, resulting in a compression of the plasma and the creation of a high pressure region that prevents the mixing of the two flows. Moreover, as the solar wind moves outward, it cools down and it slowly accelerates to supersonic velocities. Therefore the leading edge of the fast stream keeps steepening and eventually a forward and a reverse shock is formed. The shocks are typically formed at large heliocentric distances beyond Earth’s orbit. The spiral like structure formed by the slow and fast streams and its interaction region are illustrated schematically in Figure 1.12.

![Figure 1.12: Schematic of Corotating Interaction Region.](image)

CIR events have a 27 day periodicity (a consequence of the solar rotation) and they tend to occur mostly in the late declining phase of the solar cycle and solar minimum, as shown by Mursula and Zieger (1996). CIRs are typically followed by high speed streams and either the corotating interaction region or the stream can be the driver for geomagnetic activity. While the CIR events are typically associated with modest levels of geomagnetic activity, it was suggested their geomagnetic effectiveness have a seasonal dependence (Russell and McPherron, 1973). High speed streams have lower densities
compared to CMEs, but the the eastward component of the electric field is strong, and therefore they can cause strong convection within geospace. An illustration of a corotating interaction region is presented in Figure 1.12.

It is worth mentioning that the pattern of a CIR rotates with the Sun, while the solar wind plasma and associated structures (shocks, magnetic field) propagate nearly radially outward. When such a structure reaches the Earth, it can cause a geomagnetic disturbance. It has been noted that the profile of storms caused by CIRs is somewhat different from that observed in CME storms. Typically, a CIR driven storm exhibits the initial, main and recovery phases, but the initial phase lacks the storm sudden commencement feature and is marked by a gradual increase in the $D_{st}$. This is caused by the high density plasma region associated with the heliospheric plasma sheet in front of the high speed stream impinging upon the magnetosphere (Tsurutani et al., 1995). A schematic with the typical profile of a CIR storm is presented in Figure 1.13.

Figure 1.13: Sketch of $D_{st}$ index profile during CIR driven storms. Figure adapted from Tsurutani (2000).

During CIR driven events, the reconnection intervals are expected to be inter-
mittent as well as shorter than during CME driven storms, therefore the injection of particles into the magnetosphere may appear to be sporadic. This is due to the fact that the $Z$ component of the magnetic field within a Cororating Interaction Region is highly fluctuating and it was noted that these fluctuations are highly correlated with excursions of the $D_{st}$ index (Tsurutani et al., 2005). Borovsky and Denton (2006) explored and tabulated the main differences between CIR and CME driven storms, showing a direct comparison of their input functions and the corresponding responses.

Since CIR recoveries and the events themselves can last much longer than those observed during CME driven magnetic storms (e.g. Turner et al., 2006), due to the southward component of trailing Alfven waves, these events can transfer considerable amounts of solar wind energy to the terrestrial magnetosphere. A comparative statistical study of the geoeffectiveness of the HSS, CMEs and interplanetary shocks (Lu, 2006) concluded that the ratio of solar wind kinetic power to the magnetospheric energy is similar for all these drivers. Turner et al. (2006) showed that CIRs seem to be more geoeffective in the sense that, on average, the ratio of the energy deposited into the magnetosphere to the energy input to the magnetosphere for high speed streams exceeds the corresponding ratio for the CME case. Further, ring current investigations of HSS/CIR versus CME driven events using numerical models (Jordanova et al., 2006; Liemohn et al., 2008, 2010) show that the ring current response is different for these drivers. CIRs produce smaller $D_{st}$ disturbances compared to the ones produced by CMEs (Denton et al., 2006), indicative of a weaker ring current.

An important aspect of fast streams is that they are embedded with Alfven waves (Tsurutani et al., 1995). It has been shown that the southward components of the IMF $B_z$ fluctuations (Alfven waves) within HSS cause sporadic injection of particles into the magnetosphere through magnetic reconnection, due to the the oscillatory nature of the $B_z$ component of the magnetic field, preventing the magnetosphere from fully recovering.
During the prolonged recovery phase of the HSS storms, another type of activity can happen: High Intensity Long Duration Continuous AE Activity (HILDCAA) ([Tsurutani and Gonzalez, 1987]), displaying a strong correlation between the minimum $B_z$ and the maximum AE index. HILDCAA events are being associated with higher speed streams emanating from the coronal holes ([Tsurutani et al., 2006]), although HILDCAA events can occur after CME storms as well as after CIR storms, or even without any storm occurrence. During this type of geomagnetic activity, the $B_z$ component of the interplanetary magnetic field shows variations in amplitude almost symmetric around zero.

It is important to point out that during the solar cycle declining phase, there is more energy deposited into the magnetosphere than during solar maximum, due to the long duration of the associated occurring phenomena.

To summarize, these different solar wind drivers have different effects on the magnetosphere. That is the southward component of the IMF $B_z$ is higher for CMEs during the main phase of the storm. Solar wind velocity is higher for CIRs, especially during recovery phase and the solar wind density is higher for CIRs during the main phase. CIR type events have less effect on $D_{st}$, therefore being responsible for less intense storms and weaker ring currents.

Furthermore, different storm types generate different ring current responses: aside from being associated with lower absolute $D_{st}$, CIRs generally last longer than CMEs. However, their long duration makes them more geoeffective (efficiency of solar wind energy coupling into magnetosphere) ([Turner et al., 2006]).

There are a few possible causes for the different ring current response: differences in the particle composition, differences in the particle energies, difference in storm lengths, difference in storm strength, difference in convection, diffusion processes, preconditioning of the ions in the magnetotail (this has been associated with CIRs and may be relevant) ([Borovsky and Denton, 2006]).
Corotating interaction regions (CIRs) and interplanetary coronal mass ejections (ICMEs) are the biggest contributors to magnetic disturbances at Earth (Gosling et al., 1991; Tsurutani and Gonzalez, 1997). Feynman (1980) found that CIRs predominantly disturb Kp but not $D_{st}$, unlike CMEs, which perturb both Kp and $D_{st}$. Denton et al. (2006) showed that geosynchronous plasma responds differently during CME-driven storms than during CIR events; that is, during CME events, the plasma sheet density is one of the parameters that is preferentially enhanced, while CIR-driven storms produce an enhancement in the plasma sheet temperature. Both drivers, CIRs and ICMEs are capable of driving shocks, which in turn, can accelerate charged particles.

1.7 Motivation

Magnetic storms and their solar wind drivers have been extensively investigated throughout the years. Due to the great amount of data available in recent years, a large variety of studies of these space weather events were performed in order to relate solar wind features to the corresponding geomagnetic responses (e.g. Gonzalez and Tsurutani, 1987; Gonzalez et al., 1994; O’Brien and McPherron, 2000; Huttunen and Koskinen, 2004; Zhang et al., 2006a). Plasma observations at geosynchronous orbit are extremely advantageous for the study of storms and, in particular, for studying ring current sources since at this location the transition from plasma sheet to ring current is observed to take place (Denton et al., 2005, 2006).

Understanding how the morphology of the plasmasphere and ring current changes as a function of various factors, processes, source terms, and conditions is critical to our understanding of the geospace domain. While in-situ measurements of the inner magnetosphere broaden our understanding of the dynamic processes that dominate this region, the energization of the system is still a quite difficult issue to examine using observations alone. Consequently, global magnetohydrodynamic (MHD) simulations
provide an excellent alternative for investigating the large-scale coupling of the solar wind-ionosphere-magnetosphere system, especially when such a model is combined with kinetic physics models from various regions of the space where coupling processes are important (like the inner magnetosphere).

The presented work addresses these open issues by investigation of the following outstanding problems:

1. What role does the choice of epoch time play in the description of a magnetic storm when doing Superposed Epoch Analysis?

2. What is the role of transient spikes in the solar wind data in the development of a magnetic storm and how it affects the ring current build-up and decay?

3. What is the response of the ring current to changes in the energy input?

4. What determines the transfer of periodicity seen IMF $B_z$ to the magnetosphere?

5. How well does the Space Weather Modeling Framework simulate an actual event?

We closely studied these questions using both data analysis and numerical simulations of the inner magnetosphere, along with improvement and further development of a new, more reliable ring current model. In Chapter II, the influence of epoch time choice when averaging data from many storm intervals is examined and our results indicate that a distinct epoch time is needed in order to resolve certain storm features. Throughout Chapter IV, Chapter V and Chapter VI we investigate the nature of the relationship between the solar wind energy input and the magnetosphere as well as the capability of SWMF (described in detail in Chapter III) to simulate a magnetic storm. In Chapter VII we discuss initial results involving a modified Hot Electron and Ion Drift Integrator (HEIDI) model. Finally, Chapter VIII summarizes results
from both data analysis and global simulations along and presents suggestions for future work.
2.1 Motivation

Numerous studies have shown that the magnitude and features of magnetic storms depend not only on the values of IMF and solar wind plasma parameters but also on their temporal evolution. The main aim of the statistical study presented in this chapter is to analyze various characteristics of intense geomagnetic storms as well as to better understand the progression of such events.

The tool of superposed epoch analysis was previously used to investigate magnetospheric disturbances, by categorizing the events according to several different characteristics. Zhang et al. (2006a,b) and Liemohn et al. (2008) examined the features of magnetic storms relative to their intensity and time of occurrence (intense vs. moderate vs. superstorms, solar maximum vs. solar minimum). Distinguishing the events by their solar wind drivers (e.g., CME vs. CIR-driven storms) is another way to categorize them (Pulkkinen et al., 2007; Denton et al., 2006; Borovsky and Denton, 2006; Huttunen et al., 2006; Zhang et al., 2007).

Most of the time, for statistical studies, the natural choice of the epoch time seems to be the peak storm intensity (the minimum of $D_{st}$ index) (Loewe and Prölss, 1997;
Miyoshi and Kataoka, 2005; Zhang et al., 2006a,b; Liemohn et al., 2008; Denton et al., 2005, 2006). Pulkkinen et al. (2007) used the storm onset along with the minimum $D_{st}$ as the epoch time when studying the differences between distinct drivers for magnetic storms, showing that the sheath storms develop faster at the storm onset and the main phase is shorter than in the case of cloud driven events. The storm sudden commencement was used as the epoch time by Elphic et al. (1996) as well, to look at the behavior of cold ions at geosynchronous orbit. Davis et al. (1997) used the southward turning of the IMF $B_z$ as the time stamp to study the ionospheric response at mid-latitudes to solar wind driving.

It has been acknowledged that in order to describe the temporal variation of certain parameters, the choice of the time stamp might be important, but so far, there has been no systematic examination of the influence of this choice. In this chapter we investigate how the choice of epoch time affects the average behavior of the storm time solar wind and geosynchronous plasma when doing superposed epoch analysis. For this study we selected seven distinct time stamps somewhat evenly distributed throughout the duration of the storm main phase.

2.2 Methodology

2.2.1 Data Coverage

Solar wind IMF and plasma in situ observations are obtained from the ACE spacecraft in orbit around the L1 Lagrange point 1.5 million km upstream of the Earth. The data set, obtained from the National Space Science Data Center, consists of 4-minute interplanetary magnetic field (IMF) data (from the MAG instrument) and 64-second solar wind plasma parameters (from the SWEPAM instrument). The plasma data were then averaged to 4 minutes temporal resolution, taking any 64 seconds value whose start minute fell between the start minute of the IMF data and
4 minutes later. The observations are converted from the GSE to GSM coordinate system and time-propagated from the satellite location to (17 Re, 0, 0), using the minimum variance analysis technique (Weimer et al., 2003; Weimer, 2004). Along with the ACE data, the one hour resolution $D_{st}$ index, provided by the World Data Center at Kyoto University, is used to study the geomagnetic responses to solar wind conditions.

For the second half of this work, data are obtained from the Magnetospheric Plasma Analyzers (MPA) on seven Los Alamos National Laboratory (LANL) geosynchronous satellites, which provide good local time coverage for most of the events. Each MPA instrument is a spherical-sector electrostatic analyzer capable of measuring three dimensional distributions of ions and electrons from 1 eV to 45 keV, on timescales of 86 s. A detailed description of the instrument can be found in Bame et al. (1993) and McComas et al. (1993). The present study extends the work of Zhang et al. (2006a,b). The hot-ion fluxes ranging from 100 eV to 45 keV are used for the moments calculations, and since the MPA measurements do not contain any composition information for the positively charged particles, the calculation of the moments assumes that all ions are protons. For most conditions, this assumption is reasonable to within a factor of 2 since Young et al. (1982) showed that, for energies below 17 keV at geosynchronous orbit, $n_{O+}/n_{H+}$ is rarely greater than unity. However, during storm times the contribution of $O^+$ is known to increase substantially. In the case of $n_{O+}/n_{H+} >> 1$ the plasma density would be four times higher than would be calculated under the assumption that $n_{O+}/n_{H+} << 1$ (Liemohn et al., 1999).

Also, due to the fact that MPA measures energy per charge, the temperature measurements are not biased by the all-proton assumption. In the present work we study the average nature of three derived bulk hot-ion parameters: number density ($N_{HP}$), isotropic temperature ($T_{HP} = (T_\parallel + 2T_\perp)/3$) and entropy density ($S_{HP} = T_{HP}/N_{HP}^{\gamma-1}$), where the polytropic index $\gamma = \frac{5}{3}$). To ensure that the measurements are taken in the
plasma sheet, a limitation is set on the data such that $0.3\ cm^{-3} < N_{HP} < 6\ cm^{-3}$ and $T_{HP,\perp} > 2\ keV$, excluding any measurements from the magnetosheath, low-latitude boundary layer and magnetotail lobes (Korth et al., 1999). The superposed epoch analysis technique enables us to illustrate the dependence of these plasma-sheet parameters on local time and epoch time.

### 2.2.2 Event Selection

According to the monthly averages of sunspot numbers, for this study we selected intense storms during the last solar maximum, i.e., from July 1999 to June 2002 (see Table 2.1.) The pressure-corrected $D_{st}$ index ($D_{st}^*$) is used to identify the events as an intense storm, choosing events for which $D_{st}^* \leq -100\ nT$. The motivation for using $D_{st}^*$ instead of the $D_{st}$ index in defining the storms is that the former contains mainly the contribution of the ring current and other near-Earth currents, while the magnetopause current input is removed. To compute the $D_{st}^*$ we use the formula of O’Brien and McPherron (2000):

\[
D_{st}^* = D_{st} - 7.26 \cdot \sqrt{P_{dyn}} + 11.0
\]

(2.1)

where $P_{dyn}$ is the solar wind dynamic pressure in nPa. Out of the 34 events that occurred during this period, only 29 were analyzed in this work; 5 storms were excluded due to lack of solar wind data.

### 2.2.3 Data Analysis Technique

Superposed epoch analysis (SEA) is a statistical method that combines data from similar but distinct events by defining a reference time (also called epoch time, time stamp and time mark) within each event in order to be used as a mark in the computation of means for each parameter within the selected category. Time marks for each event are chosen in such a way so that $t = 0$ (the so-called epoch time) cor-
<table>
<thead>
<tr>
<th>Year</th>
<th>Month</th>
<th>Day</th>
<th>Hour</th>
<th>Minimum $D_{st}$ (nT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>09</td>
<td>22</td>
<td>23</td>
<td>-178.45</td>
</tr>
<tr>
<td>1999</td>
<td>10</td>
<td>22</td>
<td>07</td>
<td>-251.76</td>
</tr>
<tr>
<td>1999</td>
<td>11</td>
<td>13</td>
<td>22</td>
<td>-104.01</td>
</tr>
<tr>
<td>2000</td>
<td>01</td>
<td>23</td>
<td>03</td>
<td>-105.47</td>
</tr>
<tr>
<td>2000</td>
<td>02</td>
<td>12</td>
<td>11</td>
<td>-141.49</td>
</tr>
<tr>
<td>2000</td>
<td>04</td>
<td>07</td>
<td>00</td>
<td>-306.42</td>
</tr>
<tr>
<td>2000</td>
<td>05</td>
<td>24</td>
<td>08</td>
<td>-147.73</td>
</tr>
<tr>
<td>2000</td>
<td>08</td>
<td>12</td>
<td>09</td>
<td>-236.44</td>
</tr>
<tr>
<td>2000</td>
<td>10</td>
<td>05</td>
<td>13</td>
<td>-192.15</td>
</tr>
<tr>
<td>2000</td>
<td>10</td>
<td>14</td>
<td>14</td>
<td>-105.15</td>
</tr>
<tr>
<td>2000</td>
<td>10</td>
<td>29</td>
<td>02</td>
<td>-124.29</td>
</tr>
<tr>
<td>2000</td>
<td>11</td>
<td>06</td>
<td>21</td>
<td>-168.38</td>
</tr>
<tr>
<td>2000</td>
<td>11</td>
<td>29</td>
<td>13</td>
<td>-120.65</td>
</tr>
<tr>
<td>2001</td>
<td>03</td>
<td>20</td>
<td>15</td>
<td>-147.82</td>
</tr>
<tr>
<td>2001</td>
<td>03</td>
<td>31</td>
<td>08</td>
<td>-401.21</td>
</tr>
<tr>
<td>2001</td>
<td>04</td>
<td>11</td>
<td>23</td>
<td>-278.33</td>
</tr>
<tr>
<td>2001</td>
<td>04</td>
<td>18</td>
<td>06</td>
<td>-127.62</td>
</tr>
<tr>
<td>2001</td>
<td>04</td>
<td>22</td>
<td>15</td>
<td>-103.20</td>
</tr>
<tr>
<td>2001</td>
<td>08</td>
<td>17</td>
<td>21</td>
<td>-115.82</td>
</tr>
<tr>
<td>2001</td>
<td>10</td>
<td>01</td>
<td>08</td>
<td>-149.97</td>
</tr>
<tr>
<td>2001</td>
<td>10</td>
<td>03</td>
<td>14</td>
<td>-164.23</td>
</tr>
<tr>
<td>2001</td>
<td>10</td>
<td>21</td>
<td>21</td>
<td>-202.63</td>
</tr>
<tr>
<td>2001</td>
<td>10</td>
<td>28</td>
<td>11</td>
<td>-159.92</td>
</tr>
<tr>
<td>2001</td>
<td>11</td>
<td>01</td>
<td>10</td>
<td>-102.28</td>
</tr>
<tr>
<td>2002</td>
<td>03</td>
<td>24</td>
<td>09</td>
<td>-103.65</td>
</tr>
<tr>
<td>2002</td>
<td>04</td>
<td>20</td>
<td>06</td>
<td>-156.91</td>
</tr>
<tr>
<td>2002</td>
<td>05</td>
<td>11</td>
<td>19</td>
<td>-102.85</td>
</tr>
<tr>
<td>2002</td>
<td>05</td>
<td>03</td>
<td>17</td>
<td>-116.35</td>
</tr>
</tbody>
</table>

Table 2.1: List of events used for this study
responds to some common feature in the superposed data. In the present study we choose seven distinct time references within the development of the storms, ranging from the Storm Sudden Commencement (SSC) to the peak development of the storm (minimum $D_{st}$). The SSC was defined as the time corresponding to the maximum slope of $D_{st}$ closest to the SSC, except for the cases when there is no obvious jump in solar wind pressure when the SSC time mark was manually chosen to correspond with the southward turning of the IMF $B_z$ component. The slope of the $D_{st}$ index was defined as:

$$D_{st} \text{ Slope}(t_{n+\frac{1}{2}}) = \frac{D_{st}(t_{n+1}) - D_{st}(t_n)}{t_{n+1} - t_n}$$  \hspace{1cm} (2.2)

such that the maximum value of the slope corresponds to an increase in the index itself while the minimum value of the slope coincides to the steepest decrease in $D_{st}$. We choose the slope of the $D_{st}$ index as opposed to the slope of $D_{st}^*$ to define our reference times mainly because $D_{st}$ index includes the effect of the dynamic pressure change at the shock associated with the SSC while the storm sudden commencement is removed from the $D_{st}^*$ index. The peak enhancement of the ring current was defined as the minimum $D_{st}^*$ slope (corresponding to the maximum negative slope). The minimum slope search was performed from the location of the maximum slope to the location of the minimum $D_{st}$ (except 4 events for which it was manually chosen).

Aside from the obvious choice of minimum $D_{st}$ as a reference time and the ones mentioned above, four additional marks were chosen: $Epoch_1$, $Epoch_2$, $Epoch_3$ and $Epoch_4$ defined below:

$$Epoch_1 = \frac{1}{2} \cdot (Time \text{ of Minimum } D_{st} - Time \text{ of Minimum Slope}) + Time \text{ of Minimum Slope}$$  \hspace{1cm} (2.3)
\[ \text{Epoch}_n = \frac{n - 1}{4} \cdot (\text{Time of Minimum Slope} - \text{Time of Maximum Slope}) + \text{Time of Maximum Slope} \quad (2.4) \]

for \( n = 2, 3, 4 \).

To illustrate these choices, Figure 2.1 shows the dynamic pressure (top panel), \( B_z \) component of the interplanetary magnetic field (second panel from top), the \( D_{st} \) index (black dotted line) along with the pressure corrected \( D_{st}^* \) (black continuous line), and on the bottom panel the computed slope of the \( D_{st} \) index for the April 17, 2001 event. This storm is a typical example of the data set we are studying (but it has a short main phase), given that it shows a clear jump in solar wind dynamic pressure, followed by a southward turning of the IMF \( B_z \), and the maximum slope of \( D_{st} \) corresponding to the Storm Sudden Commencement.

To be quantitative, we define the Main Phase as the time interval between the Storm Sudden Commencement (maximum \( D_{st} \) slope) and the peak development of the storm corresponding to the minimum \( D_{st} \) index. Within the Main Phase we defined the Early Main Phase as the time period starting at the SSC and ending at the location where the ring current has its maximum intensification (minimum slope of \( D_{st} \)). The Late Main Phase is defined as the period of time that starts at the peak enhancement of the ring current and ceases where the recovery phase starts (when the \( D_{st} \) begins to return to its quiet time value).

For this event, the main phase lasted for 5.5 hours, the early main phase and the late main phase having durations of 3 and 2.5 hours, respectively. The vertical dashed lines in the figure show all the epoch choices for our study. The plots represent 12 hours worth of data.
Figure 2.1: Event of April 17, 2001. From top to bottom are plotted the dynamic pressure ($P_{dyn}$), the z component of the interplanetary magnetic field ($B_z$), the pressure-corrected $D_{st}$ index ($D_{st}^*$) (continuous line) along with $D_{st}$ index (the dotted line) and the slope of the $D_{st}$ index. Vertical lines indicate the position of different epoch time choices: SSC-Maximum Slope of $D_{st}$ index (1), Epoch$_2$ (2), Epoch$_3$ (3), Epoch$_4$ (4), Minimum Slope of $D_{st}$ index (5), Epoch$_1$ (6), and Minimum $D_{st}$ (7). Symbols are added to show the slope and Dst data points.
2.3 Results

2.3.1 Storm Duration

As an initial study for our work, we looked at the average duration of the main phase of the storms. Statistical analysis of these periods (Figure 2.2) of time yielded the following results: the average Main Phase duration of a storm is 13.2 hours with a median (the 50th percentile) of 11.5 hours while the average duration of the Early Main Phase is 7.2 hours with a median of 7 hours. Also the average duration of the Late Main Phase is 6 hours with a median of 4 hours.

Three additional time stamps (equally spaced in time), during the Early Main Phase and of just one during the Late Main Phase were selected for our study. That is, for an average-length storm, the 7 reference times are equally spaced about every 2 hours throughout the main phase.

2.3.2 Solar Wind Data

Superposed epoch means of selected parameters for the 29 storms at solar maximum are presented in Figure 2.3. The top panels show the superposed average values of solar wind dynamic pressure ($P_{dyn}$), the center panels present the $z$ component of the interplanetary magnetic field ($B_z$), and the bottom panels show the pressure-corrected $D_{st}$ index ($D_{st}^*$). The three differently colored lines correspond to the results obtained using distinct time stamps: the red line corresponds to maximum $D_{st}$ slope, i.e., the SSC as the epoch time; the blue line corresponds to the minimum $D_{st}$ slope; and the black line corresponds to minimum value of the $D_{st}$ index. The three plots on the left show the means plotted against the time relative to the epoch time. The vertical dashed line corresponds to the location of the time stamp (zero epoch time). The plots show results for within 1.5 days before and after the epoch time. The horizontal dashed lines in the $B_z$ and $D_{st}^*$ panels denote the 80% occurrence level
Figure 2.2: Histogram of the Storm Phases Durations: Late Main Phase (top panel), Early Main Phase (middle panel), Main Phase (bottom panel).
thresholds for intense storms (for intense storms with a measured $D_{st}$ less than or equal to $-100nT$, 80% occur when the $z$ component of the interplanetary magnetic field is less or equal to $-10nT$ for a time interval of more than 3 hours) as defined by Gonzalez et al. (1994) and Gonzalez and Tsurutani (1987). When using Maximum Slope as the Epoch Time (red curves), the SSC-related jump in solar wind dynamic pressure is very well reproduced, with the pressure ramping up and jumping from about 2.25 $nPa$ just before the 0 time to about 8.5 $nPa$ just one hour after. Near the storm peak, however, $B_z$ for this choice of the epoch time does not follow the well-known criterion for intense storms ($B_z \leq -10 \ nT$ for more than 3 hours), having values not lower than $-8 \ nT$. Note that most of the individual events used in this study were selected to follow this criteria. The averaged $D_{st}$ shows a slow drop, taking about 12 hours until it reaches the minimum value of approximately $-120 \ nT$.

When the time stamp is set at the storm peak (black curves), the jump in solar wind dynamic pressure is less distinct (and eventually lost) with the solar wind dynamic pressure gradually increasing, but the standard criterion for $B_z$ is met. The averaged minimum $D_{st}$ for this case is less than $-165 \ nT$ and the $D_{st}$ decreases rapidly prior to minimum.

For the situation when the minimum slope of $D_{st}$ is set as the time stamp (blue curves), the superposed means show $B_z \leq -10 \ nT$ for more than 3 hours, with a minimum value similar to the previous case. The jump in dynamic pressure is not sharp at all and we see that the superposed ram pressure peaks at the moment when the intensification of the ring current is maximum. This is due to the averaging of a few storms that happened to have a high pressure a few hours after the storm SSC. The $D_{st}$ index shows again a sharp decrease, having a comparable slope as in the previous case, peaking at about $-140 \ nT$ this time. Also, the $B_z$ in both situations has similar traits, reaching almost the same minimum value. We note that at the beginning of the storm, the $D_{st}$ averaged relative to the peak of the storm descends
at a slightly slower pace than the one averaged at the peak enhancement of the ring current, mainly because the $B_z$ turns southward in a more gradual manner than in the latter case when the gradient of $B_z$ is higher. Therefore, as previously shown, the controlling factor in the rate of change of $D_{st}$ is the southward component of the IMF (e.g. Burton et al., 1975). On the left figures, the minimum averaged $D_{st}$ occurs at different epoch times for different zero-epoch choices.

The three plots on the right show the same mean values shifted relative to the location of the means when averaged at the $D_{st}$ minimum. The time shift of the blue and red lines relative to the black ones is 4 and 12 hours, respectively. This is in good agreement with our findings regarding the duration of the Main Phase. Note that we only choose one zero-epoch time in our superposed epoch analysis, therefore the means are not normalized with respect to the duration of the storms. Consequently, it is expected that the minimum averaged $D_{st}$ when superposing our data at the minimum $D_{st}$ slope (maximum $D_{st}$ slope) does not occur exactly 6 (13.2) hours from the location of minimum averaged $D_{st}$ when superposing at the minimum $D_{st}$. This is due to the fact that phase lengths of the individual storms are variable. Please note that the closer to the storm peak the epoch time is selected, the shorter the length of Main Phase gets with the Late Main Phase following the $B_z$ ramp of the storm. Thus, by changing the epoch time in our analysis, not only the average intensity of the set changes but also certain features used to identify the events are no longer reproduced by the superposed data. The Gonzalez et al. (1994) criterion to produce an intense storm is met only if the superposition of the data is done in the interval between the $Epoch_4$ (which is, on average, 6 hours before the storm maximum and not shown in Figure 2.3) and storm peak.
Figure 2.3: Superposed epoch means for 29 Intense storms at solar maximum. From top to bottom are plotted the superposed averaged values for the dynamic pressure ($P_{dy}$), the $z$ component of the interplanetary magnetic field ($B_z$) and the pressure corrected $D_{st}$ index ($D_{st}^*$) for three different choices of the time stamp: red line-maximum $D_{st}$ slope, blue line-minimum $D_{st}$ slope, black line-minimum value of $D_{st}$ index. The figures on the left are plotted relative to the epoch time while the ones on the right show the same mean values shifted relative to the location of means when averaged at the $D_{st}$ minimum.
2.3.3 MPA Data

Figure 2.4 presents the superposed epoch analysis of geosynchronous plasma parameters for the 29 intense storms for just three choices of the epoch time (maximum $D_{st}$ slope, minimum $D_{st}$ slope and minimum $D_{st}$). For each choice of the epoch time, the hot-ion density ($N_{HP}$), temperature ($T_{HP}$) and entropy density ($S_{HP} = T_{i}/N^{2/3}$) (Birn et al., 2006) values, as a function of universal time versus local time, are grouped into bins of 1 hour temporal resolution and averaged essentially in the same manner as described by Zhang et al. (2006b). The color scale is linear and showed only on the last column on the right (as in Zhang et al. (2006b)). Purple (black) bins correspond to values exceeding the maximum (minimum) value on the color scale. When the time stamp is set at the peak enhancement of the ring current (minimum slope of $D_{st}$, center column), the density peaks around storm maximum and the entropy density shows a minimum a few hours into the recovery phase on the day side. When the epoch time is chosen at the beginning of the storm (maximum slope of Dst, left column plots), the density at the storm peak is not as high as for the case when the time stamp is set at the peak of the storm (minimum $D_{st}$, right column plots). An interesting feature is that we see little to no variation in the temperature behavior for all three situations, with a temperature intensification in the afternoon sector in the early main phase of the storm and a minimum at the peak of the storms. We conclude that the late main phase of the storm has the highest concentration of particles, when the ring current is at its peak, while the early main phase is dominated by temperature enhancements.

If no losses to the plasma occurred, then adiabatic convection from the nightside to the dayside during a storm would produce a density increase and a temperature increase with the specific entropy density being constant. As can be seen in all three panels of the third row, before the storm and during the early phase of the storm the entropy density increases from midnight to noon. This is as expected for the flow of
the hot ions from the nightside to the dayside through the hydrogen geocorona, where charge-exchange loss creates an ion distribution that is hotter and less dense on the dayside. As can be seen in the first panel of the third row, during the storm main phase the entropy density increase from the nightside to the dayside is even larger, and the density decrease from the nightside to the dayside is even larger. This may be an indication of pitch-angle-scattering loss of ions to the atmosphere in addition to charge-exchange losses during the storm main phase. During the recovery phase (third panel of third row) the density, temperature, and entropy density trends from the nightside to the dayside are not consistent with adiabatic convection plus charge exchange. In particular, the entropy density is lower on the dayside than it is on the nightside. Future work using computer simulation is needed to determine what produces this entropy density gradient.

The entropy density increases from midnight to the dayside, and the low entropy density in the morning region is a feature seen in all three cases, but the transient, very low entropy density, morning features are captured only when the superposition is done close to the peak of the storm.

To quantitatively investigate these results, Figure 2.5 presents line plots of the average hot-ion density ($N_{HP}$), temperature ($T_{HP}$) and entropy density ($S_{HP}$) for each of the epoch times used in this study. These values were extracted from Figure 2.4 at seven local times. Again, the mean values for all parameters are shifted relative to the location of means when averaged at the $D_{st}$ minimum. In order to reduce the statistical error in our bins, we have smoothed the data for all the MPA line plots by performing running averages with a window of five hours. We see that at different local times, the densities peak at different times during the storm, i.e., at different epoch times, and therefore we observe a motion of the particle peak density from the afternoon sector towards the morningside as the storm progresses. This progression might seem counter-intuitive given the fact that ions drift in the opposite direction.
Figure 2.4: Superposed epoch data from the MPA instruments for three distinct epoch times. From left to right, by columns: minimum slope of $D_{st}$, maximum slope of $D_{st}$ and the minimum $D_{st}$. The rows show the hot proton density ($cm^{-3}$), the hot proton temperature ($keV$), the entropy density ($keV/cm^2$) and the $D_{st}$ (dotted line) and $D_{st}^*$ (continuous line) indices ($nT$). The purple dashed vertical line in all plots shows the location of the 0 time while the blue dashed vertical line represents the location of the minimum superposed $D_{st}$ time mark.
Liemohn and Brandt (2005) provide a possible scenario to explain this motion (Figure 2.6): When the hot plasma is moved into the inner magnetosphere, the ion drift around the pressure peaks alters the local flow of material. Subsequent injections generate new vortices and the flow is diverted eastward. This motion accounts for the spatially varying inflow of fresh particles from the plasma sheet.

The averaged temperature, seen in the middle column of Figure 2.5, shows strong temporal variations only in the afternoon sector, with the noon hot-ion temperature having the maximum value at the peak development of the storm while the 15 LT and 18 LT temperatures peak just before the storm maximum. This dayside peak in temperature, seen only with an epoch time early in the main phase of the storm, is an observation of the loss of the pre-storm hot ions out of the inner magnetosphere as they are convected out past geosynchronous orbit. In all the other local times, the temperature is relatively constant. The peak otherwise is lost when the averaging is done using a time stamp later in the storm development. Therefore the flow of the preexisting ring current is seen best with early epoch time choices.

The superposed entropy density, seen in the right column of Figure 2.5, shows minimum values at the epoch time in the afternoon and night sector. The noon and 15 LT entropy density shows some variation with the noon entropy density peaking at the zero-epoch time. This is to be expected since the entropy density is a derived parameter, therefore its behavior is determined by that of density and temperature.

Figure 2.7 shows a presentation similar to that of Figure 2.5, except that each row corresponds to a different zero epoch, and the colored curves correspond to different local times. The 6 LT density peaks at the peak of the storm with a maximum value of 1.65 cm$^{-3}$, the 3 LT density peaks at Epoch$_1$ with a maximum value of 1.49 cm$^{-3}$, midnight density peaks somewhere around the minimum $D_{st}$ slope with a maximum value of 1.4 cm$^{-3}$, the 21 LT peaks at Epoch$_4$ with a maximum value of 1.64 cm$^{-3}$, the dusk density peaks close to the start of the storm with a maximum value of 1.2 cm$^{-3}$,
Figure 2.5: Superposed epoch data from the MPA instruments showing Epoch Time profiles extracted from the results in Figure 2.4. From left to right, by columns are presented the hot proton density ($cm^{-3}$), the hot proton temperature ($keV$) and the entropy density ($keV/cm^{-2}$) for different choices of epoch time. Each row corresponds to a certain local time while the color lines represent the distinct time marks: Maximum Slope of $D_{st}$ (blue), $Epoch_2$ (light blue), Minimum Slope of $D_{st}$ (red), $Epoch_1$ (yellow), $Epoch_4$ (green), $Epoch_3$ (purple), Minimum $D_{st}$ index (black).
Figure 2.6: Illustration of the motion of density peak during the development of the storm. The view is in the equatorial plane of the Earth, looking down from over the North Pole. The green arrows show the dawn to dusk convection electric fields, and the dashed arrows show the ExB drift. The regions of the Field Aligned Currents (FAC) are denoted by the black sectors. The 'phi peak' and 'phi well' in the figure refer to the potential peak and well that form when plasma from the magnetotail moves towards the inner magnetosphere. The labels Epoch 1-4, MinSlope, and MinDst at various LTs show the location of the peak when the averaging is done using these epoch times.
while the dayside local time densities peak sometime during the recovery phase of the storm. The 12 LT and 15 LT densities are the lowest, independent of the epoch time choice, while the density at dawn shows the highest values. Also, independent of the time stamp, the 6 LT temperature has the lowest values, while the 18 LT and 15 LT hot proton temperatures have the highest values in all seven cases. These findings are in good agreement with Denton et al. (2005), who showed that the hot proton density is mostly enhanced on the dawn and dusk side, while the temperature on the dawnside is lower than the temperature on the duskside.

We notice a westward enhancement of the densities, starting with high values at dawn and decreasing peak densities westward through the nightside. This corresponds to an enhancement of the proton density in the morning sector. The nightside temperature (midnight, 21 LT, 3 LT, 6 LT) shows little to no variation while the dayside hot-ion temperature has maximum values during the main phase of the storm, followed by a drop of about 20% of its value at the peak of the storm. Similarly to the temperature, the entropy density has minimum and maximum values on the dayside and almost no variation on the nightside. The average drop in the entropy density is of approximately 17%. This is in agreement with the findings for density and temperature.

In order to quantify the effects of choosing different reference times when doing superposed epoch analysis, it is useful to perform a statistical test on some of the moments values from the different epoch time results. Figure 2.5 is particularly useful for this, in which the averaged moments from the different reference time choices are directly compared. It can be seen that there are certain times and places within the plots of Figure 2.5 when there is a large amount of spread between the moments values. It is these places that will be systematically considered to identify when the reference time choice is important.

Specifically we conducted significance tests for some of the maximum and mini-
Figure 2.7: Superposed epoch data from the MPA instruments showing Local Time profiles extracted from the results in Figure 2.4. From left to right, by columns are presented the hot proton density ($cm^{-3}$), the hot proton temperature ($keV$) and the entropy density ($keV/cm^{-2}$) for different choices of epoch time. Each row corresponds to a certain epoch time while the color lines represent the distinct local times: noon (blue), 15 LT (light blue), 18 LT (red), 21 LT (yellow), midnight (green), 3 LT (purple), 6 LT (black).
mum values within Figure 2.5. For the hot-ion density column, the maximum value within the plot was compared against the minimum value at the same epoch time. That is, a vertical line was drawn straight down from the peak value within any one density panel, and the peak value was compared against the minimum value along that vertical line, from whichever other reference time result is the lowest there. So, for example, for the hot-ion densities at 12 LT (Figure 2.5, left column), the peak value is from the curve for the minimum $D_{st}$ reference time (black curve, $1.35 \text{ cm}^{-3}$ at ET=0.4 days), which was compared with the corresponding value from the minimum slope reference time at ET=0.4 days (red curve, $0.95 \text{ cm}^{-3}$). For the hot-ion temperature results in Figure 2.5, again the peak temperature value was found and compared with the minimum temperature at the same epoch time, from whichever reference time result is lowest at that place in the plot. For the entropy density results, the procedure is reversed: the minimum value of each plot was compared with the maximum value at the same epoch time.

Using these values, the Student T-test statistics and significance were calculated for the hot-ion density, temperature and entropy density means using all seven choices of epoch times. T-test statistics $T$ of two populations $x = (x_0, x_1, ..., x_{N-1})$ with mean $ar{x}$ and $y = (y_0, y_1, ..., y_{M-1})$ with mean $ar{y}$ is computed in the following way:

$$T = \frac{\bar{x} - \bar{y}}{\sqrt{\frac{\sum_{i=0}^{N-1} (x_i - \bar{x})^2 + \sum_{i=0}^{M-1} (y_i - \bar{y})^2}{N+M-2}} \cdot \left(\frac{1}{N} + \frac{1}{M}\right)} \quad (2.5)$$

i.e., the ratio of the means difference to the standard error of differences. The series elements are all of the real data that contributed to the average values for the two specific points from Figure 2.5 that are being compared. For example, for the hot-ion densities at 12 LT (Figure 2.5, left column), the two points being compared (from the red and blue curves at ET=0.4 days) contain 342 and 303 observations (which are summation ranges N and M in equation 5).
The significance of the T-test represents the probability that the two samples of populations have significantly different means. The significance is a value in the interval $[0.0, 1.0]$, and a small value of less than 0.05 is indicative of the fact that $x$ and $y$ have significantly different means, while a value of 1.0 corresponds to 100% correlation between the samples.

T-test statistics were calculated between the points that make up the maximum value of each averaged quantity and the points that account for the minimum value at the same universal time. The results are shown in Table 2.2. These statistics were calculated using the averaged quantities shown in Figure 2.5. Each of the numbers represents the significance value for different populations. We note that when superposing at maximum $D_{st}$ slope, the peak in noon density is not as sharp as when we superpose the data at minimum $D_{st}$ slope. When the epoch time is chosen close to the start of the storm ($Epoch_2$), we note a peak in the noon temperature, a peak that is lost when the epoch time is set at close to the maximum intensification of the storm, meaning that the numbers that go into the the peak value of temperature are significantly different than the ones that go into the averaging at the minimum $D_{st}$ at the same epoch time. For the 21 LT density and entropy density, 6 LT entropy density and 3 LT temperature, the maximum and the minimum values are not significantly different, meaning that most likely, they come from the same populations. For all the other local times, all parameters have significantly different means. Therefore, the choice of the epoch time matters primarily in accurately depicting the size of the peak in all of the averaged quantities. Qualitatively, the presence and shape of the peaks is unaltered by the time stamp used in the analysis.

### 2.4 Discussion and Conclusions

We have reported on the importance of epoch time selection when doing statistical studies using the superposed epoch analysis. We have performed the averaging of
Table 2.2: Significance values for hot-ion density, temperature and entropy density correlations between data points contained by the maximum and minimum values at the corresponding epoch time. Boldface numbers indicate values below the 5% correlation limit.

29 solar maximum intense storms using both solar wind data from ACE and geosynchronous observations by the MPA instruments from the LANL satellites. The results presented above show clearly that certain parameters require a certain epoch time in order to reproduce an accurate behavior, and others are less sensitive to the epoch time choice when doing superposed epoch analysis, since they exhibit less spatial and temporal variation. The Gonzalez et al. (1994) convention commonly used to illustrate intense storm behavior is met by superposed storm profiles, only if the superposition of the data is done at the Epoch4 or later, i.e., no earlier than about 6 hours before the storm peak for an average length storm. In addition, when the zero epoch time is set near the minimum $D_{st}$ index, the storm sudden commencement features are lost.

The average duration of the main phase is found to be 13.2 hours. This result is somewhat in agreement with Pulkkinen et al. (2007), who found that the average duration of sheath storms is of about 8 hours while the main phase in the case of cloud storms lasts for about 14 hours. Note that in our study we do not differentiate between the storm drivers and we only study storms that occurred during the solar maximum. However, CME-driven storms occur with predilection during solar maximum (Richardson et al., 2001), so our data set is probably dominated by such storms, thus our claim that our result for the main phase duration is in agreement
with the findings of Pulkkinen et al. (2007) is justified. Moreover, the ring current takes about 7.2 hours on average to reach maximum enhancement while the Late Main Phase lasts for approximately 6 hours, in agreement with her CME main phase duration findings of 14 hours.

We have investigated the characteristics and the temporal evolution of geosynchronous plasma parameters as a function of local and epoch time. Our results show an eastward motion of the particle peak density with different local time densities peaking at different moments during the development of the storm. These findings lead us to conclude that this motion describes the inflow of fresh plasma sheet particles into the inner magnetosphere. Conversely, flow-out of the preexisting ring current is seen best with early epoch times. Thus the noon temperature is one of the bulk ion parameters that requires a time stamp closer to the start of the storm in order to be resolved in the averaging.

Furthermore, our findings indicate that a distinct epoch time is needed to accurately resolve certain solar wind features; when looking at the hot protons at geosynchronous orbit, the choice of the epoch time primarily matters in accurately depicting the size of the peak in all averaged quantities while the presence and shape of the peaks is unaltered by the time stamp used in the analysis.
CHAPTER III

Overview of Space Weather Modeling Framework

3.1 The Space Weather Modeling Framework

The Space Weather Modeling Framework (SWMF) is a robust, high-performance numerical tool that can be used or customized to link together Sun to Earth modeling components, capable of simulating physics from the solar surface to the upper atmosphere of the Earth (Tóth et al., 2005, 2007). The SWMF integrates numerical models for numerous physics domains, self-consistently solving the physics within each region of interest and the coupling between them. This includes models of the Solar Corona (SC), Eruptive Event Generator (EE), Inner Heliosphere (IH), Solar Energetic Particles (SP), Outer Heliosphere (OH), Global Magnetsphere (GM), Inner Magnetsphere (IM), Plasmasphere (PS), Radiation Belt (RB), Polar Wind (PW), Ionosphere Electrodynamics (IE), Upper Atmosphere (UA) and Lower Atmosphere (LA) coupled into a complex model. Each domain can be represented with alternative physics models, and the coupling of these modules makes the SWMF a unique and powerful tool in simulations that were not possible with individual physics models. An illustration of the SWMF modules and their coupling is presented in Figure 3.1.

Many of the codes currently part of SWMF are based on first-principle physics, but simpler models, such as empirical codes, are implemented as well. The system is capable of simulating the space environment from the solar atmosphere to the
Earth’s atmosphere, involving numerous components of the framework at the same time. Nevertheless, as few as one module can be used at a time, i.e. running a model in stand alone mode. In the following chapters, all simulations are driven by solar wind observations from the ACE satellite orbiting at the Lagrange 1 point on the Sun-Earth line. Three modules will be used: Global Magnetosphere (GM), Ionosphere Electrodynamics (IE) and the Inner Magnetosphere (IM). The models used and the coupling invoked are described in the following sections.

![Diagram showing various SWMF components. Arrows indicate couplings between modules.](image)

SWMF has been extensively used for scientific studies of the geospace by many authors, e.g. Toth et al. [2007], Zhang et al. [2007], Yu and Ridley [2009]. Below we will briefly describe the domains relevant to this study.
3.1.1 Global Magnetosphere

This domain describes the magnetic field and plasma properties in the outer magnetosphere and encompasses the bow shock, the magnetopause and the magnetotail of the planet. The physics of the global magnetosphere domain is dominated by the magnetospheric convection and the large scale transport of mass and energy from the solar wind to the magnetosphere. There is one model for the global magnetosphere in the SWMF, the Block Adaptive Tree Solar-wind-type Roe Upwind Scheme (BATS-R-US) global magneto-hydrodynamic (MHD) model (Powell et al., 1999; Tóth et al., 2006). This model solves the magnetohydrodynamic equations, everywhere outside an inner boundary near Earth, taken here at 2.5 Re. In the ideal MHD formalism, there are several important assumptions being made: the electron - proton plasma is treated as a single fluid, the pressure is isotropic (the thermal plasma is treated as a scalar), the heat flow is neglected, conductivity is infinite (plasma is perfectly conducting, therefore null magnetic resistivity), and charge neutrality is assumed. For reference, the MHD equations in the conservative form are written as:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0 \tag{3.1}
\]

\[
\frac{\partial (\rho \mathbf{u})}{\partial t} + \nabla \cdot \left[ \rho \mathbf{u} \mathbf{u} + \left( p + \frac{B^2}{2 \mu_0} \right) I - \frac{B \mathbf{B}}{\mu_0} \right] = \rho \mathbf{g} \tag{3.2}
\]

\[
\frac{\partial \mathbf{B}}{\partial t} + \nabla \cdot (\mathbf{u} \mathbf{B} - \mathbf{B} \mathbf{u}) = 0 \tag{3.3}
\]

\[
\frac{\partial \epsilon}{\partial t} + \nabla \cdot \left[ \mathbf{u} \left( \epsilon + p + \frac{B^2}{2 \mu_0} \right) - \frac{(\mathbf{u} \cdot \mathbf{B}) \mathbf{B}}{\mu_0} \right] = \rho \mathbf{g} \cdot \mathbf{u} \tag{3.4}
\]

In the above equations, the conserved quantities are the plasma mass density \( \rho \), momentum density \( \rho \mathbf{u} \), total energy density \( \epsilon \) and the magnetic field \( \mathbf{B} \), while \( \mathbf{u} \) is
the plasma velocity, \( p \) is the pressure, \( g \) is the gravitational acceleration due to the central body. The total energy density is expressed as the following:

\[
\epsilon = \frac{\rho u^2}{2} + \frac{p}{\gamma - 1} + \frac{B^2}{2\mu_0}
\] (3.5)

One of the most interesting features of BATS-R-US is that it uses an adaptive Cartesian, block-based grid (see Powell et al., 1999), allowing the user/the code itself to specify/determine the desired spatial resolution. The domain is divided into block tree structures, with each block containing \( n \times n \times n \) cells (\( n = 8 \) for the purpose of the studies within this thesis) and therefore enabling effective parallelization of the model by distributing different blocks to separate processors. Moreover, this architecture allows for easy refinement of blocks, by splitting them into 8 new blocks (division of each block in two for each dimension). Although the resulting block contains the same number of grid points, the resolution is halved (more refined). An example of the block structure used in BATS-R-US is presented in Figure 3.2.

Since the Alfvén velocity \( v_A = \frac{B}{\sqrt{\mu_0 \rho}} \) is not only unbound to the speed of light but it can actually exceed it in locations where the magnetic field is strong enough (near the Earth’s magnetic poles for example), this speed can be the one that determines the time step (time step is determined by the fastest wave speed). In this situation, one can use the Boris correction (Boris, 1970; Gombosi et al., 2003), which limits the Alfvén speed to the speed of light, and artificially decrease of the light speed by including the displacement current into the Ampere’s law and re-deriving the semi-relativistic MHD equations. This correction allows for an increase in the time step.

For simulations of the Earth’s magnetosphere, the coordinate system of choice is Geocentric Solar Magnetospheric (GSM), with the X axis pointing radially from the center of the Earth towards the Sun. The Z axis points towards the northern hemisphere such that the terrestrial dipole axis is contained by the X-Z plane, and the Y axis points dusk-ward, completing the right-handed system. The Earth’s magnetic
dipole axis is tilted away from the rotation axis by 11° and can move as a function of time, so it rotates around the rotation axis each day. The algorithms and numerical schemes are described in detail by Powell et al. (1999) and De Zeeuw et al. (2000).

The GM module (BATS-R-US) couples to all other modules used in the subsequent studies. In the regions close to the body, where the grid overlaps with that of the Inner Magnetosphere component, the MHD results are nudged toward the IM results (De Zeeuw et al., 2004), while the flux tube volume and ionospheric footprints are passed through couplers to the inner magnetosphere (IM) component. Also, the field-aligned current strength and position are passed to the ionospheric electrodynamics (IE) component, which in turn returns the electric potential at the GM boundary. This value is converted to velocity at the inner boundary. Throughout this thesis, we used as an upstream boundary condition the measurements from the ACE spacecraft. The inner boundary density is set to a fixed value of 28 cm$^{-3}$, while the temperature
and the magnetic field are continuous through the inner boundary.

### 3.1.2 Inner Magnetosphere

The physics of the Earth’s inner magnetosphere is highly complicated since this region contains overlapping particle distributions over a large range of energies. The motions (gradient and curvature drifts) of these different particle populations are energy dependent, therefore a standard single fluid treatment of this plasma cannot provide an adequate description of the inner magnetosphere. To accurately simulate this closed-field-line region, a kinetic model solving the energy-dependent particle flows of hot ions and electrons is needed. The Rice Convection Model (RCM) \( \text{(Harel et al., 1981; De Zeeuw et al., 2004)} \) is one of the IM models and it was used for these studies, unless specified otherwise.

The RCM represents the plasma population in terms of multiple isotropic fluids and calculates the dynamic behavior of the inner-magnetospheric particles in a region of the magnetic equatorial plane that extends from just inside the dayside magnetopause to the nightside inner plasma sheet \( (\sim 10 \text{ Re}) \) and \( \sim 7 \text{ Re} \) on the dawn/dusk direction. The inner boundary is \( 9.86^\circ \) invariant magnetic latitude. Nevertheless, when coupled with BATS-R-US, the outer boundary is dynamic, following the boundary of the last closed field lines.

In this region, the plasma undergoes slow flow with \( v < \ll v_{\text{thermal}} \) and \( v < \ll v_{\text{Alfven}} \) \( (\text{Wolf, 1983}) \), drifting as an action of the co-rotation and electromagnetic fields.

Each fluid is regarded as a volume of phase space, characterized by adiabatic energy invariant \( \lambda_k \), flux tube content \( \eta_k \), and charge \( q_k \), whose flux tube averaged characteristics are advected through the magnetosphere. The subscript \( k \) describes a given charge, mass and energy invariant \( \lambda_k \) species.

\[
|\lambda_k| = W(\lambda_k, \mathbf{x}, t) V^{2/3}
\]  \hspace{1cm} (3.6)
where $W$ is the particle kinetic energy, $\lambda_k$ is conserved along a drift path, and $V$ is the flux tube volume

$$V = \int_{Sh}^{Nh} \frac{ds}{B(x, t)}$$  \hspace{1cm} (3.7)

$Nh$ and $Sh$ refer to the field line endpoints in the northern and the southern hemispheres, respectively.

The flux tube content $\eta_k$ is related to thermodynamic pressure $P$ and the plasma distribution function $f_k(\lambda)$ by the following relations:

$$PV^{5/3} = \frac{2}{3} \sum_k \eta_k |\lambda_k|$$  \hspace{1cm} (3.8)

$$\eta_k = \frac{4\pi \sqrt{2}}{m_k^{3/2}} \int_{\lambda_{\min}}^{\lambda_{\max}} \sqrt{\lambda} f_k(\lambda) d\lambda$$  \hspace{1cm} (3.9)

Because RCM assumes isotropic particle distributions, the motion of the whole flux tube is used to describe the motion of the plasma. The bounced averaged particle motion in an electric and magnetic field, including the gradient and curvature drifts (Wolf, 1983) is obtained by averaging over an isotropic distribution and over a flux tube.

$$v_k(\lambda_k, x, t) = \frac{E - \frac{1}{q_k} \nabla W(\lambda_k, x, t)}{B^2(x, t)} \times B(x, t)$$  \hspace{1cm} (3.10)

The Rice Convection Model advects each fluid using the following relation:

$$\frac{\partial \eta_k}{\partial t} + \frac{B \times \nabla \left( \Phi + \Phi_c + \frac{\lambda_k V^{-2/3}}{q_k} \right)}{B^2} \cdot \nabla \eta_k = -\text{Losses}$$  \hspace{1cm} (3.11)

$\Phi$ represents the ionospheric electric potential, where the induction electric field can be neglected, and $\Phi_c$ represents the electric potential due to corotational electric
field. The right hand side of Equation 3.11 denotes explicit losses, typically charge exchange for ions and precipitation into a loss cone for electrons (Wolf et al., 1991; Toffoletto et al., 2003) while outflow through the dayside magnetopause is implicit in the RCM solution of the advection equations. However, for our studies, all ions are considered to be protons and charge exchange collisions are not considered explicitly within the RCM domain. More detailed RCM descriptions of the model equations and the numerical techniques can be found in the work of Sazykin (2000) and Toffoletto et al. (2003).

In the stand alone version, the flow of electric currents along magnetic field lines to and from the conducting ionosphere and the associated electric fields are calculated self-consistently, assuming that the field lines are perfect conductors (Vasyliunas, 1970). However, RCM can receive the ionospheric potential from the Ionosphere Electrodynamics (IE) component, creating a self-consistent inner magnetosphere when it is used in conjunction with GM and IE.

Transfer of information from GM to IM is expedited by efficient ray-tracing algorithms in BATS-R-US, as described by De Zeeuw et al. (2004). The ray tracing allows field-lines to be quickly traced from one hemisphere to another, yielding flux tube foot points and averaged densities and temperatures. The GM domain also provides the the open/closed field line boundary, and passes it to the IM module on each coupling to update the spatial boundary on a continuous basis. On the other hand, IM computes the density and pressure along those closed field lines and feeds this information to GM in order to correct these values.

3.1.3 Ionospheric Electrodynamics

The magnetosphere and ionosphere are closely coupled due to the flow of magnetospheric currents along the magnetic field lines into and out of the conductive ionosphere, via region 1 (at higher latitudes) and region 2 (equator-ward of region
field-aligned currents. The two-dimensional electric potential and auroral precipitation patterns are described within this domain. The SWMF uses an ionospheric model that is a combination of an electric potential solver and a model of the electron precipitation (Ridley and Liemohn, 2002; Ridley et al., 2004), and is needed for proper GM and IM domain simulations.

Field-aligned currents are computed at 3.5 Re in the magnetosphere and then mapped down into the ionosphere, where the ionospheric electric potential is calculated. FACs provided by the Global Magnetosphere domain are needed to calculate particle precipitation and conductance patterns. The conductance and field-aligned currents are used to calculate the electric potential.

Since most of the mapping occurs between 2.5 Re (GM inner boundary) and 110 km (known as the 'gap' region), the magnetic field in this region is set to dipolar values and the current is scaled according to the $B_{\text{ionosphere}}/B_{3.5\text{Re}}$ ratio, where $B_{\text{ionosphere}}$ represents the strength of the magnetic field in the ionosphere while $B_{3.5\text{Re}}$ is the magnetic field at 3.5 Re in the magnetosphere.

The radial (field-aligned) current $J_r$ at the ionosphere height is used to calculate the electric potential from:

$$J_r(R_e) = \left[ \nabla \cdot \left( \Sigma \cdot \nabla \Phi \right) \right]_{R=R_e}$$

(3.12)

where $\Phi$ is the ionospheric electric potential, $\Sigma$ is the height integrated conductance tensor. The closure currents are described by:

$$J_\perp(R_e) = \Sigma \cdot \nabla \Phi$$

(3.13)

The conductance tensor includes effects from several sources: solar illumination conductance, nightside starlight conductance, auroral precipitation conductance, and polar cap conductance.
Solar illumination is an important ionization source and thus conductance source on the dayside and is approximated by taking the F10.7 flux (the 10.7cm solar radio flux) as a model input along with the Hall (in the direction perpendicular to both the magnetic and electric fields) and Pedersen (in the direction perpendicular to the magnetic field and parallel to the electric field) conductivities as derived by Moen and Brekke (1993):

\[
\Sigma_H = F_{10.7} \left( 0.81 \cos(\xi) + 0.54 \sqrt{\cos(\xi)} \right) \tag{3.14}
\]

\[
\Sigma_P = F_{10.7} \left( 0.34 \cos(\xi) + 0.93 \sqrt{\cos(\xi)} \right) \tag{3.15}
\]

where \(\xi\) is the solar zenith angle, which is 0° at the sub-solar point and 90° at the terminator. The starlight and polar cap conductance effects are included as constants, while the auroral precipitation conductance is accounted for using an empirical relationship based on results from the Assimilative Mapping of Ionospheric Electrodynamics (AMIE) technique (Ridley et al., 2004).

The electric potential is mapped back to the inner boundary of the GM domain. Then the electric field and velocities at the inner boundary are calculated using

\[
E = -\nabla \Phi \tag{3.16}
\]

\[
v = \frac{E \times B}{B^2} \tag{3.17}
\]

and the co-rotation velocity field is added to the ionospheric generated velocity field.

IE provides the electric potential to IM component as well through one way coupling.
3.1.4 Simulations Setup

For all simulations performed, we coupled together the Global Magnetosphere (BATS-R-US), Inner Magnetosphere (RCM) and Ionosphere Electrodynamics (RIM) models. An outline of the simulation setup is presented in Figure 3.3.

![Coupling schematic of the GM-IM-IE coupling within SWMF.](image)

Figure 3.3: Coupling schematic of the GM-IM-IE coupling within SWMF.

The inner boundary of GM is set at 2.5 Re from the center of the Earth where the flows generated by the ionospheric potential are set. The simulation domain is defined by X with the range [-224Re, 32Re], with Y and Z in the range [-128Re, 128Re]. The IM domain overlaps with the GM domain and changes according to the open/closed field line boundary information provided by BATS-R-US; the IM domain typically extends to 10 Re in X and Y coordinates in the equatorial plane, within the GM region.

We ran the BATS-R-US model with refined spatial resolution, the smallest grid cells being set to 1/8 Re in the shell region from 2.5 to 3.5 Re where the field aligned current calculation is performed. Close to the Earth (X: 16Re, -32Re, Y: -8Re, 8Re, Z: -8Re, 8Re) the resolution was set to 1/4 Re. In the vicinity of the tail and bow shock the resolution was set to 1/2 Re, while everywhere else was 2 Re. Figure 3.4 shows...
the BARS-R-US grid resolution in the equatorial plane used for all of our SWMF simulations.

Figure 3.4: Illustration of the grid resolution setup in the equatorial plane. Sun is on the right.

The smallest cells are concentrated closer to the Earth and at the expected locations of the bow shock and the magnetotail. Note that in this simulation the cell spatial resolution is set low (2.0 Re) in the far magnetotail to avoid too much computing time. The Ridley Ionospheric Model (IE) uses a two dimensional spherical grid with 1 degree resolution in latitude and 2 degree resolution in longitude, while the RCM (IM) uses a non-uniform 78 by 48 2D spherical grid.

The simulations were carried out in three stages. In the first stage, the Global Magnetosphere component is initialized and runs for 1500 iterations in order to converge to a steady state solution. After this initial stage, the GM, IM, and IE components start from the GM solution and run for additional 700 iterations to obtain an initial state for all components. The model is driven by the ACE satellite measurements propagated to (32, 0, 0) Re, at the start time of the simulation. These data are applied as the upstream boundary conditions. After that, the time accurate session begins. A Rusanov numerical scheme is used with the less diffusive mc3 (monotonized
central) slope limiter. The Boris correction factor is set to 0.01 (that is, the speed of light is 100 times slower than reality, to allow for larger times steps).

For the purpose of this study, in the IM/RCM model, the protons are the only ions and charge exchange is not explicitly included. In the IE component, on the basis of the observed data, the 10.7 cm solar radio flux (F10.7) expressed in Janskys (Jy) is used as an input parameter for each simulation event. The nightside Pedersen conductance is 1.0 mhos, which dominates on the nightside. The average Pedersen conductance in the polar cap is set at 0.25 mhos.

The GM and IE components are coupled every 5 seconds, meaning that the electric potential from IE and the field aligned currents from GM are updated at this frequency. The IM-GM and IE-IM couplings occur every 10 seconds (2 time steps in RCM). The IM obtains the field topology and plasma information from the GM component, while getting the electric potential from the IE and provides the density and pressure corrections back to GM every 10 seconds. Typically, each BATS-R-US simulation domain contains about 2.5 million cells and the time step is 0.07 seconds (RCM has a 5 seconds time step). Coupling these three components enables passing information back and forth between the GM, IE and IM, allowing a self consistent treatment of the magnetosphere.
CHAPTER IV

Averaged Input Simulations

4.1 Motivation

In Chapter II we took a close look at the average profile of intense storms at Solar Maximum by using the technique of Superposed Epoch Analysis for different choices of epoch times. As a next step, using global magnetosphere modeling, we will investigate whether the averaged solar wind conditions (which smooth out large excursions in the solar wind drivers) will be able to reproduce the average characteristics of a magnetic storm as highlighted in Chapter II. Smoothing, averaging, and/or de-spiking the input data will allow us to determine the role of the transient spikes in the development of magnetic storms. In order to determine the effectiveness of fluctuations in solar wind parameters in triggering magnetic storm, numerical simulations with SWMF, using averaged solar wind upstream conditions, will be performed.

4.2 Methodology

The modules used in the SWMF simulations were the GM (BATS-R-US), IM (RCM), and IE (Ridley Ionospheric Model) and the simulation setup was described in Chapter III, Section 3.1.4. Due to high computational demands (on 64 processors it takes 5 hours to simulate 1 hour of the storm), we restricted our study to only five
storms as opposed to 29 in the previous study. The events were selected according to the pressure-corrected $D_{st}$, $D'_{st}$, being less than $-100$ $nT$, similarly to the procedure described in Chapter II. To more accurately carry out this study, each of the five actual intense storms selected occurred at solar maximum and around the equinox, therefore the Earth's tilt axis is relatively the same for all events. Moreover, all of the selected events were CME driven and displayed a sharp gradient in the solar wind plasma pressure. The magnetic storms considered for our study are: September 22, 1999; April 18, 2001; August 17, 2001; October 21, 2001 and October 28, 2001.

To investigate the effectiveness of the fluctuations in the solar wind parameters, averaged solar wind upstream conditions are to be taken as upstream conditions to the SWMF. The averaged input is obtained by doing Superposed Epoch Analyses (SEA) of all five intense, CME driven storms with three distinct locations for the zero epoch time: Dst minimum (the peak of the storm development), the jump in pressure in solar wind parameters (corresponding to Storm Sudden Commencement) and the maximum slope in Dst index (the sharpest decrease in Dst - the peak of Ring Current enhancement).

Each of the 5 actual intense storms will be individually simulated with the SWMF and for one of the five storms selected, we plan to run simulations using the solar wind averaged data as the upstream conditions input. In addition, the superposed epoch technique will be applied to all of the simulation results in order to compare the average profile of the five simulated events with the profile of a storm driven by the averaged solar wind conditions. This study will allow us to examine the nature of the relationship between the solar wind parameters and the formation and decay of the ring current.

Figure 4.1, Figure 4.2, Figure 4.3, Figure 4.4 and Figure 4.5 show the solar wind plasma and interplanetary magnetic field (IMF) parameters, obtained from ACE satellite, for each event. The data is propagated from the satellite location to $(32, 0, 86)$...

During the September 22, 1999 event (Figure 4.1), we note a substantial jump in the particle number density from $19 \text{ cm}^{-3}$ to $76 \text{ cm}^{-3}$, happening around noon (12:52 UT) on September 22. At this time the IMF $B_z$ is northward, only to turn southward approximately 7 hours later and stays negative for another 4.5 hours. During the main phase of the storm, the IMF $B_z$ fluctuates between $29 \text{ nT}$ and $-23 \text{ nT}$ while the minimum $D_{st}$ and SYM-H indices reached $-173 \text{ nT}$ and $-166 \text{ nT}$, respectively.

Figure 4.2 shows the ACE observations for April 18, 2001 magnetic storm. Again, we see a steep jump in particle number density, from $23 \text{ cm}^{-3}$ to $39 \text{ cm}^{-3}$, in the morning of April 18th, 2001. For this event, the Z component of the IMF turns southward at the same time with the density jump and remains southward for at least 3 hours, displaying large fluctuations between $16 \text{ nT}$ and $-25 \text{ nT}$ throughout the main phase. This produced a disturbance in the geomagnetic field with an observed $D_{st}$ minimum of $-114 \text{ nT}$ and a SYM-H index of $-122 \text{ nT}$.

During the August 17, 2001 storm (Figure 4.3), the particles number density starts increasing at about 14:00 UT from $5 \text{ cm}^{-3}$ to $28 \text{ cm}^{-3}$, while IMF $B_z$ is predominantly southward for a period of $\sim 10$ hours. We note that $B_z$ has large oscillations between $28 \text{ nT}$ and $-27 \text{ nT}$ and the resulting magnetic storm recorded a $D_{st}$ and a SYM-H minimum of $\sim -105 \text{ nT}$ and $-131 \text{ nT}$, respectively.

For the October 21, 2001 storm (Figure 4.4), the solar wind density and IMF $B_z$ displayed similar features as those in the August event. The proton number density is suddenly increasing to double it’s pre-storm value (from $18 \text{ cm}^{-3}$ to $37 \text{ cm}^{-3}$ around 15:00 UT) and IMF $B_z$ is turns southward as soon as the shock reaches the Earth’s magnetosphere, fluctuating between $25 \text{ nT}$ and $-27 \text{ nT}$. This produced a $D_{st}$ minimum of $-187 \text{ nT}$ and SYM-H index reached $-219 \text{ nT}$.

A week later, another CME hits the Earth at 02:00 UT on October 28th (Figure
Figure 4.1: September 22, 1999 input parameters. From top to bottom are presented the input parameters: \( B_x \) (nT), \( B_y \) (nT), \( B_z \) (nT), \( v_x \) (km/s), \( v_y \) (km/s), \( v_z \) (km/s), density (cm\(^{-3}\)), temperature (K), and eastward component of the electric field \( E_y \) (mV/m). The horizontal red dashed line is drawn at zero in the \( B_z \) and \( E_y \) plots to better identify the northward/southward turning of the IMF \( B_z \) field.
Figure 4.2: April 18, 2001 input parameters. From top to bottom are presented the input parameters: $B_x$ (nT), $B_y$ (nT), $B_z$ (nT), $v_x$ (km/s), $v_y$ (km/s), $v_z$ (km/s), density (cm$^{-3}$), temperature (K), and eastward component of the electric field $E_y$ (mV/m). The horizontal red dashed line is drawn at zero in the $B_z$ and $E_y$ plots to better identify the northward/southward turning of the IMF $B_z$ field.
Figure 4.3: August 17, 2001 input parameters. From to bottom are presented the input parameters: $B_x$ ($nT$), $B_y$ ($nT$), $B_z$ ($nT$), $v_x$ ($km/s$), $v_y$ ($km/s$), $v_z$ ($km/s$), density ($cm^{-3}$), temperature ($K$), and eastward component of the electric field $E_y$ ($mV/m$). The horizontal red dashed line is drawn at zero in the $B_z$ and $E_y$ plots to better identify the northward/southward turning of the IMF $B_z$ field.
Figure 4.4: October 21, 2001 input parameters. From top to bottom are presented the input parameters: $B_x \, (nT)$, $B_y \, (nT)$, $B_z \, (nT)$, $v_x \, (km/s)$, $v_y \, (km/s)$, $v_z \, (km/s)$, density ($cm^{-3}$), temperature ($K$), and eastward component of the electric field $E_y \, (mV/m)$. The horizontal red dashed line is drawn at zero in the $B_z$ and $E_y$ plots to better identify the northward/southward turning of the IMF $B_z$ field.
4.5), and a storm with a minimum $D_{st}$ of $-157\, nT$ and a recorded SYM-H index of $-150\, nT$ develops. The density increases about 4 times (from $12\, cm^{-3}$ to $43\, cm^{-3}$) and the IMF $B_z$ (varies between $9\, nT$ and $-20\, nT$) stays southward for more than 6 hours.

4.3 Results

Figure 4.6 shows the $D_{st}$ results for all the individual events. The black dashed line shows the 1 hour resolution observed $D_{st}$, the black continuous line presents the 1 minute resolution SYM-H observations and the blue line shows the simulated $D_{st}$ results. From top to bottom are presented the simulation results for September 22, 1999, April 18, 2001, August 18, 2001, October 21, 2001, and October 28, 2001.

We note that for the September 22, 1999 (top panel of Figure 4.6), the simulated $D_{st}$ is lower (with a minimum of $-230\, nT$) than both observed geomagnetic indices ($D_{st}$ and SYM-H), it drops sooner and starts recovering at the time when the observed $D_{st}$ is still progressing toward its minimum. Therefore the model results overestimate the strength of the ring current and indicate a shift in the peak of the storm.

For the case of April 18, 2001, the simulated $D_{st}$ does not go below $-62\, nT$, although it seems to reproduce isolated features during the storm. The Storm Sudden Commencement is well captured, although the timing is delayed by a few minutes. Another interesting feature is that the slight increase in $D_{st}$ at about 05:30 UT is captured as well but the values are completely off. Nevertheless, the simulated $D_{st}$ seems to level with the observed one towards the time the recovery phase takes place.

In a similar way, the isolated features of the $D_{st}$ index are well captured in the case of August 17th, 2001 event, but the $D_{st}$ fails to reach values comparable to the observed ones (modeled $D_{st} = -48\, nT$ compared with observed $D_{st} = -105\, nT$). During the main phase, it does not go below $-48\, nT$ and levels up with the observations during the recovery phase. Therefore the simulation does not reproduce
Figure 4.5: October 28, 2001 input parameters. From to to bottom are presented the input parameters: $B_x (nT)$, $B_y (nT)$, $B_z (nT)$, $v_x (km/s)$, $v_y (km/s)$, $v_z (km/s)$, density ($cm^{-3}$), temperature ($K$), and eastward component of the electric field $E_y (mV/m)$. The horizontal red dashed line is drawn at zero in the $B_z$ and $E_y$ plots to better identify the northward/southward turning of the IMF $B_z$ field.
the profile of an intense storm at this stage.

For the October 28, 2001 storm, the storm sudden commencement is again well captured, but the timing is a few minutes delayed. Nevertheless, the delay is small and can be due to the propagation of the data to 32 Re. However, throughout the storm, the $D_{st}$ does not decrease at all and is fairly constant, barely reaching $\sim -35 \, nT$.

Interestingly enough, the cross polar cap potential is well fitted with the observationally based Assimilative Mapping of Ionospheric Electrodynamics (AMIE) potential routine of Ridley et al. (2000). In Figure 4.7 we only show the simulation results for the transpolar potential for August 2001 event. The close profile of the two indicate that the convection electric field is well represented by our model. Nevertheless, the overall ring current behaviour is not well reproduced, except for the September 1999 event. This could be due to too low plasma of a pressure in the inner magnetosphere. We note that one major difference between the 5 events selected, the September event had a very long initial phase, that lasted for several hours, compared to a few minutes for all the other storms.

Please note one event was rerun with different run setups, including different resolutions and different numerical schemes, but the results did not change significantly.

4.4 Conclusions

Even though the events we selected were similar in their nature, that is, were driven by the same solar wind driver, occurred at similar tilt of Earth’s axis, during the same solar cycle and with similar intensities, the model was unable to reproduce their profile. Only for the event of September 1999 the simulated $D_{st}$ index reached an ’intense storm-like’ value, although the overall intensity of the ring current was overestimated. Therefore, it would be futile to continue the superposed input study. Our goal was to probe the answer to this question: is the average of individual storm
Figure 4.6: $D_{st}$ profiles for all the events. Black dashed line presents the 1 hour resolution observed $D_{st}$, the black continuous line presents the 1 minute resolution SYM-H observations and the blue line shows the simulated $D_{st}$ results. From top to bottom are presented the results from the simulation of September 22, 1999, April 18, 2001, August 18, 2001, October 21, 2001 and October 28, 2001.
Figure 4.7: Cross polar cap potential (CPCP) profiles for August 17, 2001 events in both the northern (top panel) and southern (bottom panel) hemisphere. Black line presents AMIE potential while the blue lines show the modelled result.
simulations the same as a single simulations using the averaged input? This study no
longer makes sense when the simulations of the individual storms are so inconsistent
with the observed state of magnetic disturbance. It seems that the SWMF produces
the correct convective flow in the magnetosphere, so it is most likely not producing
the correct near-tail plasma sheet densities and temperatures. The direction of the
numerical study needs to be revised to better address the posed question.

In order to examine the role of the transient spikes in the development of a mag-
netic storm, we can focus our attention on a single event rather than a series of events,
and perform smoothing of the input parameters for just that particular storm. This
analysis is presented in Chapter V.

Another option would be to not only focus on the same solar wind driver but
rather to investigate different types of solar wind drivers and understand the dominant
physical processes for each class of storm. Therefore, Chapter VI presents our work
on CIR driven storms. As in Chapter V, this study investigates the role of solar wind
fluctuations in controlling inner magnetosphere dynamics.

Furthermore, a better model for the inner magnetosphere is important. For
storms, the inner magnetospheric drift physics model is one of the key elements of
the code. Therefore, it is useful to incorporate a new drift physics model into SWMF.
One such endeavour is described in detail in Chapter VII.
CHAPTER V

Non-linear feedback of the solar wind parameters on the ring current

5.1 Motivation

There are still things we don’t know about the storm-time ring current and plasmasphere, especially with regard to the ring current’s nonlinear response on the energy input. The magnetospheric responses to the solar wind input has been suggested to be highly nonlinear and to produce very different outputs for a slight difference in the input (Baker and McPherron, 1990; Klimas et al., 1994).

Non-linear response of the ring current formation and decay to the changes in the plasma sheet density has been reported throughout the literature (e.g. Ebihara et al., 2005). Palmroth et al. (2003) used global MHD simulations to investigate the solar wind energy transfer to the magnetosphere. The authors suggested that during the main phase of a magnetic storm, the energy transferred from the solar wind to the magnetosphere is well correlated to the solar wind parameters, implying a linear relationship between driver intensity and the corresponding magnetosphere reaction. Interestingly enough, the correlation is lost as soon as the recovery phase starts. Conversely, Lavraud et al. (2006) argue that the proton ring current energy is increasing with increasing plasma sheet density, predicting a linear relationship
A time delay of the order of minutes has been reported to exist between the time the IMF reaches the magnetopause and the ionosphere starts to react (e.g. Ridley and Clauer, 1996; Ridley et al., 1998; Ruohoniemi and Greenwald, 1998; Slinker et al., 2001; Lu et al., 2002). While the ionospheric potential takes 10 to 20 minutes to fully change from one state to another, it takes about 30 minutes for the inner magnetosphere to respond to changes in the the electric potential from the solar wind (Goldstein et al., 2003).

Transient spikes in the solar wind parameters are observed during most magnetic storm events, leading to considerable changes in the convection strength in the Earth’s magnetosphere, therefore altering the flow of plasma sheet particles that contribute to the total energy content of the ring current. Spikes added to the magnetospheric convection increase the diffusive transport of ions with energies over 160 keV and therefore produce enhancement of the ring current (Chen et al., 1993, 1994). Moreover, the short lived, intense electric fields during magnetic storms are believed to be responsible for the observed ion flux enhancements inside the plasmapause and to contribute to the enhancement of the energetic tail of the ring current ion population (Ganushkina et al., 2000, 2001, 2006).

Tsurutani et al. (1990) is the first to describe the magnetosphere as a low pass filter. Murr and Hughes (2007) suggest that the ionosphere is insensitive to frequencies higher than 0.8 mHz in the IMF (changes on the approximately 21 minutes time scale), meaning that the magnetosphere-ionosphere system naturally acts as a low pass filter of the interplanetary magnetic field. Furthermore, low frequencies in the AE index are suggested to be correlated to the low frequencies in the rectified eastward component of the interplanetary electric field ($E_y$), and the high frequencies are associated with the intrinsic dynamics of the magnetosphere (Takalo et al., 2000).

The majority of empirical models that provide a prediction for the $D_{st}$ index are
linear with respect to the solar wind parameters (e.g. Burton et al., 1975; O’Brien and McPherron, 2000; Temerin and Li, 2002, 2006). Non-linear dependence on the dynamic solar wind pressure is considered by some models (e.g. Wang et al., 2003), while Siscoe et al. (2005) suggest that non-linearity of the system should be based on the eastward component of the interplanetary electric field, rather than the ram pressure.

If the ring current shows a linear response with respect to its drivers, then the presence of the transient spikes alone in solar wind parameters should have no extra contribution to the energization and loss of the ring current population. Smoothing the solar wind plasma and IMF, therefore reducing the solar wind energy transferred to the magnetosphere, should yield a linear response of the inner magnetosphere with respect to the energy input.

The presented work addresses this open issue by examining the event of September 22, 1999 through global magnetosphere simulations using the Space Weather Modeling Framework (SWMF), for a variety of time averaged solar wind inputs.

5.2 Solar wind inputs

Solar wind observations from the ACE satellite, orbiting around the Lagrange 1 point, were used as inputs in the SWMF simulation. The setup of the simulation is described in Section 3.1.4. Note that the data is propagated from the satellite location to (32, 0, 0) Re in the GSM coordinate system using the Minimum Variance Analysis method of Weimer et al. (2003) and Weimer (2004).

To assess the role of small scale fluctuations in the solar wind plasma, we averaged the input data (4 minutes temporal resolution) with running average windows of 60, 120, and 180 minutes, in this way decreasing the energy input into the magnetosphere. Figure 5.1 shows solar wind plasma and interplanetary magnetic field (IMF) parameters for the September 22, 1999 event. The different colored lines correspond to
different input data: red lines show the 4 min temporal resolution ACE observations, while purple, green, and blue lines correspond to 60, 120 and 180 minute running averages, respectively.

The event chosen for this study is an intense, ICME driven magnetic storm, showing a large disturbance of the geomagnetic field with an observed $D_{st}$ index minimum of $-173 \ nT$. A well defined shock is observed in the solar wind, with a four times increase in solar wind particle density at about 12:52 UT, from approximately $19 \ cm^{-3}$ to $76 \ cm^{-3}$. $B_z$ is mostly northward until 19:52 UT when it becomes negative and stays negative until 00:32 UT on September 23rd, with a minimum value of approximately $-22 \ nT$. When we smooth the data with a window of 3 hours, the shock in solar wind plasma density is not as sharp as before, showing a maximum value of $36.5 \ cm^{-3}$, while the $B_z$ southward turn happens a few minutes earlier than seen in the 4 minutes data and only reaching a minimum of $-13 \ nT$. The X component of the solar wind velocity is one parameter for which the effect of averaging is not as significant, mostly because $v_x$ is quite steady (except at the beginning of the storm), showing very little temporal variation.

Geomagnetic activity is powered by the solar wind energy injected into the magnetosphere, therefore we use this quantity as an indication of inner magnetospheric activity. Integration of the rectified eastward component of the interplanetary electric field over the time yields a proxy for the total energy input\(^1\) into the Earth’s magnetosphere and it is defined as the following:

$$I_{E_y} = \int_{t_1}^{t_2} E^*_{y,sw} \, dt$$

(5.1)

where $E^*_{y,sw}$ is:

\(^1\)Throughout this chapter we will refer to this quantity as the energy input.
Figure 5.1: Averaged inputs for the September 22, 1999 event. Red lines show the ACE observations with a temporal resolution of 4 minutes, and the running averages with windows of 60 minutes (purple line), 120 minutes (green line), 180 min (blue line). From top to bottom are presented the input parameters: $B_x$ (nT), $B_y$ (nT), $B_z$ (nT), $v_x$ (km/s), density ($cm^{-3}$) and eastward component of the electric field $E_y$ (mV/m). The horizontal dashed line in the $B_z$ plot indicates the northward/southward turning of the field.

$$E_{y,sw}^* = \begin{cases} 0 & \text{if } B_z \geq 0 \\ -(v_x \cdot B_z) & \text{if } B_z < 0 \end{cases} \quad (5.2)$$

and $t_1$ corresponds to the start time of the simulation (September 22, 10:00 UT), while $t_2$ is the end time of the simulation (September 23, 03:00 UT). Note that $E_y$ for all cases was computed using the smoothed values of $v_x$ and $B_z$ and not by smoothing the high resolution $E_y$ time series.
Percent differences were calculated between energy input when the temporal resolution of the upstream solar wind was 4 minutes and energy input for the 60, 120, and 180 minute averaging of the data and shown in the first two rows of Table 5.1. The smoothing of the data diminishes the power input into the system by about 38%, when the averaging is done with a window of 3 hours. It is worth mentioning that the bulk of the energy input is transferred during the storm main phase (from 20:00 UT to 23:00 UT), therefore including the quiet time in our integration of $E_y$ does not change its value significantly (Figure 5.2). As we can see the bulk of energy input is in the time period of 20:00 UT and 24:00 UT, therefore integrating $E_y$ over our simulation time range does not change the total energy input significantly, since the contribution from the quiet time is close to zero.

Row 3 and 4 show the simulated $D_{st}$ index values and percent differences between the observed value and the ones produced by our simulations. We note that the 180 min smoothed-density-only run produces a ring current closest to the observations, while the 3 hour smoothing of all the data produces the weakest $D_{st}$ index.

### 5.3 Smoothing all input parameters

#### 5.3.1 Magnetospheric Response

The $D_{st}$ index results are shown in Figure 5.3 for the cases in which all of the input parameters were smoothed. The modeled $D_{st}$ index is calculated by solving the Biot-
Figure 5.2: From top to bottom: $D_{st}$ vs. time, $E_y$ vs. time, the integrated energy input vs. time and the $D_{st}$ vs. energy input in the bottom panel. The colored lines indicate the observed values (black), 4 minute temporal resolution (red), 60 minute (purple), 120 minute (green) and 180 minute (blue) smoothed input results for all parameters.

Savart integral for all the electric currents encompassed by the BATSRUS simulation domain from the inner boundary outward, and taking the magnetic field disturbance along the Z-axis. Again, the colored lines show the results from the four different temporal resolution inputs: 4 minutes (red), 60 minutes (purple), 120 minutes (green), and 180 minutes (blue), while the black dashed line shows the observed $D_{st}$ and the black continuous line corresponds to the SYM-H index. The comparison with the observed indices provides us with a measure of the ability of the model to accurately represent the inner magnetospheric response. The 60, 120, and 180 minutes averaging runs were started from the same common restart file (obtained from the 120 minute
run) just before 18:00 UT as opposed to 10:00 UT for the case of the 4 minute averaging run. The reasoning behind this was to use less computer resources and it was motivated by the fact that this time was still several hours before the main phase of the storm (during the very quiet pre-storm interval).

When the 4 minute and 60 minute temporally smoothed inputs are used in our simulation, the modeled $D_{st}$ profiles are quite similar, peaking within the same hour and dropping to about the same value, then recovering very fast during the first 2 hours and slower after that. For both of these cases, the simulated $D_{st}$ index is dropping sooner and lower (more intense) than the observed value, indicating a stronger ring current and a shift in the peak of the storm.

For the case when the inputs are smoothed with a window of 2 hours, the $D_{st}$ index is less negative (less intense) than the observed one; it recovers quickly for 2 hours after which the recovery is slow, as noted in the previous cases as well. Similar behaviour is seen in the case of the simulation that used Kp-like (3 hours) averaged input data, only this time the $D_{st}$ index did not go below $-40$ nT. Please note that the main phase of the September 22, 1999 event only lasted about 3 hours, therefore averaging over 180 minutes, the $B_z$ southward magnitude has been greatly decreased, implying that the magnetic convection will be significantly weaker.

Interestingly enough, for all cases, the $D_{st}$ profile showcases a two-phase recovery. There are a few hypotheses that are trying to explain this fast and then slow recovery phase. Liemohn et al. (1999) postulated from numerical simulation results that the fast early recovery phase is due to particle flow-out of the inner magnetosphere toward the dayside magnetosphere. Also, Jorgensen et al. (2001) suggested that different processes are responsible for the fast and the slow recovery phase, that is, during the early fast recovery the lifetime of trapped ring current particles is considerably shorter compared with the late slow recovery phase.

Many authors (e.g. Liemohn et al., 1999, 2001b; Jordanova et al., 2003) argued
that charge exchange processes are primarily responsible for the decay of the ring current during the late recovery phase, due to the reaction’s slow timescale compared with the loss of ions to the dayside due to large scale plasma convection. In our study, we cannot conclude anything about the charge exchange losses since these losses are not explicitly included into our global magnetospheric simulations. Yet, our simulation results suggest that such behavior is reproducible without the charge exchange mechanism explicitly taken into account.

Figure 5.3: $D_{st}$ index simulation results for all the runs using averaged inputs for the September 22, 1999 magnetic storm. Each colored line corresponds to a different simulation results using different time resolution input data: 4 minutes (red line), 60 minutes (purple line), 120 minutes (green line), 180 min (blue line). Black dashed line shows the observer $D_{st}$ index, while the black continuous line corresponds to the SYM-H observations.

Figure 5.4 presents the BATSRUS pressure distribution in the X-Y plane (as modified by RCM) during the development of the storm, for all our simulation runs. Pressure is directly correlated with the current density and provides a good measure of the current distribution. The ring current develops at different times during the storm, depending on the averaging window; the least intense value of the $D_{st}$ index
occurs during the 3-hours averaged input with a ring current that grows and peaks sooner. In the 4, 60, and 120 minutes averaged inputs runs, the current becomes symmetric around 23:00 UT (weaker in the latter case), while for the 180 minutes averaged inputs run, pressure is close to one order of magnitude lower, resulting in a less disturbed geomagnetic field (as seen in Figure 5.3). In the last column of Figure 5.4, the plasma sheet is very weak, while in the first two columns, the plasma sheet shows an intensification during the main phase and decays close to 24:00 UT, at the same time as the start of the slow recovery phase. Similar features are seen in the case of 120 minutes averages, the drop in the near Earth plasma sheet pressure is followed by the slow recovery of the ring current. While the $D_{st}$ decay is mainly modulated by the ring current, the recovery is controlled by both the ring and the tail current systems (Feldstein et al., 2000). A rapid decay of the tail current can cause a sudden recovery in the $D_{st}$ index. On the other hand, Ohtani et al. (2001) argues that the contribution of the tail current to the $D_{st}$ is approximately 20-25% of the total. We can consider then that the two-phase decay seen in the $D_{st}$ index might not be due only to the loss of trapped ring current energy, but also to the early decay of the tail current system.

5.3.2 Midnight Plasma Sheet

The major sources for the ring current population are the ionospheric outflow and the injection of the plasma sheet particles into the inner magnetosphere. Plasma sheet particles are accelerated due to the convection electric fields and become trapped and start gradient-curvature drifting around the earth, forming the ring current. Therefore we investigate the contribution of the plasma sheet density to the energization of the ring current. To do so, we have included 24 virtual satellites in our simulations, located one hour of local time apart at geosynchronous orbit, and extracted values throughout the simulation run times. Our model solves the MHD equations for the
Figure 5.4: Pressure distribution in the X-Y plane for all simulation results. From left to right, each column corresponds to a case study: 4 minutes, 60 minutes, 120 minutes and 180 minutes running averages of input parameters. From top to bottom, we present snapshots of the pressure on a logarithmic scale at five times during the event: 20:00 -24:00 UT on September 22, 1999. The scale of the plot is logarithmic (base 10) and is expressed in nPa.

mass density and it provided us with a measure of plasma sheet population expressed in atomic mass units per cubic centimeter ($amu/cm^{-3}$). Since compositional information is not available, in order to convert it to number density expressed in units of particles per cubic centimeter, we are using the formulae of Young et al. (1982), that is, empirical relationships between the densities of $O^+$ and $H^+$ as a function of the Kp index and the solar flux $F_{10.7}$, as described below:

$$n(O^+) = 0.011 \exp(0.24Kp + 0.011F_{10.7})$$ (5.3)
\[
\frac{n(O^+)}{n(H^+)} = 0.045 \exp(0.17Kp + 0.010F_{10.7})
\]  \hspace{1cm} (5.4)

The density provided by our model \(n_{SWMF}\) was corrected in such a way that accounts for the percentage of both oxygen and hydrogen ions:

\[
n_{\text{corrected}} = n_{SWMF} \frac{n(H^+) + n(O^+)}{n(H^+) + 16n(O^+)}
\]  \hspace{1cm} (5.5)

Note that for this event, Kp was fluctuating between 2 and 8, with a maximum of 8 at the storm peak.

Figure 5.5 presents the geosynchronous nightside plasma sheet density (averaged over the 12 nightside virtual satellites), the radial component of the bulk velocity and the sunward particle flux results for 4 minutes temporal resolution and 3 hours averaged solar wind input cases only, used in our study. The radial velocity and the density were averaged across the nightside around the geosynchronous orbit, from 18 LT to 06 LT. For the case of the high resolution solar wind input (red line in Figure 5.5), both the plasma sheet density and the sunward velocity are steady up until 20:00 UT, at which time \(B_z\) becomes negative and the plasma sheet density increases and remains at elevated values for most of the duration of the main phase. The radial velocity is considerably enhanced, reaching a maximum of about \(80 \text{ km/s}\) for the 4 minute simulation while the 3 hour averaged input (blue line in Figure 5.5) yields a maximum velocity of under \(30 \text{ km/s}\). Interestingly, we note a sudden drop in the nightside plasma sheet density just before the storm maximum (22:00 UT), from about \(4 \text{ cm}^{-3}\) to approximately \(2 \text{ cm}^{-3}\) (red line in Figure 5.5). Similarly, the sunward velocity for the high resolution input data is increasing considerably closer to the storm maximum (\(\sim 22:00\) UT) only to decrease just before 00:00 UT, at the same time with the start of the slow recovery phase. Therefore, we suggested that fewer plasma sheet particles are accelerated enough to gain access to the inner
magnetosphere and become trapped. The difference in the Earthward particle flux for the two cases is significant. Smoothing the input with a window of 3 hours yields a steady, less dense plasma sheet density on the nightside, along with weaker flux and lower radial velocity. Therefore, removing the transient spikes in the solar wind by smoothing the solar wind input data with a window of 3 hours yields a less dense and less energetic plasma sheet population.

The density drop might explain the rapid recovery of the ring current, since the source of particles is depleted and there are very few additional particles injected into the ring current. Smoothing the input with a 3 hour window produces a steady, low density plasma sheet, showing very little variability. Again, this is explained by the fact that the weak and smooth southward IMF $B_z$ (as shown in Figure 5.1, blue line in the third panel from top) decreases the magnetospheric convection and produces a less variable plasma sheet.

*Takahashi et al.* (1990) showed that both particle energy and the length of recovery of the cross tail potential control the amount of plasma trapped on closed field lines. These authors propose that the recovery of the $D_{st}$ index is due to a combination of decreased injection and charge exchange of trapped particles. Moreover, they show that the drop in the plasma sheet density during the early recovery phase is the main contributor to the fast recovery of the simulated ring current. In addition, the late slow recovery occurs when the IMF $B_z$ becomes positive. The particle injection rate is strongly dependent on the cross tail potential difference, and therefore the variation in the IMF $B_z$ controls this potential. *Liemohn et al.* (1999) used simulations to examine two distinct events, one during solar minimum and one during solar maximum, considering the different oxygen content during the stormtime injections. They found that the drift losses out to the dayside magnetopause are the major loss mechanism during the main phase of the storms. Their study strengthens the belief that the fast early decay of the ring current is dominated by the “flow out” effect and
not by the collisional losses. Kozyra et al. (1998a,b) also show that the ion drift to the compressed dayside magnetosphere is the main loss mechanism that accounts for the fast recovery of the $D_{st}$ index. Moreover, Liemohn et al. (2001b) state that changes in the inner magnetosphere plasma sheet density alter the particle open drift paths, and in the case of steady convection, an increase (decrease) in the plasma sheet density produces a more (less) disturbed $D_{st}$ index. A decrease in the cross tail potential will produce a more symmetric ring current that dominates the induced perturbation in the geomagnetic field.

Our findings are also indicative of the fact that the drop in the midnight plasma sheet density (seen in the higher temporal resolution of the solar wind input runs) controls the beginning of the fast recovery phase, since the fast recovery appears to start at the time the plasma sheet density drops considerably. Also, the time when the Z component of the IMF becomes positive corresponds to the time when the ring current decay becomes slow.

The question still lingers: what causes the sudden loss of plasma sheet particles at the storm maximum and what mechanisms are responsible for this? Are the small time scale fluctuations in the solar wind responsible for this sudden decay of the ring current or is it just an artifact of the computer simulation?

Figure 5.6 shows the distribution of density and temperature at geosynchronous orbit, extracted from the virtual satellites locations, as a function of local and universal time. Once again, the density is corrected as previously described. The black bins indicate values lower than the minimum, while the purple bins indicate values greater than the maximum.

For the 4 minutes case (top left panel), the density increases from the dayside to the nightside and shows enhancements at midnight, and at the dayside, during the main phase of the storm. These features are lost when the upstream solar wind input is smoothed with a window of 3 hours (top right panel). The density profiles for both
Figure 5.5: Nightside average of plasma sheet density extracted at the geosynchronous orbit (middle panel), radial velocity (top panel) and particle flux (bottom panel) results for the 4 minutes (red line) and 180 minutes (blue line) averaged solar wind inputs.

cases have very similar behaviours in the 12:00 - 18:00 UT time range. Please note that up to 18:00 UT, the density and temperature profiles for the 3 hour input data run were obtained from the 120 minutes averaged input data, since the 180 minutes run was restarted from about 18:00 UT as previously stated. Therefore the change in density after this time, which corresponds to the actual main phase of the storm, is what interests us. During the recovery phase, the 3 hour input produces a significantly lower density in the inner magnetosphere. The particle temperature is enhanced in the morning-afternoon sector for both cases, but the low temporal resolution input
(bottom right panel) reveals an injection of a more energetic particle population on the dawnside, although the density is low. The lower temperatures during this time period throughout the inner magnetosphere are due to the lowered energy input into the system. We note that for both cases, on the nightside, the density is low and the temperature is enhanced during the recovery phase. The dense midnight plasma just before the peak of the storm (22:00 UT) has quite a low temperature, while the dayside counterpart at the same universal time is made up of more energetic particles. Also the dawnside shows a larger depleted density region than the dusk side. Statistical studies (e.g. Denton et al., 2005; Lavraud et al., 2006) reported on the dawn-dusk asymmetries. The authors showed that during the main phase of magnetic storms, a time when both convection and ring current strength are high, the plasma density is enhanced primarily in the dawn region. Moreover, cold dense plasma is observed in the midnight sector, mainly during time periods of northward IMF and associated with a cold dense plasma sheet. Our results also indicate the presence of a cold and dense particle population on the dawn side during the main phase of the September 1999 event. Although the midnight dense and low temperature plasma seen in our high resolution input run occurs during a period of southward IMF, it is because it takes some time for the cold and dense plasma sheet to convect inward during northward IMF but can rapidly move in the inner magnetosphere when the IMF turns southward.

### 5.3.3 Ionospheric Response

Due to the fact that the magnetic field lines of the inner magnetosphere pass through the mid-latitude ionosphere, the convection patterns and the cross polar cap potential provide a great proxy to evaluate the ring current dynamics. Figure 5.7 presents the variations in the cross polar cap potentials in both the southern and northern hemisphere predicted by our model over the course of the
Figure 5.6: LT-UT map of the density (top row) and temperature (bottom row) for the 4 minutes averages (left column) and 180 minutes (right column) averages of the input parameters simulation results. Data was extracted from the virtual satellites included in the simulations at geosynchronous orbit.

September 22, 1999 magnetic storm. Again, the different colored lines correspond to different simulation results using the averaged solar wind input. It is interesting to note that the 120 minutes temporal resolution run produced the highest peak potential for this interval. Nevertheless, we can see that for all cases, the cross polar cap potential has a very similar behaviour. This is indicative of the fact that the small time scale fluctuations in the solar wind parameters do not appear to affect the cross polar cap potential, and so the flow generated by the change in transpolar potential is not altered significantly by the input averaging.

Since the ionospheric convection strength remained approximately constant in all of the simulated cases, the nightside plasma sheet density is the main parameter that controls the differences in the intensity of the simulated ring current. The loss of ring
Figure 5.7: Cross polar cap potential simulation results in the northern (top panel) and southern (bottom panel) hemisphere, for all the runs using averaged inputs for the September 22, 1999 magnetic storm. Each colored line corresponds to a different simulation results using different time resolution input data: 4 minutes (red line), 60 minutes (purple line), 120 minutes (green line), 180 min (blue line).

current particles is due to the lower density plasma moving to lower radial distances along the open drift paths. The role of the temporal variations in the nightside plasma sheet inflow in developing a two phase decay of the ring current is also assessed by Jordanova et al. (2003). Their study concluded that the fast early recovery of the $D_{st}$ is correlated with the sudden drop in the midnight plasma sheet density. Moreover, the two phase recovery phase results are consistent with the findings of Liemohn and Kozyra (2005). In their numerical study, the two phase decay of the ring current energy was found to occur when the plasma sheet density was suddenly reduced while the ionospheric convection was kept constant for a few hours after the density drop. Suddenly reducing both ionospheric convection and plasma sheet density, or
just decreasing the convection first and then the density, produced a one phase slow only recovery profile.

Since, in our simulations, we don’t include charge exchange processes that are believed to be the ones responsible for the slow decay of the ring current, we attribute the slow decay phase to the fact that the source of the ring current particles is completely depleted, and along with weaker magnetospheric convection, fewer particles are accelerated (at a less rapid rate) and moved inward to become part of the ring current.

5.4 Smoothing selective input parameters: $B_z$ and $N$

Averaging all the input parameters might not give us enough information to quantify which of them is primarily responsible for the decay of the ring current. To gain insight into this issue, we smoothed only one parameter at a time: in the first case study, we smooth only the Z component of the IMF with a window of 3 hours and keep all the others parameters at 4 minutes temporal resolution and in the second, we only smooth the solar wind density. The choice of 3 hours averaging seemed reasonable since it showed the most drastic response in the development of the storm. In the $B_z$ smoothed case, the energy input changes only by 1.2% from the case in which all of the drivers are smoothed over a 180 minute window, and 36.9% from the case in which the inputs were 4 minute resolution. In the latter, the energy input is the same as in the case of 4 minutes averages (since $E_y$ only depends on $v_x$ and $B_z$ and not on density).

The effects of smoothing only $B_z$ and only the density are shown in Figure 5.8. The $D_{st}$ profile for the first case is similar with the one for which the input was averaged with a window of 2 hours. The $D_{st}$ minimum in smooth-$B_z$-only case is $-138\ nT$. The ring current shows more intensification that in the case when all input parameters are averaged over a 3 hour window. Even though the amount of solar wind energy
transferred to the magnetosphere is not significantly higher (as calculated in Equation 5.1), the response of the magnetosphere is definitely greater. Therefore, together all other 7 parameters ($v_x$, $v_y$, $v_z$, $B_x$, $B_y$, density and temperature) that constitute the input for our model have a considerable contribution to the energization of the ring current. On the other hand, when we only average density, the $D_{st}$ index drops even lower, peaking at $-201\, nT$, though still higher than in the case of 4 and 60 minutes averages. These results shows us that both IMF $B_z$ and the solar wind density control the energization of the ring current in the SWMF simulations, but the IMF $B_z$ carries most of the contribution.

Figure 5.8: $D_{st}$ index simulation results for the runs using averaged $B_z$ only (light blue line), N only (orange line), 4 minutes (red line) and 3 hours averaging of all inputs (blue line) for the September 22, 1999 magnetic storm. Observed Sym-H and $D_{st}$ index are shown in black, and black dashed line respectively.

Looking at the midnight plasma sheet populations (Figure 5.9), the density from the smooth-$B_z$-only run peaks first, but this time delay seems to be due to the fact that the 3 hour-averaged $B_z$ drops a few minutes before the 4 minute temporal resolution IMF $B_z$. Therefore this is an artifact of the averaging. Nevertheless, in both cases,
we note the increase during the main phase and the sharp drop just before the slow recovery starts, although the size of the peak is larger for the smoothed-density-only run. The sunward velocity for the smoothed-density-only run is similar to the 4 minute resolution run, but the peak in velocity in the former case is considerably lower. The velocity profile for smoothed-$B_z$-only run is similar to the case of 3 hour averaged input run. This is indicative of the fact that the $Z$ component of the IMF is the main parameter that controls the particle injection rate. The time the near-Earth tail sunward particle flux starts to decay is well correlated with the start time at the slow recovery phase.

Snapshots of the pressure distribution at five different times during the storm (Figure 5.10) also reveal that when only smoothing the solar wind density, a stronger ring current develops along with a greatly enhanced tail plasma sheet pressure. For the case when only the density is smoothed, the tail plasma sheet pressure starts reducing in intensity at about 23:00 UT, the same time as when rate of decay of $D_st$ index becomes less steep. Similar but less distinct features (since the tail plasma sheet pressure seems to be lower) are seen in the case of only smoothing $B_z$.

### 5.5 In situ data-model comparison

During this event, the trajectories of the Geostationary Operations Environmental Satellite GOES08 and GOES10 were included in the SWMF simulations and MHD parameters were extracted along these orbit paths. The magnetic field simulation results are compared to flux gate magnetometer measurements aboard these satellites and presented in Figures 5.11 and 5.12. The satellite trajectories are shown in the top two panels (the black disk shows the location of the inner boundary, in our case 2.5 Re), followed by the magnetic field components $B_x \, (nT)$, $B_y \, (nT)$, and $B_z \, (nT)$. Please note that the data is in GSM coordinates and the sun is on the right. A diamond, an asterisk, and a triangle are used to orient the reader as to where the data
Figure 5.9: Nightside average of plasma sheet density extracted at the geosynchronous orbit (middle panel), radial velocity (top panel) and particle flux (bottom panel) results for the $B_z$ only (light blue line) and density only (orange line) averaged solar wind inputs, extracted at geosynchronous orbit.

is being taken. In all three panels, the black lines show the satellite measurements while the red and blue lines correspond to model runs using 4 minutes and 180 minutes averaged solar wind input, respectively. Figure 5.11 displays the results from GOES08. We note that for this event, the spacecraft is located on the dayside at the storm peak (23:00 UT). For the case of high resolution solar wind input, the magnetic field measurements are reproduced remarkably well, with excellent agreement with respect to overall trends, but there are several discrepancies in the details. The smooth rotation in the Y component of the magnetic field during the main phase (20:00 -
Figure 5.10: Pressure distribution in the X-Y plane for all simulation results. From left to right, each column corresponds to a case study: $B_z$ only and N only 180 minutes running averages of input parameters. From top to bottom, we present snapshots of the pressure on a logarithmic scale at five times during the event: 20:00 -24:00 UT on September 22, 1999

01:00 UT) is well reproduced by our model, a feature that is lost when the input is smoothed with a window of three hours. In this case the magnetic field topology changes greatly, revealing a magnetic field that is less stretched, which in turn is correlated to a weaker ring current. For both simulated cases, $B_x$ is underestimated during the late main phase and early recovery phase, while the other two components of magnetic field vector are overestimated.

Similarly to Figure 5.11, Figure 5.12 shows the magnetic field results for the GOES10 satellite. In this case too, the spacecraft was located on the dayside during
the storm peak. A sharp drop in $B_z$ is observed in the GOES10 data at about 20:00 UT that is very well replicated in our 4 minutes resolution simulation, while the coarser input data fails to completely capture this feature. Similarly, the large scale features of $B_y$ are considerably better represented by the high resolution run. The X component of the magnetic field is again underestimated during the main phase of the storm and even the large scale features are not well represented for both cases. This is because the satellite is popping in and out of the magnetosphere, while the simulated satellite is staying inside the magnetosphere after 21:30 UT.

At 20:00 UT GOES10 goes out of the magnetosphere. In the 4 minute run, this sudden compression of the magnetosphere is well modeled, while in the 3 hour run the satellite comes close to the magnetopause but never crosses it.

We note that considerably reducing the energy input into the magnetosphere by removing the transient spikes in the solar wind also has the effect of changing the magnetic field topology, as is evidenced by the comparison with GOES satellite data. This, in turn, alters the particle energies and trajectories while influencing the particle loss rate.

5.6 Comparison with an empirical model

The geomagnetic effectiveness of the solar wind is a complex problem. Predicting the inner magnetosphere response, i.e., of the $D_{st}$ index, from the solar wind parameters has been extensively investigated and it is usually done by assuming the energy input rate is countered by an empirical ring current loss rate. Most of the energy input functions are dependent on the southward component of the IMF and the solar wind velocity. One such global energy balance model is that of O’Brien and McPherron (2000), who determined an empirical expression for the $D_{st}$ index, relating the evolution of this geophysical activity parameter to the solar wind,
Figure 5.11: Magnetic field components at the GOES 08 satellite. Top 2 panels show the satellite trajectory, while the bottom 3 show each component of the magnetic field in nT. Each colored line corresponds to a different simulation results using different time resolution input data: 4 minutes (red line), 180 min (blue line). Black line shows the observations.

\[
\frac{dD_{st}^*}{dt} = Q(t) - \frac{D_{st}^*(t)}{\tau}, \quad (5.6)
\]

where \(\tau\) represents the decay time of the ring current and is a function of the interplanetary electric field

\[
\tau = 2.4 \exp 9.74/(4.69 - (v_x \cdot B_z)) \quad (5.7)
\]
Figure 5.12: Magnetic field components at the GOES 10 satellite. Top 2 panels show the satellite trajectory, while the bottom 3 show each component of the magnetic field in nT. Each colored line corresponds to a different simulation results using different time resolution input data: 4 minutes (red line), 180 min (blue line). Black line shows the observations.

only for negative $B_z$. The injection function $Q$ is a linear function of the interplanetary electric field:

$$Q(nT/h) = \begin{cases} 
\alpha (E_{y,sw}^* - E_c) & \text{if } E_{y,sw}^* > E_c \\
0 & \text{if } E_{y,sw}^* < E_c
\end{cases}$$

where $\alpha = -4.4 \, nT/h(mV/m)^{-1}$, $E_c = 0.49 \, mV/m$. $E_{y,sw}^*$ represents the energy input function and depends on the strength and the direction of the interplanetary magnetic field and the X component of the solar wind velocity. The contribution
of the ring current, that is $D_{st}^*$, is calculated by removing from the $D_{st}$ index the contributions from the magnetopause current along with the diamagnetic effects:

$$D_{st}^* = D_{st} - 7.26\sqrt{P_{sw}} + 11nT,$$ \hspace{1cm} (5.8)

where $P_{sw}$ represents the solar wind dynamic pressure in nPa. We use this formulation to investigate how well the physics of the storm is represented in our model relative to the empirically based predictions of $D_{st}^*$ for this event, for all the solar wind inputs.

Figure 5.13 shows the $D_{st}$ index predicted by the O’Brien and McPherron (2000) empirical formulae (Equation 5.6). The colored lines show the predicted $D_{st}$ profile using the 4 different temporal resolution inputs: 4 minutes (red), 60 minutes (purple), 120 minutes (green), and 180 minutes (blue). The black dashed line shows the observed 1 hour resolution $D_{st}$ while the black continuous line corresponds to the measured 1 minute temporal resolution SYM-H index. For this event, minimum $D_{st}$ reached $-178$ nT, while the SYM-H minimum value was $-166$ nT. The predicted $D_{st}$ profiles show a linear trend, that is, less solar wind energy input produces less geomagnetic disturbance. The main phase of the storm is quite well reproduced, although the predicted $D_{st}$ shows a lower injection rate compared to the observed profile. Nevertheless, the start time of $D_{st}$ enhancement is well captured in the empirical model results. We see that the observed recovery phase of the ring current is slightly faster than predicted by the O’Brien and McPherron (2000) model. We note that the rate of the drop in the predicted $D_{st}$ is increasing with increasing energy input and the 4 minutes input data predicts a rate of ring current injection closest to the observations. Since the injection function $Q$ as described by O’Brien and McPherron (2000) is a linear function of $E_y$, therefore limited to only $v_x$ and IMF $B_z$ (Equation 5.2), it is possible that it is underestimated, which might lead to an underestimation of the ring current build-up and therefore an underpredicted $D_{st}$.

In the same style as Figure 5.13, Figure 5.14 shows empirical model $D_{st}$ results
Figure 5.13: Empirical predictions of $D_{st}$ index results for all averaged inputs for the September 22, 1999 magnetic storm. Each colored line corresponds to a different time resolution input data: 4 minutes (red line), 60 minutes (purple line), 120 minutes (green line), 180 min (blue line). Black dashed represents the observed $D_{st}$ while the black continuous line show the observed SYM-H index.

with two additional smoothed inputs: 3 hour averaged $B_z$-only (light blue) and density only (orange) along with the 4 min (red) and 180 minutes (dark blue) all-input averaged calculations. As expected, there are no notable differences between the red and orange lines or the light and dark blue lines. That is due to the fact that the predicted $D_{st}$ only depends on density via the pressure correction term. The small scale variability in the predicted $D_{st}$ is due to the different time resolution of the inputs.

While the $D_{st}$ index is a direct measure of the disturbance in the geomagnetic field produced by near Earth currents (in particular, the ring current), it is also a good indication of the total kinetic energy of the particles that contribute to this current (Dessler and Parker, 1959; Sckopke, 1966). Therefore, assessing the relationship between the solar wind energy input and the $D_{st}$ index is well suited for this study.
Figure 5.14: Empirical predicted of the $D_{st}$ index results for averaged inputs for the September 22, 1999 magnetic storm. Each colored line corresponds to a different time resolution input data: 4 minutes (red line), 180 min (dark blue line), 180 min smoothed - $B_z$ - only (light blue line), 180 min smoothed-density-only (orange line). Black dashed represents the observed $D_{st}$ while the black continuous line show the observed SYM-H index.

Figure 5.15 presents the minimum $D_{st}$ index, both predicted from the O’Brien and McPherron (2000) equations (red line) and simulated from the SWMF (black line) as a function of the energy input (as defined in Equation 5.2). Red triangles represent the predicted value of $D_{st}$ using solar wind input for which only one variable is smoothed (i.e., $B_z$ and density, as described above), while the black diamonds show the complementary simulated results. We note that the empirically predicted $D_{st}$ index shows a linear dependence on the energy input into the magnetosphere, while the simulated $D_{st}$ index appears to be non-linearly correlated with the energy input.

To illustrate this linearity and non-linearity, Figure 5.16 is a repeat of Figure 5.15 but with the X axis extending to zero. The two dashed lines connect the smallest $D_{st}$ value with the origin of the plot. If the empirical (linear) models are propagated back to zero energy input, it is clear that if any energy is added to the system at all,
the $D_{st}$ will respond. In the simulations, as Figure 5.16 illustrates, this is not the case; some threshold amount of energy must be put into the system before there will be any response at all. Further, the global simulations show that if too much energy is added into the system, the $D_{st}$ won’t respond either, implying a saturation effect. A possible saturation limit is seen at about 100 kVs/m in the profile of the SWMF simulated $D_{st}$ index for this event.

This non-linear relationship indicates the existence of an internal feedback mechanism that limits the energy flow in the magnetosphere. One possibility is that the outer magnetosphere is acting as a low-pass filter on the oscillations in the upstream solar wind conditions. Magnetic merging on the dayside does not instantly influence convection within the near-Earth tail, but rather there is a significant time delay as the field lines are convected tail-ward and reconnect on the nightside. In a forthcoming study by A. J. Ridley [manuscript in preparation], the SWMF shows a clear decoupling between IMF fluctuations and geospace responses (such as $D_{st}$ and CPCP) for oscillations of less than 30 minutes. This is fairly consistent with the findings of this real-event study, which show that the input power from oscillations of less than 1 hour do not significantly change the resulting $D_{st}$ time series.

5.7 Summary and Conclusions

The September 22, 1999 ICME driven magnetic storm was simulated using the Space Weather Modeling Framework. ACE satellite measurements were used as the upstream boundary conditions. Analysis of the simulated storm focused on the assessment of the role the transient spikes in the solar wind parameters play in the development of the storm. To accomplish this, we reduced the energy input into the magnetosphere by smoothing all solar wind parameters in the input data with windows of 1, 2 and 3 hours. Moreover, just smoothing selective parameters (i.e., IMF $B_z$ and density) allowed us to quantify the role each of them played in the en-
Figure 5.15: Minimum $D_{st}$ vs. Energy Input. Red line shows the empirical $D_{st}$ prediction results while the black line shows simulation results using SWMF. The red triangles (black diamonds) show the 3 hours smoothing of $B_z$ and density using the empirical $D_{st}$ prediction model (MHD simulation).

enhancement of the ring current. The results of the simulations were compared against ground-based and satellite-based observations.

Our model produces a two-phase, fast and then slow, recovery phase, in spite of the one phase recovery of the observed event. The fast recovery observed in the simulation results occurs when the actual $D_{st}$ is still decreasing, while the simulated slow recovery matches the observed timing and slope. A large cross polar cap potential combined with a low plasma sheet density is most likely responsible for the rapid initial decay of the ring current, similar to the results of Liemohn et al. (1999).

Empirical prediction of the $D_{st}$ index not only shows a linear relationship with the energy input, but also reveals a one phase recovery $D_{st}$ profile. This is to be expected, since the formulation depends linearly on the solar wind parameters. On the other hand, Feldstein (1992) suggests that a nonlinear relationship between the energy input and $D_{st}$ is necessary to better predict the growth and decay of the ring
current.

When reducing the energy input more than 13 % (that is, smoothing the input with a window larger than 60 minutes), a weaker ring current forms, therefore a less intense storm develops. In the same time, the 4 and 60 minute smoothed upstream input data produces an overshoot in the estimation of the $D_{st}$ index. This is can be due to the too dense and too cold plasma sheet the MHD model produces.

Nevertheless, averaging up to 60 minutes changes the plasma sheet variation as well as the entire magnetosphere and reduces the plasma sheet density and pressure. Small scale variations of the electric and magnetic field alter the inner magnetosphere energy density, while rapid small scale variations produce a more dynamic tail.

Since the plasma sheet is the source region of the ring current particles, changes in its density have a great impact on ring current intensifications. The sudden decay of the plasma sheet particle population along with the weakening of the convection electric field due to changes in the Z component of the interplanetary magnetic field
account for the slow recovery phase.

The reconnection rate (modulated by IMF $B_z$) at the dayside magnetopause controls the ionospheric outflow of particles that will populate the inner magnetosphere. Even though our simulation results indicate no significant differences for CPCP in both hemispheres, for all cases studied, the sharp drop in the midnight plasma sheet density seems to be responsible for the shut down of the fast early recovery. Because our simulations do not explicitly include charge exchange processes, we attribute the late slow decay recovery to the fact that the source region of ring current particles is completely depleted.

Comparison with GOES08 and GOES10 magnetic field measurements indicates that varying the energy input produces variations in the magnetic field topology and strength, which in turn modifies the particle orbit, inducing new loss processes. The reduced energy input runs reveal a magnetic field that is less stretched with a weaker ring current.

Our global simulation results based on this storm in September of 1999 indicate that changes in the energy input change the response of the magnetosphere in a non-linear manner, as opposed to the linear relationship the empirical model predicts. Our results indicate that a threshold in the energy input is necessary for a ring current to intensify, while the short time fluctuations in the solar wind parameters did not have a significant contribution. On the other hand, while initial increases in the energy input enhance the magnetospheric response, we observe that a saturation limit is reached as the power transferred to the system is increased and the growth of ring current is stalled. This implies that not only ion drift loss to the dayside magnetopause is the main loss mechanisms that removes the ring current particles during the early recovery phase, but also the existence of an internal feedback mechanism as the magnetosphere acts as a low-pass filter on the interplanetary magnetic field, that limits the energy flow in the magnetosphere.
6.1 Motivation

The orientation and intensity of the interplanetary magnetic field play a central role in the interaction between the solar wind and Earth’s magnetosphere. The contribution of the southward component of IMF, whose geoeffectiveness is closely related to the effect of the solar wind electric field, is the most significant among the contributions from all other solar wind parameters such as bulk velocity, density, temperature, and magnetic field strength (Burton et al., 1975; Akasofu, 1983; Baker et al., 1981). Solar wind-magnetosphere interaction highly evolves with time and the parameters associated with it often exhibit a variety of transient and periodic fluctuations. The different origins of the solar wind streams and the conditions of their propagation in the interplanetary medium lead to different variations in the solar wind and IMF parameters. Furthermore, variations in the $B_z$ component for different types of the solar wind conditions are different from one another regarding the duration of fluctuation periods and as well as their intensities (Tsurutani et al., 1988).

High-speed stream type events are common during the declining phase of solar cycles and their prominent feature is the wavy fluctuations of the IMF. These fluc-
tions have large amplitudes during periods of high-speed solar wind (Tsurutani et al., 1995; Diego et al., 2005). Usually during high speed streams, the $B_z$ varies in the form of fluctuations about a zero level, has a period of $\sim 60$ minutes, and average fluctuation amplitudes of 5 to 6 nT (Hviuzova et al., 2007). Typically, the wave amplitude is largest during the early stage of the streams when the solar wind velocity is increasing, due to the compression of the magnetic field magnitude and the amplification of the waves from stream-stream interactions (e.g. Pizzo, 1985; Tsurutani et al., 1995). Conversely, the wave amplitude becomes smaller as the solar wind speed decreases to nominal values.

These Alfvén wave intervals are modestly geoeffective, in the sense that the $D_{st}$ index is disturbed but seldom goes below $-50$ nT. The origin of the large amplitude Alfvén waves is uncertain, but it has been suggested that they may be locally generated from stream-stream interaction effects or amplified Alfvén waves originating from the coronal hole. Tsurutani and Gonzalez (1987) reported on the existence of such Alfvén wave trains that propagate outward from the sun, typically in the trailing portion of high-speed streams.

As opposed to CME driven storms, during CIR driven events, due to the fluctuating nature of the IMF $B_z$, the reconnection intervals are short and intermittent, leading to sporadic injection of particles into the magnetosphere (Tsurutani et al., 2005). On account of their long duration, these events can transfer considerable amounts of solar wind energy to the Earth’s magnetosphere (e.g. Turner et al., 2006; Lu, 2006).

In this study, we investigate the geoeffectiveness of IMF $B_z$ fluctuation periodicities during a Corotating Interaction Region driven event (November 10th, 2003) and focus on the high speed stream part of it. Moreover, we examine the role of IMF $B_z$ fluctuation periodicity in the transfer of solar wind mass and energy to the magnetosphere. We will assess the response of the magnetosphere through global
magnetosphere simulations within Space Weather Modeling Framework, using both spacecraft observations and idealized input as upstream boundary conditions.

6.2 Real Event Simulation: Results and Discussion

We study the geomagnetic activity during the event of November 10-12, 2003, a magnetic storm triggered by a classic CIR, representative for this type of solar wind driver. During this time a moderate disturbance of the geomagnetic field was observed with a recorded minimum $D_{st}$ index of $-78$ nT and $SYM-H$ index of $-67$ nT. Solar wind observations from the ACE satellite, orbiting around the Lagrange 1 point on the Sun-Earth line, were used as solar wind upstream boundary conditions for the SWMF simulation. Using the Minimum Variance Analysis method (Weimer et al., 2003; Weimer, 2004), data is propagated from the satellite location to $(32, 0, 0)$ $R_e$ in the GSM coordinate system, where X is the direction from the Earth to the Sun. The setup of the simulation is described in Section 3.1.4. Figure 6.1 shows solar wind plasma and interplanetary magnetic field parameters for this event.

A compression in the plasma and magnetic field is seen around 06:00 UT on the first day, when the particle density increases from $6 \ cm^{-3}$ to almost double its value. This magnetically compressed region is the Corotating Interaction Region, although its temporal delimitations are not well defined. The IMF $B_z$ fluctuations are largest within the CIR, with frequent northward/southward turnings, with large negative $B_z$ component of the IMF reaching peak values of $-15$ nT. It has been suggested that the highly fluctuating $Z$ component of the magnetic field in the CIR region is the main parameter responsible for the induced disturbance in the geomagnetic field and the subsequent development of the storm main phase (Tsurutani et al., 1995). For this particular storm, the observed minimum $D_{st}$ occurs outside the CIR region, at about 12:00 UT on November 11th (see Figure 6.2). The High Speed Stream region extends from approximately 06:00 UT on November 11th to beyond November 13th,
when the magnitude of the X component of the solar wind velocity ramps up from \( \sim 450 \text{ km/s} \) to about \( \sim 700 \text{ km/s} \). During this time the particle density is quite steady with a value of \( \sim 4 \text{ cm}^{-3} \). The Y component of the electric field is highly fluctuating due to the excessive variability of the IMF \( B_z \), with higher values in the CIR region than in the high speed stream. Even though the velocity is elevated, the \( B_z \) values during the stream passage do not exceed 5 nT in magnitude.

The temperature is slowly increasing at the beginning of the interval and remains elevated at approximately \( 2 \times 10^5 \text{ K} \) during the high speed stream. The X component of the solar wind velocity \( v_x \) is steady, showing very little temporal variation during the stream passage. The \( B_y \) component is roughly positive during the whole time interval except at the beginning of November 11th, when it rotates and changes sign for a period of about 3 hours, while the \( B_x \) component is mainly negative during this time.

### 6.2.1 \( D_s \) Index and Cross Polar Cap Potential

The results of the global magnetosphere simulation of the November 10 - November 12, 2003 event, using the time shifted ACE observations as the upstream boundary conditions (run #1), are presented in Figure 6.2. The top panel shows Cross Polar Cap Potential (CPCP) model results (blue lines) against the ionospheric potentials from the Assimilative Mapping of Ionospheric Electrodyamics (AMIE) routine of Richmond et al. (1998) and Ridley and Kihn (2004). The 1 minute temporal resolution AMIE cross polar cap potential was obtained by running AMIE for the time interval of interest, using only magnetometer data from about 128 stations. We note that the simulated CPCP follows closely the observationally based potential obtained from AMIE (black line) in the northern hemisphere, throughout the whole period, although the global simulation overestimates the values of the CPCP. We note the elevated transpolar potential during the main phase of the storm, i.e. during the CIR
Figure 6.1: ACE observations with a temporal resolution of 4 minutes for the November 10, 2003 event. From top to bottom are presented the input parameters: $B_x \,(nT)$, $B_y \,(nT)$, $B_z \,(nT)$, $v_x \,(km/s)$, $v_y \,(km/s)$, $v_z \,(km/s)$, density $(cm^{-3})$, temperature $T \,(K)$ and eastward component of the electric field $E_y \,(mV/m)$, where $E_y = v_x \cdot B_z$. A horizontal dashed red line is drawn at zero in the $B_z$ and $E_y$ panels to better identify northward/southward turnings.
passage, when the convection electric field is high. During the stream, both the AMIE and SWMF potential show a decrease, due to decreased $E_y$ (decrease in magnitude of the southward component of IMF).

The bottom panel of Figure 6.2 presents the $D_{st}$ index in the same format as above. The modeled $D_{st}$ index (blue line) is calculated by solving the Biot-Savart integral for all the electric currents encompassed by the BATS-R-US simulation domain from the inner boundary outward, and taking the magnetic field disturbance along the $Z$ axis at the origin of the coordinate system. The comparison with the observed indices provides us with a measure of the ability of the model to accurately reproduce the inner magnetospheric response. Note that the observed $D_{st}$ index (black dashed line) is underestimated but the overall trend is captured by the global simulation.

Also, there are some discrepancies between the observed Sym-H and $D_{st}$ profiles as well, sometimes showing greater differences than those between the simulated $D_{st}$ and observed Sym-H. To quantify the SWMF performance we use the correlation coefficient and normalized root-mean-squared error (nRMSE) (Equation 6.1 described below) between the modeled $D_{st}$ and the observed $D_{st}$ and Sym-H,

$$nRMSE = \sqrt{\frac{\sum_{i}^{n} (x_i - y_i)^2}{\sum_{i}^{n} x_i^2}}$$  \hspace{1cm} (6.1)

where $x$ is the measured value, $y$ is the simulated value, and $n$ is the number of data-model pairs used in the calculation. nRMSE ranges from 0 (model is perfect agreement with the observations) to 1, and a value of 1 indicates that the simulation results are within ±1 of the measured values means. However, this value can be misleading, therefore the nRMSE values must be paired with the correlation coefficient for a proper interpretation of these statistics. Table 6.1 shows these values for both data-data and data-model comparisons.

Note that for all the data-model comparisons the nRMSE scores are well below 1,
Figure 6.2: $D_{st}$ and CPCP simulation results. Top panel: CPCP ($kV$). The blue line shows the SWMF simulation results using real data as upstream boundary conditions, while the black line shows the AMIE values. Bottom panel: $D_{st}$. Again the blue line shows the SWMF real data input simulation results, while the black continuous line shows the 1 minute resolution SYM-H ($nT$) and the black dashed line displays the 1 hour temporal resolution $D_{st}$ ($nT$) values.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$y$</th>
<th>nRMSE</th>
<th>Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sym-H modeled $D_{st}$</td>
<td>0.36</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td>$D_{st}$ modeled $D_{st}$</td>
<td>0.41</td>
<td>0.61</td>
<td></td>
</tr>
<tr>
<td>AMIE CPCPn modeled CPCPn</td>
<td>0.40</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>Sym-H $D_{st}$</td>
<td>0.44</td>
<td>0.88</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Normalized root-mean-square-error (nRMSE) and correlation coefficients between the values of observed geomagnetic indices and the corresponding simulation results.
indicating that the model results are closer to the observed values for the corresponding parameters, than the average magnitude of the observations. When comparing the two observationally based indices, $D_{st}$ and SYM-H, the nRMSE has the highest value from all the comparison pairs. However the correlation coefficient, which is a measures of how well the two sample populations vary together, is the highest too. The discrepancies between the two observed geomagnetic indices are due to the fact that even though both indices are designed to measure the disturbance in the equatorial horizontal component of the geomagnetic field, they are calculated based on slightly different methods of baseline subtraction as well as they are based on observations from different ground stations. The correlations coefficients are all greater than 0.6, except for the modeled CPCP-AMIE potential pair, indicating that the model is reasonably well capturing the trend within the observations. Although the CPCP comparison shows the lowest nRMSE, the correlation coefficient indicates the least correlation between these two quantity. However, this is due to the highly varying potential and if the data is smoothed by applying a running average with a window of 1 hour, the correlation coefficient increases to $\sim 0.7$. Therefore, the global magnetospheric model reproduces the observations reasonably well.

6.2.2 Mass Transport

The major sources for the ring current population are ionospheric outflow and the injection of plasma sheet particles into the inner magnetosphere. Convection electric fields accelerate the plasma sheet particles as they move closer to the Earth and then gradient curvature drifts move the particles around the Earth, forming the ring current. We investigate the contribution of the plasma sheet density on the energization of the ring current by including 24 virtual satellites in the simulations. These satellites are located one hour of local time apart at geosynchronous orbit. Plasma and field information from BATS-R-US is extracted at their location.
Figure 6.3 displays the mass flux through the geosynchronous orbit ring. The top panel shows the average flux crossing geosynchronous orbit, and the next two panels separate this net mass flux into its positive (inward) and negative (outward) components (middle and bottom panels, respectively). The average flux was calculated as the mean of all particle fluxes across geosynchronous orbit, while the inward (outward) flux was calculated as the average of all positive (negative) mass fluxes across the geosynchronous orbit.

During the main phase of the storm, we note a large increase in the average particle flux corresponding to injection of particles from the plasma sheet as seen in the middle panel as well. We also note the 'sine wave'-like shape of the average flux, corresponding to inflow then outflow of plasma crossing this boundary.

6.2.3 Periodicity

Hviuzova et al. (2007) suggests that typically, during CIR driven events, the fluctuations in the IMF $B_z$ about a zero level have a periodicity of $\sim 60$ minutes, with an average fluctuation amplitude of $\sim 5$ nT. Therefore, for studying periodicities and scaling properties of the input versus the system response, we have used a standard Fourier Transformation (FT) procedure for the Z component of the interplanetary field, the observed SYM-H index, the AMIE derived transpolar potential and the modeled $D_{st}$ from run #1, with a sampling time of 3 days (November 10 - 12, 2003). The results are presented in Figure 6.4. The power spectrum of the IMF $B_z$ (Figure 6.4, top row) reveals that the power is distributed over all frequencies, and lacks any apparent spike that would indicate a preferential frequency as suggested by Hviuzova et al. (2007). In addition, the power spectrum of SYM-H shows no indication of one hour periodicity and most of the power is distributed among all frequencies. However, it displays a peak corresponding to a $\sim 5$ hours periodicity, but the power contained at this frequency is relatively low compared to the background. Similarly
Figure 6.3: Simulation results for mass transport through the geosynchronous orbit ring. As previously described, blue lines indicate simulation results using the time shifted ACE data as input parameters. From top to bottom we present the average flux, inward flux, and the outward flux through the 6.6 $R_e$ geocentric distance ring into the equatorial plane, expressed in units of $1/cm^2s$. 
to the SYM-H index spectral power of CPCP suggests the existence of a $\sim 5$ hours periodicity but there is no indication of a 60 minutes periodicity. On the bottom two rows we present the modeled $D_{st}$ and CPCPn results (run #1) and for these parameter too, the power is distributed over all frequencies showing no large peak at any frequency.

Similarly to Figure 6.4, Figure 6.5 shows the same quantities and their associated power spectra, only this time the Fourier transform was applied for each quantity on the time domain corresponding to the last day of the simulation (November 12 to 13). Since the 3 day period spans over both the CIR and high speed stream, we choose to take a closer look at the HSS region (November 12 to 13). Fourier transform of the IMF $B_z$ reveals a larger peak in the frequency (at 0.245 mHz), corresponding to a 68 minute periodicity of the fluctuations (vertical bashed blue line). However, the power of the signal contained at this frequency is low, only double the background noise level. Similarly, the power spectrum of the observed SYM-H index shows a peak at the same frequency but once again, the power of the signal is low and about twice as large as the background noise. This frequency/periodicity of the Z component of the interplanetary magnetic field is not yet picked up by the AMIE transpolar potential, although a small peak is present at this frequency in the power spectrum of the CPCP within the last day sampling time. This might be due to the fact that the AMIE potential is a derived quantity and not a direct measurement, therefore the time cadence and the power of the signal might have been affected by the data processing. However, the modeled $D_{st}$ (bottom row, blue line) does not show a large peak at the 0.245 mHz frequency. Furthermore, the simulated CPCP and averaged mass flux across geosynchronous orbit also show no periodicity, therefore the periodicity in the input (however weak) is not seen in the modeled magnetospheric response.

Since the power of the signal (observed IMF $B_z$ and SYM-H) contained at the 0.245 mHz frequency (corresponding to a 68 minute periodicity) is low, it is uncertain
Figure 6.4: Power Spectra of the input versus system response. Left panels present from top to bottom the IMF $B_z$, Observed SYM-H index, northern hemisphere CPCP from AMIE, and the modeled $D_{st}$ and CPCPn (run #1) for the November 10 -12, 2003 time period. Panels on the right show their corresponding power spectra results for the specified time range. The red (blue) vertical dashed line shows the frequency corresponding to 60 (68) minute periodicity.
Figure 6.5: Similarly to Figure 6.4, only here the time period is the last day of the simulation, i.e. November 12, 2003.
if there is any correlation between the driver (IMF $B_z$) and the system response (SYM-H, CPCP) periodicities. The question is if the periodicity in the IMF $B_z$ is not transmitted through the system (not really driving it) or is it just the model incapable to pick it up. To answer this question, we designed a simulation setup that involves idealized input as the upstream boundary conditions, and the results are described below.

### 6.3 Idealized Input Simulation 1: Results and Discussion

As an alternative scenario to the real measurements, we ran the code for two days using time shifted values of the ACE observations to 32 $R_e$ as upstream boundary conditions, and on November 12, 2003, during the high speed stream period, we replaced the observationally based model input with an idealized version of it. Therefore, for run#2, the observed IMF $B_z$ parameter was replaced by a simplified IMF $B_z$, a square wave for which the northward/southward turnings have a frequency of 1 hour and oscillates around the zero level from 5 nT to -5 nT. The periodicity choice, as well as the wave amplitude, were justified by Hviuzova et al. (2007) findings, as well as the observed periodicity in the real data (68 min), although the 1 hour periodic wave was selected for simplicity. In compliance with the observations during the HSS passage, all the other solar wind parameters were set as constants for simplicity. The X component of the solar wind velocity was set to $v_x = -650 \text{ km/s}$, particle density $n = 5.0 \text{ cm}^{-3}$, temperature $T = 2 \times 10^5 \text{ K}$, while $B_x$, $B_y$, $v_y$, $v_z$ were set to zero. A similar numerical study was carried out by Gonzalez et al. (2006) also using MHD simulations. The IMF $B_z$ was set as a 40 minute periodic square wave with an amplitude alternating between $-5 \text{ nT}$ and $5 \text{ nT}$, and a constant solar wind speed of $600 \text{ km/s}$ and density of $5 \text{ cm}^{-3}$. Their study shows that the response of pressure, eastward component of the convection electric field, and the X component of the plasma velocity in the plasma sheet responds to the imposed variation of the
IMF $B_z$. However, the response is delayed by 15 min from the IMF $B_z$.

6.3.1 $D_{ST}$ Index and Cross Polar Cap Potential

Figure 6.6 shows the model results only the last day of the simulation, during the high speed stream, for both real (blue lines - run #1) and idealized (red lines - run #2) input, for the same parameters as in Figure 6.2. The modeled CPCP for this idealized input case does not resemble the AMIE derived potential (black line) or the one obtained using the real data as input. The transpolar potential starts increasing as soon as the $B_z$ becomes negative and reaches a maximum at the end of the 30 minute time interval of southward IMF. When $B_z$ becomes positive, the magnetosphere starts to relax and the CPCP begins to decrease.

The northward/southward varying $B_z$ field of run #2 produces similar variations in the modeled $D_{ST}$ time series to that in the CPCP, showing that the ring current responds to the changes in the IMF $B_z$. In a similar way, a decrease (increase) in the $B_z$ field produces an intensification (weakening) of the ring current. We also note that the real and idealized input simulations produce similar $D_{ST}$ profiles, in the sense that the modeled $D_{ST}$ profiles are within the same slope and average values.

Similarly to the Gonzalez et al. (2006) study, the global simulation results presented here also suggest that the magnetosphere’s reaction to the step like change in the $Z$ component of the IMF is $\sim 18$ minutes delayed.

6.3.2 Mass transport

In the same manner as Figure 6.3, Figure 6.7 shows only the last day of the simulation, where again, the red line presents the model results for the idealized input case (run #2) while the blue lines correspond to the run #1 simulation results. Mass fluxes through the geosynchronous orbit display great variability with the periodicity of the northward/southward turnings in the IMF $B_z$, displaying sporadic injections
Figure 6.6: $D_{st}$ and CPCP simulation results. Top panel: CPCP (kV). Blue line shows the SWMF simulation results using real data as upstream boundary conditions, red line denote the SWMF simulation results using idealized input parameters, while the black line shows the AMIE values. Bottom panel: $D_{st}$. Again the blue line shows the SWMF real data input simulation results, red line show the SWMF simulation results using idealized input parameters, while the black continuous line shows the 1 minute resolution SYM-H ($nT$) and the black dashed line represents the 1 hour temporal resolution $D_{st}$ ($nT$) values.
into the inner magnetosphere that appear to be correlated with the variations in the IMF $B_z$ amplitude. The trend between the two cases is similar, in both cases a decrease in the particle injection occurs in the afternoon interval of November 12th. We note that for the real input case, the decrease starts earlier (approx. 13:00 UT) than in the idealized input case (approx. 15:00 UT), but interestingly enough, the 'sine wave' like shape of the average flux is observed for both simulation cases. This might be due to some plasma sheet density internal feedback mechanism, captured even in the idealized input case.

6.3.3 Periodicity

The same Fourier transform technique is applied for the input parameters of run #2 as well as for the modeled $D_{st}$, transpolar potential, and inward and outward fluxes at geosynchronous orbit. The results are presented in Figure 6.8. For this case, the IMF $B_z$ presents a strong peak at 60 minutes (how we designed this run), with a signal to noise ratio of about $\sim 10$. Aside from the peak the the fundamental frequency (0.27 mHz), a new peak is seen at 0.92 mHz corresponding to a periodicity of 20 minutes. This is to be expected, since a square wave has the largest peak at the fundamental frequency and additional peaks at each odd harmonic of the fundamental frequency with a 25% reduction in the power contained at each of the subsequent frequencies. Therefore, the secondary peaks in the $B_z$ power spectrum are just a consequence of the square wave profile of the input $B_z$.

However, this one hour periodicity in the northward/southward turning of the IMF $B_z$ is reproduced in the magnetospheric response. The $D_{st}$ index, transpolar potential, and mass flux, all show that the most of the signal power is contained at the 0.27 mHz frequency. The largest peak to noise ratio in the power is displayed by the cross polar cap potential ($\sim 9$), while the same ratio for the modeled $D_{st}$ and the inward/outward fluxes is of $\sim 6$, $\sim 3$ respectively. The peaks in the power
Figure 6.7: Simulation results for mass transport through the geosynchronous orbit ring. As previously described, blue lines indicate simulation results using the time shifted ACE data as input parameters while the red lines show the SWMF simulation results using the idealized input parameters. From top to bottom we present the average flux, inward flux, and the outward flux through the $6.6 \, R_e$ geocentric distance ring into the equatorial plane, expressed in units of $cm^{-3}km/s$. 
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spectra of the mass fluxes are the weakest but this is due to the fact that these are averaged quantities and the signal power was altered by the averaging across the $6.6 \, R_e$ boundary. However, the periodicity in the southward component of the IMF is best picked up upon by the CPCP, meaning that the transpolar potential is one quantity that quickly responds to the northward/southward turnings of the IMF.

### 6.4 Idealized Input Simulation 2: Results and Discussion

The results of the run #2 indicate that the periodicity in the IMF $B_z$ is transmitted through the system and both the magnetosphere and the ionosphere are sensitive to the sudden changes in this parameter. However, for this case not only the $Z$ component of the interplanetary field was changed, but all the other the solar wind parameters were greatly simplified (set to constant values). Because the solar wind-magnetosphere interaction is highly nonlinear, in order to assess the relative contribution of all the other solar wind parameters in the transfer of periodicity from IMF $B_z$ to the magnetosphere, we designed an additional run (run #3) that takes as input the observed solar wind parameters and only the IMF $B_z$ is set to a square wave as in run #2.

Moreover, the simulation results presented in the previous section appear to suggest that the signal to noise ratio in the input $B_z$ power spectrum might be the controlling factor in transmitting this input periodicity to the magnetosphere. Therefore, 3 more runs were designed to help investigate this issue. To do so, the peak in the IMF $B_z$ power spectrum contained at 0.245 mHz frequency (observed in the real data) was increased by a factor of 3 (run #4), 5 (run #5), 10 (run #5) and the IMF $B_z$ signal was reconstructed by applying the inverse Fourier transform to the modified power spectra. All the other solar wind input parameters were set to the observed values. The input $B_z$ parameters and their corresponding power spectra are presented in Figure 6.9 for all 4 runs described above. Increasing the peak in the
Figure 6.8: Power Spectra of the input versus system response. Left panels present from top to bottom the IMF $B_z$, modeled $D_{st}$, modeled CPCP, and the modeled inward and outward fluxes through geosynchronous orbit (run #2) for the November 12, 2003 time period. Panels on the right show their corresponding power spectra results for the specified time range. The red (blue) vertical dashed line shows the frequency corresponding to 60 (68) minute periodicity.
observed IMF $B_z$ power spectrum removes the high frequency spikes, yielding a less noisy reconstructed $B_z$ as well as it changes the amplitude of the oscillations.

### 6.4.1 Periodicity

Figure 6.10 shows the model results for the disturbances in the geomagnetic field (left column) and their corresponding power spectra (right column), for all 4 input cases described above. We note that for run #3 (top row, orange lines), for which the model input contains observed solar wind parameters and the IMF $B_z$ is a pure square wave, the magnetospheric response is very similar with the case of run #2, for which the IMF $B_z$ is the same but all the other solar wind inputs are set to constant values. The power contained at the 0.27 mHz frequency by the modeled $D_{st}$ is slightly lower for run #3, and a peak to noise ratio of about the same as in the case of run #2. Therefore the variations/fluctuations in all the other input parameters have very little to no contribution to the transfer of the field periodicity to the inner magnetosphere. However, the density, temperature and the X component of the solar wind velocity were steady during this time period, with little variation around the constant values that were set as an input for run #2.

The modeled $D_{st}$ results from run #4 (purple line) reveal that, even though the peak in the power spectrum as increased by a factor of 3, IMF $B_z$ periodicity is not seen in the magnetospheric response. The amplitude of the wave is smaller than in the observed $B_z$ or the square wave, therefore this would decrease the amount of energy being transferred to the magnetosphere. Similarly, the modeled $D_{st}$ results from run #5 (light blue line) shows no preferential frequency in the power spectrum, although for this case the frequency peak was increased by a factor of 5. Last row of Figure 6.10 presents the modeled $D_{st}$ results for the case when the peak in the power spectrum of observed IMF $B_z$ was increased by a factor of 10. For this case, the magnetosphere responds to this periodicity, and the peak to noise ratio in modeled
Figure 6.9: IMF $B_z$ (left) and its corresponding power spectrum (right). From top to bottom are presented the input $B_z$ for run #3 (orange line), run #4 (purple line), run #5 (light blue line), run #6 (green line). The red (blue) vertical dashed line shows the frequency corresponding to 60 (68) minute periodicity.
$D_{st}$ power spectrum is about 3. Therefore, a peak to noise ratio of the input signal of about 10 is necessary in order for the magnetosphere to peak up on the periodicity of IMF $B_z$.

Similarly to Figure 6.10, Figure 6.11 shows the model results for the transpolar potential. Although no significant 68 minutes periodicity is observed in the AMIE derived cross polar cap potential, the model results indicate that this parameter requires a lower than 10 peak to noise ratio in the input $B_z$ for it to respond to it. Furthermore, the peak to noise signal ratio in CPCP is proportional with the peak to noise signal ratio in the IMF $B_z$, meaning that the more power is contained at that specific frequency in the IMF $B_z$, more is going to be transmitted to the ionosphere. Therefore, for the magnetosphere to react to the periodicity in the input $B_z$, a threshold amount of power (peak to noise ratio) in the input signal is necessary while for the CPCP the threshold amount is significantly smaller.

The profiles of modeled CPCP and $D_{st}$ of the 4 simulation cases are presented Figure 6.12. The cross polar cap potential looks similar for all runs, with the amplitude of the wave being altered by the amplitude of the IMF $B_z$ input. Also, there is a phase shift of the signal by the end of the simulation time due to the fact that the period of the driver and the response is 68 minutes for run #4, #5, #6, while run #3 input $B_z$ had a 60 minutes periodicity, therefore so they slowly shift out of phase over the day. $D_{st}$ shows a similar phase shift. Moreover, the results from run #3 (orange line) are lower than those from run #4 (purple line), due to the $B_z$ change in amplitude and the difference between the two can be as high as 10 nT.

6.5 Summary and Conclusions

For this study, the CIR driven storm of November 10, 2003 was examined using global magnetosphere simulations with both real and idealized solar wind upstream conditions. When using ACE observations as upstream conditions, the model repro-
Figure 6.10: Modeled $D_{st}$ (left) and its corresponding power spectrum (right). From top to bottom are presented the results from run #3 (orange line), run #4 (purple line), run #5 (light blue line), run #6 (green line). The red (blue) vertical dashed line shows the frequency corresponding to 60 (68) minute periodicity.
Figure 6.11: Modeled CPCP (left) and its corresponding power spectrum (right). From top to bottom are presented the results from run #3 (orange line), run #4 (purple line), run #5 (light blue line), run #6 (green line). The red (blue) vertical dashed line shows the frequency corresponding to 60 (68) minute periodicity.
Figure 6.12: CPCP ($kV$) (top panel) and $D_{st}$ ($nT$) (bottom panel) simulation results from run #3 (orange line), run #4 (purple line), run #5 (light blue line), run #6 (green line)
duces well the observed magnetospheric response, that is the modeled $D_{st}$ profile is similar to the observed one, although it is underestimated. Nevertheless, discrepancies between the observed 1 hour resolution $D_{st}$ and 1 minute resolution SYM-H also exists, with a difference in minimum values of about 15%. Furthermore, for this case, the model results for the transpolar potential illustrates very good agreement with the observationally based potential from AMIE.

Although a 68 minute periodicity is seen in the observed IMF $B_z$, and SYM-H during the high speed stream, the model results show no indication of this periodicity being carried through the system, that is, both the ionosphere and the magnetosphere are not sensitive to it. However, due to the fact that the average energy of the input signal (IMF $B_z$) contained in the frequency corresponding to 68 min periodicity is low (about twice the noise value) while most of it is spread out over the entire frequency range, it is uncertain if there is any correlation between the driver (IMF Bz) and the system response (SYM-H, CPCP) periodicities.

When using idealized input data as upstream conditions in the simulation setup, we find that the cross polar cap potential is more sensitive to the changes in the IMF orientation. The fast and abrupt changes in the IMF $B_z$ control the variations in the CPCP, which in turn regulates the particle injection rate. The ring current intensifies and weakens as the IMF $B_z$ changes sign. The transpolar potential starts increasing when the IMF $B_z$ turns southward, reaching maximum at the end of the 30 min period of negative $B_z$. When the IMF turns northward, the magnetosphere starts to relax and the CPCP starts decreasing, and all of these responses are greatly correlated with the northward/southward turnings displayed in the IMF $B_z$ profile. Furthermore, both the inward and the outward flux at geosynchronous orbit exhibits similar behaviour, indicating a intermittent injection of particles through this boundary, seen as well in the current density distribution.

Furthermore, the transfer of IMF $B_z$ periodicity to the magnetosphere is unal-
tered by other solar wind parameters, although the size of the peak to noise ratio of the input signal is the controlling factor that determines this transfer. The global magnetosphere simulation suggest that a threshold amount of power (peak to noise ratio) of $\sim 10$ in the input signal is needed for the magnetosphere to react to the periodicity in the input Bz, while for the CPCP the threshold amount is significantly smaller.
CHAPTER VII

Hot Electron Ion Drift Integrator Model

7.1 Motivation

Numerous studies, both data analysis and numerical simulations, have attempted to unravel the complex processes that control the nature, transport, and losses of the ring current population. Statistical studies involving large databases of in situ magnetic field measurements in the inner magnetosphere (Lui, 2003; Tsyganenko et al., 2003; Jorgensen et al., 2004; Le et al., 2004) showed that under disturbed conditions, large depressions in the geomagnetic field strength (down to $\sim -400$ nT) are associated with the ring current. Borovsky et al. (1997) suggested that the cold dense plasma sheet is the source of the superdense near Earth plasma sheet and as a consequence it enhances the ring current due to high diamagnetism of the near Earth superdense plasma sheet. Thomsen et al. (2003) showed that the access to geosynchronous orbit of the cold, dense plasma sheet particles happens under preferential northward IMF Bz conditions. Moreover, Wygant et al. (1998) and Rowland and Wygant (1998) report on the presence of bursty convection enhancements and reversed convection in the midnight sector that alter the morphology of the ring current.

The configuration of the storm time ring current depends entirely on storm epoch time and magnetic local time (MLT) (e.g. Brandt et al., 2002). The ring current induced magnetic field alters the grad-B and curvature drift velocities of all the trapped...
particles (e.g. Ebihara and Ejiri, 2000). Several empirical models of the ring current-induced magnetic field (e.g. Kim and Chan, 1997; Nakamura et al., 1998) attempted to quantify the adiabatic changes of the ring current population using empirical magnetic field models that are a function of the geocentric distance and Dst.

The coupling between plasma and fields in the inner magnetosphere plays a key role in the overall behavior of the magnetosphere. In the inner magnetosphere, plasma does not behave like a fluid, therefore a kinetic description of this region is needed. While most kinetic models treat the plasma transport realistically, they lack a consistent treatment of the fields, that is, a dipolar assumption is used in the description of the magnetic field along with empirical formalisms for the electric fields. On the other hand, MHD numerical models have self consistency but they lack the ability to reproduce essential gradient curvature drifts and their description of the inner magnetosphere is overly simplified (De Zeeuw et al., 2004).

A realistic time-varying magnetic field is crucial for understanding the ring current and plasma sheet dynamics, especially during magnetic activity. Several ring current simulations that incorporate a self-consistent magnetic field have been developed. One example is the Rice Convection Model (RCM) coupled with the Magnetofriction (MF) code of Toffoletto et al. (2003), an inner magnetospheric model which self-consistently accounts for the inner magnetospheric currents in calculating the magnetospheric B-field configuration and also accounts for the coupling between these currents with ionospheric currents. Using this configuration, Lemon et al. (2004) obtained a force-balanced magnetic field by solving a set of ideal magnetohydrodynamic (MHD) equations with a frictional dissipation term. Their simulation results of the plasma transport from the plasma sheet to the ring current suggest that the perturbation associated with the injection of plasma sheet ions in the inner magnetosphere inhibits the formation of a significant ring current. Several models have been developed that use the T96 or T01 magnetic field model (Tsyganenko, 1995; Tsyganenko
and Stern, 1996; Tsyganenko, 2002), that take IMF and Dst as inputs (Fok and Moore, 1997; Fok et al., 2001; Vapirev and Jordanova, 2007). Fok et al. (2001) solves the evolution of the phase space density of ions and the electric potential to incorporate a force-balanced magnetic field in a self-consistent manner. Zaharia et al. (2006) solved quasi-2-D elliptic equations to obtain a self-consistent magnetic field expressed by the Euler potentials. Comparison with a dipolar configuration shows that depressions of the plasma pressure on the nightside are lower (higher equatorial perpendicular pressure) when the magnetic field is consistently accounted for. Two way coupling between a ring current model (Jordanova et al., 2006) and a 3-D plasma force-balance model also shows significant differences in the inner magnetosphere compared to the case when the ring current model is based on a dipolar approximation.

Another study by Chen et al. (2006) used a tracing method for the equatorially mirroring ions under a self-consistent magnetic field with an equatorial pitch angle distribution assumed to be sinusoidal and showed that the self-consistent feedback between the plasma pressure and the magnetic field is suppressing ring current energization. Liu et al. (2006) reported on the need of a consistent representation of the fields in an inner magnetosphere model and showed that their magnetically self-consistent model reasonably reproduced many of the general features of the storm time ring current.

Moreover, Liemohn and Brandt (2005) discussed electric field feedback as a limiter of future ring current enhancement. Numerical simulations of the ring current and plasmasphere indicate that an accurate description of the electric field is essential in reproducing their large-scale morphology and bulk parameters (Liemohn et al., 2004, 2006).

On the other hand, De Zeeuw et al. (2004) presented initial results of self consistent RCM coupled with the BATS-R-US model within the SWMF. The authors report on
the inflation of the magnetic field in the tail due to the presence of the ring current. With a similar setup, Zhang et al. (2007) performed a real storm simulation using the coupled RCM-MHD code. Their simulation results are in good agreement with geosynchronous plasma and fields. Another study using RCM in conjunction with a realistic magnetic field from MHD model, shows that the global magnetosphere responds non-linearly to solar wind energy inputs (Ilie et al., 2010).

Nevertheless, the RCM model has the disadvantage that it assumes an isotropic pitch angle distribution and charge exchange processes are not explicitly considered (at least not in the Space Weather Modeling Framework version of the RCM). Moreover, RCM assumes an isotropic particle pressure distribution. In this chapter we describe the Hot Electron Ion Drift Integrator model, that includes both charge exchange losses, as well as full pitch angle distributions therefore, pitch angle dependent drifts and losses, so it can handle arbitrary magnetic fields.

### 7.2 Governing Equations

#### 7.2.1 The Kinetic Equation

The HEIDI model is the Liemohn et al. (2004) version of the Ring current - Atmosphere interaction Model (RAM) based on earlier versions by Fok et al. (1993) and Jordanova et al. (1996), developed at the University of Michigan. It computes the time-dependent, gyration- and bounce-averaged kinetic equation for the phase-space density of one or more ring current species \( e, H^+, He^+, O^+ \) on an equatorial based grid.

The bounce-averaged kinetic equation

\[
\frac{\partial Q}{\partial t} + \frac{1}{R_0^2} \frac{\partial}{\partial R_0} \left( R_0^2 \langle \frac{dR_0}{dt} \rangle Q \right) + \frac{\partial}{\partial \phi} \left( \langle \frac{d\phi}{dt} \rangle Q \right) + \frac{1}{\sqrt{E}} \frac{\partial}{\partial E} \left( \sqrt{E} \langle \frac{dE}{dt} \rangle Q \right) + \frac{1}{h(\mu_0)\mu_0} \frac{\partial}{\partial \mu_0} \left( h(\mu_0)\mu_0 \langle \frac{d\mu_0}{dt} \rangle Q \right) = \langle \frac{\delta Q}{\delta t} \rangle_{\text{collisions}} (7.1)
\]
solves for the phase space distribution function \( Q(R_0, \phi, E, \mu_0, t) \), where \( R_0 \) represents the radial distance in the equatorial plane, \( \phi \) is the geomagnetic east longitude, \( E \) is the kinetic energy of the particle, \( \mu_0 = \cos \alpha_0 \), where \( \alpha_0 \) is the particle equatorial pitch angle. Note that the subscript '0' throughout this chapter indicates an equatorial value, unless specified otherwise. \( QdV \) represents the mean number of particles with kinetic energy between \( E \) and \( E + dE \) and cosine of the equatorial pitch angle between \( \mu_0 \) and \( \mu_0 + d\mu_0 \) at time \( t \), for which the coordinates of the guiding center lie in a magnetic flux tube with equatorial area \( R_0dR_0d\phi \). \( dV \) is the elementary volume in four dimensions \((R_0, \phi, E, \mu_0)\) as defined by Jordanova et al. (1996):

\[
dV = 8\pi\sqrt{2Em^3}R_0^2\mu_0 h(\mu_0) dR_0 d\phi dEd\mu_0
\] (7.2)

where

\[
h = \frac{1}{2R_0} \int_{s_m}^{s_{m'}} ds \frac{1}{\sqrt{1 - \frac{B(s)}{B_m}}} \] (7.3)

is a quantity related to the half bounce path, and \( m \) is the particle’s mass.

The relationship between the phase space distribution function \( Q(R_0, \phi, E, \mu_0, t) \) and the velocity space distribution function \( F(\vec{v}, \vec{R}_0, t) \) is given by \( F = Qm^3 \). The left hand side of Equation 7.1 describes the collisionless drift of charged particles and the right hand side describes changes in the distribution function due to loss processes. The brackets \( \langle \rangle \) denote bounce-averaging and for a quantity \( \chi \) as described in the following:

\[
\langle \chi \rangle = \frac{1}{S_B} \int_{s_m}^{s_{m'}} ds \frac{\chi}{\sqrt{1 - \frac{B(s)}{B_m}}} \] (7.4)

where \( S_B \) represents the half-bounce path length, as defined by Roederer (1970).
Equation 7.1 can be written in the conservative form by multiplying by $R_0^2 \mu_0 \sqrt{E_h(\mu_0)}$, yielding an expression for the conservative function $Q^* = R_0^2 \mu_0 \sqrt{E_h(\mu_0)} Q$ (Jordanova et al., 1994, 1996):

\[
\frac{\partial Q^*}{\partial t} + \frac{\partial}{\partial R_0} \left( \langle \frac{dR_0}{dt} \rangle Q^* \right) + \frac{\partial}{\partial \phi} \left( \langle \frac{d\phi}{dt} \rangle Q^* \right) + \frac{\partial}{\partial E} \left( \langle \frac{dE}{dt} \rangle Q^* \right) + \frac{\partial}{\partial \mu_0} \left( \langle \frac{d\mu_0}{dt} \rangle Q^* \right) = \langle \delta Q^* \delta t \rangle_{\text{collisions}}
\]

(7.6)

The various terms in Equation 7.6 account for the contribution from flow of plasma out to the dayside outer boundary, collisionless drifts, energy loss and pitch angle scattering due to Coulomb collisions with the thermal plasma, charge exchange loss with the hydrogen corona, and precipitative loss to the upper atmosphere. Time, geocentric distance in the equatorial plane, magnetic local time, kinetic energy, and cosine of the equatorial pitch angle are the five independent variables. The distribution function in both space and velocity space can be computed in HEIDI for all pitch angles and local times, with an energy range typically ranging from 10 eV to 400 keV and $L$ shell values ranging from 2 to 6.5.

### 7.2.2 Particle Drifts

The magnetic gradient curvature along with the $\vec{E} \times \vec{B}$ drift velocities determine the particle’s total drift at ring current energies. Since the current version of HEIDI assumes a dipolar magnetic field, the gradient curvature drift uses the analytical formulation from Ejiri (1978), valid only for dipolar configuration of the magnetic field:
\[ \langle V_{GC} \rangle = -\frac{3ER_0^2}{qM_e} \left( 1 - \frac{I(\mu_0)}{6h(\mu_0)} \right) \hat{\phi} \]  

(7.7)

where \( q \) is the charge of the particle and the dipole moment of the Earth is \( M_e = 8.02 \times 10^{15} \text{ Tm}^3 \). \( I(\mu_0) \) is a quantity related with the second adiabatic invariant and is defined by:

\[ I = \frac{1}{R_0} \int_{s_m}^{s_m'} ds \sqrt{1 - \frac{B(s)}{B_m}} \]  

(7.8)

The magnetospheric electric field is given by:

\[ \vec{E} = -\nabla (\Phi_{\text{convection}} + \Phi_{\text{corotation}}) \]  

(7.9)

where the corotation electric potential \( \Phi_{\text{corotation}} \) is defined as

\[ \Phi_{\text{corotation}} = -\frac{C}{R_0}, \]  

(7.10)

with \( C = 1.44 \times 10^{-2} R_e^2 \text{Vm}^{-1} \). According to Northrop (1963) and Roederer (1970), provided that the fields vary slowly over a period comparable with the bounce period, only the equatorial electric field contributes to the bounce-averaged drift velocities of the guiding center:

\[ \langle V_{\text{drift}} \rangle = \frac{\vec{E}_0 \times \vec{B}_0}{B_0^2} \]  

(7.11)

An accurate description of the convection electric field is very important for a complete description of the ring current. HEIDI includes a variety of electric field models: empirical Volland-Stern two-cell convection pattern (Volland, 1973; Stern, 1975; Maynard and Chen, 1975), modified McIlwain E5D model (McIlwain, 1986) along with a self consistent electric field described by Liemohn et al. (2004) and Liemohn and Kozyra (2005). The Volland-Stern model for the electric field is based
on the Kp index dependence with a shielding factor of $\gamma = 2$ as determined by Ko-rth et al. (1999). The McIlwain model uses boundary conditions derived from the Defense Meteorological Satellites Program (DMSP) along with a Weimer model generated transpolar potential. The self consistent model for the electric field employs coupling with the Ridley Ionosphere Model (RIM), given that the field aligned currents calculated by HEIDI are used as source terms in the Poisson equation for the ionospheric potential, solved by RIM (Ridley and Liemohn, 2002; Ridley et al., 2004).

7.2.3 Bounce-averaged Coefficients

In the absence of parallel electric fields and assuming the particles move in a dipolar magnetic field configuration, the bounce-averaged rate of change of the cosine of the equatorial pitch angle and the bounce-averaged rate of change of the particle’s kinetic energy over a bounce period (Ejiri, 1978) are:

$$\left\langle \frac{d\mu}{dt} \right\rangle = \frac{1 - \mu^2}{4R_0\mu_0^2} I(\mu_0) \left\langle \frac{dR_0}{dt} \right\rangle$$

(7.12)

$$\left\langle \frac{dE}{dt} \right\rangle = -\frac{3E}{R_0} \left(1 - \frac{I(\mu_0)}{6h(\mu_0)}\right) \left\langle \frac{dR_0}{dt} \right\rangle$$

(7.13)

The $I(\mu_0)$ and $h(\mu_0)$ integrals, as defined in Equation 7.8 and Equation 7.3, are evaluated using the approximations of Ejiri (1978), valid only for a dipole magnetic field$^1$:

$$h(\mu_0) = \alpha - \beta (\mu_0 + \sqrt{\mu_0}) + a_1\mu_0^{1/3} + a_2\mu_0^{2/3} + a_3\mu_0 + a_4\mu_0^{4/3}$$

(7.14)

$^1\alpha$ here is not the pitch angle but rather a constant, defined in Equation 7.17
\[ I(\mu_0) = 2\alpha (1 - \mu_0) + 2\beta \mu_0 \ln(\mu_0) + 4\beta (\mu_0 - \sqrt{\mu_0}) + 3a_1 (\mu_0^{1/3} - \mu_0) + 6a_2 (\mu_0^{2/3} - \mu_0) + 6a_4 (\mu_0 - \mu_0^{4/3}) - 2a_3 \mu_0 \ln(\mu_0) \]  

(7.15)

where the following coefficients were numerically determined.

\[ a_1 + a_2 + a_3 + a_4 = 0 \]  

(7.16)

\[ \alpha = 1 + \frac{\ln(2 + \sqrt{3})}{2\sqrt{3}} \sim 1.38 \]  

(7.17)

\[ \beta = \frac{\alpha}{2} - \frac{\pi \sqrt{2}}{12} \sim 0.32 \]  

(7.18)

\[ a_1 = 0.055 \quad a_2 = -0.037 \quad a_3 = -0.074 \quad a_4 = 0.056 \]  

(7.19)

Charge exchange with neutral hydrogen from the geocorona produces low energy protons as well as high energy neutral atoms. This charge exchange represents the main internal loss process for the ring current ions (Dessler and Parker, 1959). The loss rate due to charge exchange is:

\[ \left\langle \left( \frac{\partial Q}{\partial t} \right)_{ce} \right\rangle = -\sigma \sqrt{\frac{2E}{m}} \langle n_H \rangle Q \]  

(7.20)

where \( \sigma \) is the charge exchange cross section of the ion species colliding with the geocorona hydrogen with number density \( n_H \).

Measurements of the exospheric hydrogen density from Dynamics Explorer 1 (DE1), based on observations of geocoronal emission due to solar Lyman alpha radiation scattered in the Earth’s exosphere, provided by Rairden et al. (1986) are used.
The reported exponential behaviour \((Raideren et al., 1986; Østgaard et al., 2003)\) between 2 and 6 Earth Radii of \(n_H\) is used to calculate this value at any radial distance. The bounce averaged values of the neutral hydrogen are calculated assuming a dipolar configuration of the magnetic field.

The HEIDI model is also coupled with the time dependent plasmasphere model of Ober et al. (1997) that solves the continuity equation for the total cold plasma content in a flux tube and provides HEIDI with the thermal electron density in the equatorial plane, needed to describe the Coulomb collisions with the plasmasphere. The bounce averaged plasmaspheric electron density \(n_{pe}\) is

\[
\langle n_{pe} \rangle = \frac{n_{pe0}}{S_B B_0} \int_{s_m'} \frac{B(s)}{\mu} ds = \frac{n_{pe0}}{1 - \mu_0^2} \left( 1 - \frac{I(\mu_0)}{2h(\mu_0)} \right)
\]

For simplicity, the ratio \(n_{pe}(s)/B(s)\) is assumed to be constant along the magnetic field line. Then a simpler analytical expression is obtained for the bounce averaged plasmaspheric electron density:

\[
\langle n_{pe} \rangle = \frac{n_{pe0} B_0 \mu^2}{B(s)} = \frac{n_{pe0}}{S_B} \int_{s_m} \mu ds = \frac{n_{pe0} I(\mu_0)}{2h(\mu_0)}
\]

The source term for the phase space density equation is provided by the nightside outer boundary of the simulation domain. That is, geosynchronous observations of particle fluxes are used as input functions. The composition of the plasma sheet is assumed to have Kp dependence and is described using the empirical formulation of Young et al. (1982),

\[
n(H^+) = 0.34 \cdot e^{(0.54 - K_p)}
\]

\[
n(O^+) = 0.011 \cdot e^{(0.24 - K_p + 0.011 \cdot F_{10.7})}
\]

For more details about the numerical model see Liemohn et al. (1999, 2001b,
7.3 New formalism for bounce averages in an arbitrary magnetic field

Extensive modifications of HEIDI were carried out in order to accommodate for a non-dipolar magnetic field, including the development of new theoretical formulations for the bounced averaged coefficients, to replace the previously used analytical approximations of Ejiri (1978). Details of the derivations are described below.

In the presence of external forces which are perpendicular to the magnetic field lines at all times (equipotential field lines), the particle’s momentum and the magnetic field at the mirror points are not conserved. However the magnetic moment and the second adiabatic invariant remain constants. The bounce average rate of change of the cosine of the particle’s pitch angle is derived from the conservation of the magnetic moment $\mu_m$

$$\mu_m = \frac{1}{2} \frac{mv^2}{B} = \frac{1}{2} \frac{mv^2 \sin^2 \alpha_0}{B_0}$$

(7.25)

and the second adiabatic invariant $J$

$$J = 2mv \int_{s_m}^{s_m'} ds \sqrt{1 - \frac{B(s)}{B_m}}$$

(7.26)

where $B_0$ represents the equatorial value of the magnetic field, $B(s)$ is the magnetic field along the field line, $s$ is the distance from the ionospheric foot-point along the field line, $B_m$ denotes the magnitude of the magnetic field at the mirror points $s_m$ and $s_m'$ and $v$ is the particle’s velocity.

We eliminate the velocity of the particle by combining the two invariants,
and letting \( y = \sin \alpha_0 \) yields:

\[
\frac{\mu_m}{J^2} = \frac{1}{2} \frac{mv^2 \sin^2 \alpha_0}{B_0} \left( \frac{1}{4m^2v^2} \left[ \int_{s_m}^{s_m'} ds \sqrt{1 - \frac{B(s)}{B_m}} \right]^2 \right)
\]

\[
\frac{\mu_m}{J^2} = \frac{y^2}{8mB_0I^2R_0^2}
\]

Differentiating with respect to time we get:

\[
\frac{d}{dt} \left[ \frac{y^2}{8mB_0I^2R_0^2} \right] = 0
\]

\[
\frac{2dy}{y} \frac{dB_0}{dt} - \frac{1}{B_0} \frac{dR_0}{dt} - \frac{2}{R_0} \frac{dI}{dt} - \frac{2}{I} \frac{dI}{dt} = 0
\]

Equation 7.25 along with energy conservation yields a relationship between the magnetic field at the mirror point \( (B_m) \), magnetic field at the equator \( (B_0) \) and the particle’s equatorial pitch angle \( (\alpha_0) \):

\[
B_m = \frac{B_0}{\sin^2 \alpha_0}
\]

Therefore, using the expressions of \( I \) (Equation 7.8) and \( h \) (Equation 7.3) together with Equation 7.32 we can write:

\[
I = \frac{1}{R_0} \int_{s_m}^{s_m'} ds \sqrt{1 - \frac{B(s)y^2}{B_0}}
\]
\[ h = \frac{1}{2R_0} \int_{s_m}^{s_{m'}} \frac{ds}{\sqrt{1 - \frac{B(s)y^2}{B_0}}} \]  

(7.34)

The last term in Equation 7.31 \( \frac{dI}{dt} \) needs further examination.

\[
dI\over{dt} = \left( \frac{1}{R_0} \sqrt{1 - \frac{B(s_m)y^2}{B_0}} \right) \frac{ds_{m'}}{dt} - 
\left( \frac{1}{R_0} \sqrt{1 - \frac{B(s_m)y^2}{B_0}} \right) \frac{ds_m}{dt} + \int_{s_m}^{s_{m'}} \frac{1}{R_0 \sqrt{1 - \frac{B(s)y^2}{B_0}}} ds 
\]  

(7.35)

\[
\left( \frac{1}{R_0} \sqrt{1 - \frac{B(s_m)y^2}{B_0}} \right) \frac{ds_{m'}}{dt} = \left( \frac{1}{R_0} \sqrt{1 - \frac{B(s_m)y^2}{B_0}} \right) \frac{ds_m}{dt} = \frac{1}{R_0} \sqrt{1 - \frac{B_m y^2}{B_0}} = 0 
\]  

(7.36)

Therefore,

\[
dI\over{dt} = \int_{s_m}^{s_{m'}} \frac{\partial}{\partial t} \frac{1}{R_0 \sqrt{1 - \frac{B(s)y^2}{B_0}}} ds = \frac{\partial I}{\partial t} + \frac{\partial I}{\partial y} \frac{\partial y}{\partial t} + \frac{\partial I}{\partial R_0} \frac{\partial R_0}{\partial t} + \frac{\partial I}{\partial \phi} \frac{\partial \phi}{\partial t} 
\]  

(7.37)

Second term in Equation 7.37 can be further simplified by solving for \( \frac{d}{dy} \left( \frac{I}{y} \right) \) first and then relating the \( \frac{\partial I}{\partial y} \) term with \( I \) and \( h \) quantities.

\[
\frac{\partial}{\partial y} \left( \frac{I}{y} \right) = -\frac{I}{y^2} + \frac{1}{y} \frac{\partial I}{\partial y} 
\]  

(7.38)

\[
\frac{\partial I}{\partial y} = \frac{1}{R_0} \int_{s_m}^{s_{m'}} \frac{B(s)y}{B_0} \frac{ds}{\sqrt{1 - \frac{B(s)y^2}{B_0}}} 
\]  

(7.39)
\[
\frac{\partial}{\partial y} \left( \frac{I}{y} \right) = -\frac{1}{R_0 y^2} \left( \int_{s_m}^{s_m'} ds \sqrt{1 - \frac{B(s)y^2}{B_0}} + y \int_{s_m}^{s_m'} \frac{B(s)y}{B_0} \sqrt{1 - \frac{B(s)y^2}{B_0}} \right) \tag{7.40}
\]

\[
\frac{\partial}{\partial y} \left( \frac{I}{y} \right) = -\frac{1}{R_0 y^2} \int_{s_m}^{s_m'} \frac{ds}{\sqrt{1 - \frac{B(s)y^2}{B_0}}} \tag{7.41}
\]

So we obtain

\[
\frac{\partial}{\partial y} \left( \frac{I}{y} \right) = -\frac{2h}{y^2} \tag{7.42}
\]

From Equation 7.38 and Equation 7.42 we get

\[
\frac{\partial I}{\partial y} = \frac{I - 2h}{y} \tag{7.43}
\]

Therefore, Equation 7.37 becomes:

\[
\frac{dI}{dt} = \frac{\partial I}{\partial t} + \frac{(I - 2h) \partial y}{y \partial t} + \frac{\partial I}{\partial R_0} \frac{\partial R_0}{\partial t} + \frac{\partial I}{\partial \phi} \frac{\partial \phi}{\partial t} \tag{7.44}
\]

Now, we evaluate the third term in Equation 7.37.

\[
\frac{\partial I}{\partial R_0} \frac{\partial R_0}{\partial t} = -\frac{1}{R_o^2} \frac{\partial R_0}{\partial t} \int_{s_m}^{s_m'} ds \sqrt{1 - \frac{B(s)y^2}{B_0}} + \frac{1}{R_0} \int_{s_m}^{s_m'} \frac{\partial}{\partial R_0} \sqrt{1 - \frac{B(s)y^2}{B_0}} ds \tag{7.45}
\]

\[
\frac{\partial I}{\partial R_0} \frac{\partial R_0}{\partial t} = -\frac{I}{R_0} \frac{\partial R_0}{\partial t} + \frac{1}{2R_0 B_0 \partial R_0} \frac{\partial B_0}{\partial \phi} \left( \int_{s_m}^{s_m'} \frac{ds}{\sqrt{1 - \frac{B(s)y^2}{B_0}}} - \int_{s_m}^{s_m'} ds \sqrt{1 - \frac{B(s)y^2}{B_0}} \right) \tag{7.46}
\]
\[
\frac{\partial I}{\partial R_0} \frac{\partial R_0}{\partial t} = -\frac{I}{R_0} \left[ \frac{2h - I}{2B_0} \frac{\partial B_0}{\partial t} + \frac{1}{R_0} \frac{\partial R_0}{\partial t} \right] + \frac{1}{R_0} \int_{s_m'}^{s_m} \sqrt{1 - B(s) y^2 \frac{d(s)}{ds}} - \frac{y^2 S_B}{2R_0 B_0} \left( \partial B_0 \right) \bigg] (7.47)
\]

In the case of a dipolar magnetic field it can be shown that the \( \frac{\partial I}{\partial R_0} = 0 \) as well as \( \frac{\partial I}{\partial \phi} = 0 \) and \( \frac{\partial I}{\partial t} = 0 \).

Returning to Equation 7.31, this yields:

\[
\frac{dy}{dt} = I y \left( \frac{1}{2B_0} \frac{dB_0}{dt} + \frac{1}{R_0} \frac{dR_0}{dt} + \frac{1}{I} \frac{\partial I}{\partial t} + \frac{1}{I} \frac{\partial R_0}{\partial t} + \frac{1}{I} \frac{\partial \phi}{\partial t} \right) (7.48)
\]

Considering that \( B_0 \) is a function \( B_0(t, R_0, \phi) \), the total derivative \( \frac{dR_0}{dt} \) becomes:

\[
\frac{dR_0}{dt} = \frac{\partial R_0}{\partial t} + \frac{\partial R_0}{\partial R_0} \frac{\partial R_0}{\partial t} + \frac{\partial R_0}{\partial \phi} \frac{\partial \phi}{\partial t} (7.49)
\]

The total velocity vector in the equatorial plane in spherical coordinates,

\[
\vec{v}_0 = \hat{R}_0 \frac{\partial R_0}{\partial t} + \hat{\phi} R_0 \frac{\partial \phi}{\partial t} (7.50)
\]

has its components defined as:

\[
v_{0R} = \frac{\partial R_0}{\partial t} = \left\{ \frac{m_t}{q B_0^4} \left( v_{||}^2 + \frac{v_{\perp}^2}{2} \right) \left[ \nabla \frac{B_0^2}{2} \right] \times \vec{B}_0 \right\} \hat{R}_0 (7.51)
\]

\[
v_{0\phi} = R_0 \frac{\partial \phi}{\partial t} = \left\{ \frac{m_t}{q B_0^4} \left( v_{||}^2 + \frac{v_{\perp}^2}{2} \right) \left[ \nabla \frac{B_0^2}{2} \right] \times \vec{B}_0 \right\} \hat{\phi} (7.52)
\]
Going back in Equation 7.48, we are able to obtain an expression for \( \frac{dy}{dt} \) as a function of \( I \), \( h \), \( B_0 \) field magnitude and total drift components \( v_{0R} \) and \( v_{0\phi} \):

\[
\frac{dy}{dt} = \frac{Iy}{2h} \left\{ v_{0R} \left( \frac{1}{2B_0} \frac{\partial B_0}{\partial R_0} + \frac{1}{R_0} + \frac{1}{I} \frac{\partial I}{\partial R_0} \right) + v_{0\phi} \left( \frac{1}{2B_0R_0} \frac{\partial B_0}{\partial \phi} + \frac{1}{IR_0} \frac{\partial I}{\partial \phi} \right) \right. \\
\left. + \frac{1}{2B_0} \frac{\partial B_0}{\partial t} + \frac{1}{I} \frac{\partial I}{\partial t} \right\} (7.53)
\]

Transforming \( \mu_0 = \sqrt{1 - y^2} \) and taking into account that in the case of no parallel electric fields the equatorial pitch angle is conserved over a bounce period, we have:

\[
\left\langle \frac{d\mu_0}{dt} \right\rangle = -\frac{(1 - \mu_0^2)}{2h \mu_0} \left\{ v_{0R} \left( \frac{1}{2B_0} \left( \nabla B_0 \right)_{\hat{R}_0} + \frac{1}{R_0} + \frac{1}{I} \left( \nabla I \right)_{\hat{R}_0} \right) + \\
v_{0\phi} \left( \frac{1}{2B_0} \left( \nabla B_0 \right)_{\hat{\phi}} + \frac{1}{I} \left( \nabla I \right)_{\hat{\phi}} \right) + \frac{1}{2B_0} \frac{\partial B_0}{\partial t} + \frac{1}{I} \frac{\partial I}{\partial t} \right\} (7.54)
\]

Additionally, the bounce-averaged rate of change of the kinetic energy of the particle is derived from the conservation of the first adiabatic invariant:

\[
\frac{d}{dt} \left( \frac{1}{2} \frac{mv^2}{B} \right) = \frac{d}{dt} \left( \frac{Ey^2}{B_0} \right) = 0 \quad (7.55)
\]

\[
\frac{dE}{dt} = \frac{E}{B_0} \frac{dB_0}{dt} - \frac{2E}{y} \frac{dy}{dt} \quad (7.56)
\]

Substituting in Equations 7.53 and 7.49, Equation 7.56 becomes:

\[
\frac{dE}{dt} = \frac{E}{B_0} \left( 1 - \frac{I}{2h} \right) \frac{\partial B_0}{\partial t} + Ev_{0R} \left[ \frac{1}{B_0} \left( 1 - \frac{I}{2h} \right) \frac{\partial B_0}{\partial R_0} - \frac{1}{h} \left( \frac{I}{R_0} + \frac{\partial I}{\partial R_0} \right) \right] + \\
Ev_{0\phi} \left[ \frac{1}{B_0} \left( 1 - \frac{I}{2h} \right) \frac{1}{R_0} \frac{\partial B_0}{\partial \phi} - \frac{1}{hR_0} \frac{\partial I}{\partial \phi} \right] - \frac{E}{h} \frac{\partial I}{\partial t} (7.57)
\]
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Again, bounce-averaging, for the case of no parallel electric fields, we obtain:

\[
\left\langle \frac{dE}{dt} \right\rangle = \frac{E}{B_0} \left( 1 - \frac{I}{2h} \right) \frac{\partial B_0}{\partial t} + E v_0 R \left\{ \frac{1}{B_0} \left( 1 - \frac{I}{2h} \right) (\nabla B_0)_{R_0} - \frac{1}{h} \left( \frac{I}{R_0} + (\nabla I)_{R_0} \right) \right\} + E v_0 \phi \left\{ \frac{1}{B_0} \left( 1 - \frac{I}{2h} \right) (\nabla B_0)_{\phi} - \frac{1}{h} (\nabla I)_{\phi} \right\} - \frac{E}{h} \frac{\partial I}{\partial t} \tag{7.58}
\]

Substituting a dipolar magnetic field in Equation 7.54 and Equation 7.58 we obtain the *Ejiri* (1978) formulae (Equation 7.12 and Equation 7.13, respectively).

Moreover, the analytical approximation of *Ejiri* (1978) for the bounce-averaged gradient-curvature drift (Equation 7.7) is replaced by the bounce average of the following general formula:

\[
\vec{V}_{GC} = -\frac{m_t}{qB^2} \left( v^2 + v^2_{\perp} \right) \left[ \left( \nabla B^2 \right) \times \vec{B} \right] \tag{7.59}
\]

The bounce-averaged geocorona hydrogen density and plasmaspheric electron density are numerically calculated, for an arbitrary magnetic field:

\[
\langle H_{\text{density}} \rangle = \frac{1}{S_B} \int_{m_1}^{m_2} n_H \frac{ds}{1 - \frac{B(s)}{B_m}} \tag{7.60}
\]

\[
\langle n_{pe} \rangle = \frac{n_{pe0}}{S_B B_0} \int_{s_m}^{s_m^f} ds \frac{B(s)}{\mu} \tag{7.61}
\]

The details of the numerical implementation and testing are described in the following section.
7.4 Numerical Implementation and Testing

7.4.1 Implementation of numerical integrals of $I$ and $h$

As previously stated, the first step was to replace the analytical formulae for $I$ (Equation 7.8) and $h$ (Equation 7.3) with numerical integrals along the field line.

To do so, the integration was performed assuming that the magnetic field varies linearly in between two consecutive grid points along the field line and the value of the integral was analytically estimated between any two neighboring grid points. That is:

\[
I = \frac{1}{R_0} \sum_i 2 \frac{1}{3} \frac{s_{i+1} - s_i}{\sqrt{B_m - B_i}} ((B_m - B_{i+1})^{3/2} - (B_m - B_i)^{3/2}) 
\]

(7.62)

\[
h = \frac{1}{2R_0} \sum_i 2 \sqrt{B_m} \frac{s_{i+1} - s_i}{\sqrt{B_m - B_i} - B_{i+1} + B_i} ((B_m - B_{i+1})^{1/2} - (B_m - B_i)^{1/2}) 
\]

(7.63)

where $ds_i$ is the length of the field line element at the current grid point. At the mirror points $I$ and $h$ become

\[
\Delta I_m = 2 \frac{1}{3} \frac{1}{\sqrt{B_m}} \Delta s \sqrt{(B_m - B_i)} 
\]

(7.64)

\[
\Delta h_m = 2 \sqrt{B_m} \frac{\Delta s}{\sqrt{B_m - B_i}} 
\]

(7.65)

where

\[
\Delta s = \frac{(B_m - B_i)(s_i - s_{i-1})}{B_{i-1} - B_i} 
\]

(7.66)

is the field line element at the end segments (at the mirror points).

This assumption allowed us to avoid the singularities occurring at the mirror
point in the calculation of $h$. The grid along the field line is uniform in latitude and symmetric with respect to the equatorial plane. Nevertheless, this means the grid is not uniform in the field line length, although HEIDI can accommodate non-uniform grids as well (e.g. field aligned grids that are more refined in the equatorial region, to better resolve the equatorially mirroring particles).

Figure 7.1 presents the integration results of $I = \frac{1}{R} \int_{s_m}^{s_m'} ds \sqrt{1 - \frac{B(s)}{B_m}}$ for three choices of the particle’s pitch angle: $30^\circ$ (top panel), $60^\circ$ (middle panel) and $88^\circ$ (bottom panel) for a L shell value of 4. The choice of $88^\circ$ pitch angle was made in order to illustrate the profile of these parameters for near equator mirroring particles. For easy reference, in each plot the blue, red and green lines have constant slopes of 1, 1.5 and 2 respectively. This is a proxy for the order of accuracy of the integration method. Note that the scale is logarithmic. The relative error was calculated in the following manner:

$$\text{Relative Error} = \frac{\text{True Value of } I - I(nPoint)}{I(nPoint)}$$

(7.67)

where the true value of $I$ is set to be that of the integral for a very refined grid, in our case 100001 points, and $I(nPoint)$ is the value of $I$ for nPoint grid size. We note that the integration has a second order accuracy.

Similarly to Figure 7.1, Figure 7.2 shows the integration results for $h = \frac{1}{2R} \int_{s_m}^{s_m'} ds \frac{B(s)}{B_m} \sqrt{1 - \frac{B(s)}{B_m}}$. Since this expression contains a singularity at the mirror points, our method of linearizing the magnetic field in between two consecutive field line grid points, is less accurate than second order. The fluctuations seen in the behaviour of $h$ are due to the fact that the integration on the last segment has a relatively large contribution to the total value of the integral and at the end points brings up a larger error than in the case of the $I$ integral. However, this is a good method for the purpose of our work and both integrals are converging quite fast for a reasonably sized grid, that is 101 points.
Figure 7.1: Relative error for \( I \) calculations versus number of points along a field line for three choices of pitch angle: 30° (top), 60° (middle) and 88° (bottom) for L shell = 4. Black line shows the results of the integral while the blue, red and green show lines with slopes of 1, 1.5 and 2 respectively.
Figure 7.2: Relative error for $h$ calculations versus number of points along a field line for three choices of pitch angle: $30^\circ$ (top), $60^\circ$ (middle) and $88^\circ$ (bottom) for L shell = 4. Black line shows the results of the integral while the blue, red and green show lines with slopes of 1, 1.5 and 2 respectively.
To further reinforce our choice of 101 grid points, the left panels in Figure 7.3 show the relative error to the converged value (black line) and the relative error to the analytical value (the value as provided by Ejiri (1978) formula) for the three choices of pitch angle described above. On the right, we show a close-up of the same plots on the left. A dotted blue line marks the 101 point choice. Only the X axis is logarithmic for this plot. We note that the relative error for both comparisons is under 1%. However, the Ejiri (1978) expressions for $I$ and $h$ are numerical approximations as well and not analytical solutions (although for simplicity we refer to them as 'analytical', because they are expressed as a trigonometric polynomial function).

Figure 7.4 is a replica of Figure 7.3, only now for the $h$ integration results. Again, the relative difference between both the converged and analytical values are under 1% for all pitch angles for 101 grid points along the magnetic field line.

7.4.2 Model Validation

To illustrate the differences between the dipolar and non-dipolar HEIDI, extensive tests were performed using an idealized magnetic field configuration, that is a stretched dipole in the dawn-dusk direction. The motivation behind this choice was that this configuration provides us with a simple, intuitive, non-dipolar solution for the magnetic field that can be easily tested. When the stretching was approaching zero, namely the magnetic field would approach the dipolar configuration, we were able to recover the dipole analytical solution. The HEIDI model was run including all 4 species, with the electric field provided by the Weimer model. The field aligned grid size was set to 101 points.

Moreover, this testing also enabled us with a measure of how much the distribution function changes when not only the magnetic field is not dipolar but also the bounced averaged coefficients are calculated consistently.

To do so, a dipolar magnetic field is being stretched in the Y and Z directions
Figure 7.3: Relative error of the results of numerical integration of $I$ for for three choices of pitch angle: 30° (top), 60° (middle) and 88° (bottom) for L shell = 4 and Local Time (LT) = 0.0. Right panels show a close-up of the profile. Note that the x axis is logarithmic.
Figure 7.4: Relative error of the results of numerical integration of $h$ for three choices of pitch angle: $30^\circ$ (top), $60^\circ$ (middle) and $88^\circ$ (bottom) for $L$ shell = 4 and Local Time (LT) = 0.0. Right panels show a close-up of the profile. Note that the $x$ axis is logarithmic.
by a factor $\alpha$ and $\beta$, respectively. The stretched dipole radial distance $R_{\text{stretched}}$ is expressed similarly to the dipole radial distance $R_{\text{dipole}} = \sqrt{x^2 + y^2 + z^2}$ as:

$$R_{\text{stretched}} = \sqrt{x^2 + (\beta y)^2 + (\alpha z)^2}$$

(7.68)

Therefore the stretched magnetic dipole in Cartesian coordinates is defined as:

$$B = \frac{1}{R_{\text{stretched}}^{5/2}} \left[ (3z\alpha) \hat{e}_x + (3z\beta y) \hat{e}_y + \frac{1}{\alpha} (2z^2\alpha^2 + x^2 + y^2\beta^2) \hat{e}_z \right]$$

(7.69)

To find the latitude where the stretched field line crosses the $R = 1$ surface, we express the radial distance for the stretched dipole in spherical coordinates:

$$R_{\text{stretched}}^2 = (L R_e \cos^2 \lambda)^2 \left[ \cos^2(\lambda) (\cos^2(\phi) + \beta^2 \sin^2(\phi)) + \alpha^2 \sin^2(\lambda) \right]$$

(7.70)

where $R_{\text{dipole}} = L R_e \cos^2 \lambda$ is the distance to the unstretched dipole field line. For a given $\phi$, we need so solve for $\lambda$.

$$1 = L^2 \cos^4 \lambda [\cos^2(\lambda) (\cos^2(\phi) + \beta^2 \sin^2(\phi)) + \alpha^2 \sin^2(\lambda)]$$

(7.71)

Letting

$$\zeta = \cos^2(\lambda)$$

(7.72)

$$\gamma = \cos^2(\phi) + \beta^2 \sin^2(\phi)$$

(7.73)

The equation for the foot point latitude at the Earth surface is:
\[ \zeta^3(\gamma - \alpha^2) + \zeta^2\alpha^2 - \frac{1}{L^2} = 0 \] (7.74)

If we take \( \alpha = \beta = 1 \), which implies \( \gamma = 1 \), we recover the dipole solutions for latitude:

\[ \zeta^2 = \frac{1}{L^2} \] (7.75)

Which yields two symmetric solutions for latitude: \( \lambda_1 = \arccos \sqrt{\frac{1}{L}} \) and \( \lambda_2 = -\arccos \sqrt{\frac{1}{L}} \).

Figure 7.5 shows the magnitude of the magnetic field in the equatorial plane for a dipolar field (left) and the stretched dipole (right). The stretching factors we used were \( \alpha = 1.1 \) equivalent to a 10\% stretching in the Z direction and \( \beta = \frac{1}{\alpha} \), meaning that the dipole is actually compressed in the Y direction by about 9\%. A black disk is drawn in the center with the radius 1.75 Re, which is the inner boundary in HEIDI. The X and Y axes are normalized to the radius of the Earth. The stretching can be seen from isocontours of magnitude that change from circles in the dipole case to ellipses for the stretched dipole. Comparing the values of the magnetic field magnitude for the stretched versus non-stretched configuration, we note that at a fixed radial distance, the stretched dipole field values are higher in regions close to the X axis. Conversely, close to the Y axis, the dipole field values are higher. This is consistent with Equation 7.69.

Figure 7.6 shows dial plots of the \( I \) results for 30\° (top), 60\° (middle) and 88\° (bottom) pitch angles for the dipole field (left) and the stretched dipole field (right). For the case of the dipole, the values of \( I \) are relatively constant, in agreement with the analytical formula (Equation 7.15), which is only dependent on the pitch angle and predicts a constant value, independent of the radial distance. Nevertheless, the plots display small gradients with azimuthal symmetry that are due to numerical
artifacts on the integration. We also note an inverse proportionality between the values of $I$ and those of pitch angle. This is to be expected since for lower pitch angles, field line length between mirror points is greater and therefore the integration is done over a larger domain. Nevertheless, the relative errors to the 'analytical' solution are small (see Figure 7.3). For the case of a stretched dipole magnetic field, the configuration changes dramatically. At a fixed radial distance, the values of $I$ are smaller in the vicinity of the Y axis and increase as we move towards the X axis. This is due to the fact that the magnetic field magnitude at these locations displays the exact opposite behaviour (remember that the $I$ is proportional with the integral of $\sqrt{1 - \frac{B(a)}{B_m}}$ between the mirror points). Moreover, as opposed to the case of a dipole where the values of $I$ are relatively constant for a given pitch angle, in the case of the stretched dipole the values of $I$ range over a larger domain. However, the maximum values are smaller than for the dipole case and this is due to the geometry of the field line. For the case of 88° pitch angle, that is near equator mirroring particles, the numerical values of $I$ span over the greatest range. This is because the integration
domain is the smallest and therefore the numerical errors are largest for our uniform grid. Also, the density of points along the field line decreases with increasing radial distance and therefore the solution is less accurate the farther away we go from the inner boundary (i.e. we expect that $6.0 \times 10^{-4}$ at $L = 2$ is a better estimate than $4.0 \times 10^{-4}$ at $L = 6$ for $I(88^\circ)$; see Figure 7.6 bottom left plot).

Similarly to Figure 7.6, Figure 7.7 shows the distribution of $h$ values for dipole configuration (left panels) and stretched dipole (right panels) for the three choices of pitch angle described above. Again, for the dipole case and for a fixed pitch angle, the values are relatively constant and similar to the analytical solution. The gradients that are apparent in the corresponding plots are due to the oscillatory nature in the error from the integration on the end segments, near the mirror points. To understand the behaviour of $h$ we need to remember that it is defined as

$$h = \frac{1}{2R} \int_{s_m}^{s_m'} \frac{ds}{\sqrt{1 - \frac{H(s)}{H_m}}}.$$ 

So the profile of $h$ would be given by the interplay between the two terms in the integrand. Although the $\frac{1}{\sqrt{1 - \frac{H(s)}{H_m}}}$ term is increasing with increasing magnetic field (i.e. for a fixed radial distance it is larger in regions close to the Y axis), the $ds$ term has the opposite behaviour due to the field compression along the Y axis. When the equatorial magnetic field becomes depressed, the distance between the mirror points can be shortened by the ring current in order to conserve the first adiabatic invariant. Just as in the case of $I$, $h$ values for near equator mirroring particles span over a larger range for the same reasons explained above.

To illustrate the profile of the bounce-averaged rate of change in the particle’s energy, Figure 7.9 presents the distribution of $\langle \frac{dE}{dt} \rangle$ (Equation 7.58) for a dipole configuration (left panels) and a stretched dipole (right panels) for all three choices of pitch angle aforementioned. We note that the distribution is similar for all the pitch angles but the values are slightly decreasing with decreasing pitch angle for both stretched and non-stretched dipole cases. The asymmetry of the distribution is due to the asymmetric electric potential generated by the Weimer model (Figure 7.8).
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Figure 7.6: The distribution of $I$ for dipole configuration (left panels) and stretched dipole (right panels). From top to bottom are presented the results for three choices of pitch angles: 30° (top), 60° (middle) and 88° (bottom).
Figure 7.7: The distribution of $h$ for a dipole configuration (left panels) and stretched dipole (right panels). From top to bottom are presented the results for three choices of pitch angles: $30^\circ$ (top), $60^\circ$ (middle) and $88^\circ$ (bottom).
The topology varies significantly from the dipolar configuration even when the dipole field is distorted by only 10% which causes the values to increase by about 25%. A positive change in the particles energy is seen in the evening sector (1800 LT - 0000LT quadrant) while the afternoon sector (0600 and 1200 magnetic local time) is dominated by negative change in energy for the dipole case. However, when the magnetic field is compressed in the Y direction and stretched in the Z direction (right panels), the whole dayside becomes dominated by negative $\langle \frac{dE}{dt} \rangle$. This is due to the change in the magnetic field, with a stronger field on the dawn and dusk side at the same radial distance as compared to the dipole magnetic field, which in turn changes the gradient curvature drift, altering the particles total radial drift.

Similarly to Figure 7.9, Figure 7.10 presents the distribution of $\langle \frac{d\mu_0}{dt} \rangle$ (Equation 7.54) for the dipole configuration (left panels) and the stretched dipole (right panels) for all three choices of pitch angle. We note the in this case, the values of $\langle \frac{d\mu_0}{dt} \rangle$ are increasing with decreasing pitch angle for both magnetic field configurations. Again, the asymmetry is due to the electric potential generated by the Weimer model. For
Figure 7.9: The distribution of $\frac{dE}{dt}$ for a dipole configuration (left panels) and stretched dipole (right panels). From top to bottom are presented the results for three choices of pitch angles: 30° (top), 60° (middle) and 88° (bottom).
In the dipolar magnetic field configuration, the change in particle’s pitch angle is now negative in the evening sector and positive in the afternoon sector. When the magnetic field is non-dipolar (right panels), the topology changes significantly and the values are only slightly higher. This change in the distribution is due to not only the change in the magnetic field strength but also due to asymmetry in the field line length between the mirror points. For a certain equatorial pitch angle in a dipole field at a fixed equatorial distance, the magnetic field strength as well as the field line length are the same in all local times. Therefore the change in the particle’s equatorial pitch angle is mainly due to the convection drift. This is no longer true for a non-dipolar field.

To illustrate such drifts, Figure 7.11 shows the drift in the $\mathbf{\hat{\phi}}$ direction for an analytical dipole (Equation 7.7) and the stretched dipole configuration for a particle with kinetic energy 107 keV. We note that $V_\phi$ due to a stretched dipole field has a higher value compared with the $V_\phi$ dipole field. Also, due to azimuthal symmetry of the dipolar magnetic field, the drift is constant at all local times. However, for a particle mirroring in the vicinity of the equatorial plane, the stretched dipole produces a $V_\phi$ that displays an oscillatory behaviour, as expected.

Finally, we ran an idealized event simulation, and the results are presented in Figure 7.12. We note that there are not large differences between the left (HEIDI with a dipole field and $Ejiri$ (1978) formulations for the bounce averaged coefficients) and center plots (HEIDI with a dipole field and the new formulations and numerical integrations for the bounce averaged coefficients), that is, our new formulations can recover the dipolar analytical solution of $Ejiri$ (1978). The right hand side of Figure 7.12 shows that the stretched dipole configuration produces a significant increase in the maximum pressure. This is due to the dawn to dusk stretching of the dipole, the
Figure 7.10: The distribution of $\frac{d\mu_0}{dt}$ for dipole configuration (left panels) and stretched dipole (right panels). From top to bottom are presented the results for three choices of pitch angles: $30^\circ$ (top), $60^\circ$ (middle) and $88^\circ$ (bottom).
Figure 7.11: Particle drift in the \( \hat{\phi} \) direction for a dipole (blue lines) and the stretched dipole configuration (black lines). From top to bottom we present the \( V_\phi \) versus pitch angle, \( V_\phi \) versus radial distance and \( V_\phi \) versus local time. Please note the \( V_\phi \) is in units of (L shells/sec)
nightside injected particles drift in different regions of magnetic field.

7.5 Conclusions and Future Work

We now have a new version of HEIDI that is capable of accommodating arbitrary magnetic fields. A new formalism for the bounce-averaged coefficients has been developed, implemented and tested within HEIDI.

However, additional improvements are necessary for a more comprehensive model. Electric fields in the magnetosphere have both potential and inductive components. For instance, the inclusion of inductive electric fields that arise due to the time varying nature of the magnetic field are believed to play an important role in a realistic description of the convection. Previous models that included such fields (Fok and Moore, 1997) were based on ionospheric grids and used the assumption that the ionospheric foot-point of the magnetic field is fixed in the ionosphere for the process of magnetic reconfiguration. Therefore a measure of the field displacement can be used as a proxy for the inductive component of the electric field. On the other
hand, inclusion of inductive electric fields can be quite a challenging task when using equatorial based grids, since it requires a Biot Savart like integration over the whole domain. As an alternative, the convection velocity provided by BATSRUS can be used. Nevertheless, a quantitative comparison between the two solutions can be performed.
CHAPTER VIII

Conclusions and Future Work

8.1 Conclusions

Throughout this dissertation, the nature of the relationship between the storm-time ring current and the solar wind parameters is examined via extensive data analyses and global modeling of the magnetosphere. Results presented in Chapters II, IV, V and VI improve our understanding of the storm time ring current formation and decay and the its global magnetospheric feedback under different solar wind conditions. Chapter IV motivates the need for a new inner magnetospheric model, described in detail in Chapter VII. All of the outstanding problems stated in Chapter I, Section 1.7 have been addressed.

Chapter II addressed the first goal by examining a statistical study of intense storms occurring at solar maximum, employing the Superposed Epoch Analysis technique on both the solar wind data from ACE and geosynchronous observations by the MPA instruments from the LANL satellites. Our study clearly demonstrates that certain parameters require a particular epoch time in order to reproduce an accurate behavior, while others are less sensitive to the epoch time choice and exhibit less spatial and temporal variation. We show that the Gonzalez et al. (1994) convention commonly used to illustrate intense storm behavior is met by superposed storm profiles, only if the superposition of the data is done no earlier than about 6 hours before
the storm peak for an average length storm. In addition, when the zero epoch time is set near the minimum $Dst$ index, the storm sudden commencement features are lost. Therefore, a distinct epoch time is needed to accurately resolve particular solar wind features in the observations.

Close examination of the characteristics and the temporal evolution of geosynchronous plasma parameters as a function of local and epoch time reveals an eastward motion of the particle peak density with different local time densities, peaking at different moments during the development of the storm. This motion describes the inflow of fresh plasma sheet particles into the inner magnetosphere. Conversely, flow-out of the preexisting ring current is seen best with early epoch times. Thus the noon temperature is one of the bulk ion parameters that requires a time stamp closer to the start of the storm in order to be resolved in the averaging. However, the choice of the epoch time primarily matters in accurately depicting the size of the peak in all averaged quantities while the presence and shape of the peaks is unaltered by the time stamp used in the analysis.

In addition, our work indicates that, in the case of intense storms at solar maximum, the average duration of the main phase is found to be 13.2 hours, the ring current takes about 7.2 hours on average to reach maximum enhancement while the Late Main Phase lasts for approximately 6 hours, in agreement with the findings of Pulkkinen et al. (2007).

In light of the results obtained from the data analysis on Chapter II, global magnetosphere simulations using the Space Weather Modeling Framework were performed in order to evaluate the relationship between a simulated event driven by averaged solar wind upstream conditions with the results of the Superposed Epoch Analysis of the same set of individual storm simulations. The technique of Superposed Epoch Analysis smooths the data, therefore using averaged solar wind input in our simulations would allow for an examination of the role that transient spikes in the solar
wind play in the development of the storm. However, in spite of the similar nature of all events selected for this study, the model was unable to consistently reproduce their observed profile. Only for one of the five events (September 1999) the simulated $D_{st}$ index reached an 'intense storm-like' value. Therefore, it was unprofitable to continue the superposed input study. Nevertheless, we can focus our attention on a single event rather than a series of events, and perform smoothing of the input parameters for just that particular storm.

The work outlined in Chapter V follows just this procedure. The assessment of the geoeffectiveness of transient spikes in the solar wind parameters was examined through global magnetospheric simulations of the September 22, 1999 event using a variety of different solar wind upstream conditions. Smoothing all solar wind parameters in the input data with windows of 1, 2 and 3 hours as well as just smoothing selected parameters (i.e., IMF $B_z$ and density) reduced the energy input into the magnetosphere and therefore allowed us to quantify the role each of them played in the enhancement of the ring current. Our results indicate that a weaker ring current forms (a less intense storm develops) when the energy input is reduced by more than 13%. However, averaging longer than 60 minutes changes the plasma sheet characteristics as well as the entire magnetosphere and reduces the plasma sheet density and pressure. Small scale variations of the electric and magnetic field alter the inner magnetosphere energy density, while rapid small scale variations produce a more dynamic tail. On the other hand, removing only the high frequency spikes (smoothing up to 60 minutes time resolution) in the upstream input data produces essentially the same $D_{st}$ time series, regardless of the averaging window length.

In addition, a two-phase, fast and then slow, recovery phase is seen in our model results, even though the observations only shows a one phase recovery of the observed event. Our findings suggest that the two phase recovery phase is due to a large cross polar cap potential combined with a low plasma sheet density, similar to the results
of Liemohn et al. (1999).

However, empirical prediction of the $D_{st}$ index shows a linear relationship with the energy input as well as reveals a one phase recovery $D_{st}$ profile, as expected (the empirical model has linear dependence on the solar wind parameters). Furthermore, the global simulation results based on this storm in September of 1999 indicate that varying the energy input produces variations in the magnetic field topology and strength. These changes reveal a magnetic field that is less stretched with a weaker ring current, therefore the particle orbits are altered and new loss processes are induced.

Moreover, we observe a non-linear relationship between the energy input and the response of the magnetosphere. We suggest that, while the short time fluctuations in the solar wind parameters did not have a significant contribution, a threshold in the energy input is necessary for a ring current to develop. Furthermore, while initial increase in the energy input enhances the magnetospheric response, as the power transferred to the system is increased, a saturation limit is reached and the growth of ring current is suspended. This implies that the energy flow in the magnetosphere is limited by an internal feedback mechanism as the magnetosphere acts as a low-pass filter on the interplanetary magnetic field.

Based on the results of Chapter IV, as a next step we examined a different type of solar wind driver. Therefore, the study presented in Chapter VI focuses on CIR driven storms. Again, using global simulations with both real and idealized solar wind upstream conditions for the CIR driven storm of November 10, 2003, we investigate the role of IMF $B_z$ fluctuation periodicity in the transfer of solar wind mass and energy to the magnetosphere. Fast Fourier transforms of both input to and the response of the magnetosphere reveals that, although a 68 minute periodicity is seen in the data during the high speed stream, the model results show no indication of this periodicity being carried through the system. We suggest that this is possibly due to very low average energy of the input signal (IMF Bz) contained in the frequency corresponding
to 68 min periodicity (about twice the noise value) while most of it is spread out over the entire frequency range.

However, idealized upstream conditions in our simulation setup (with abrupt and periodic changes in the IMF $B_z$ orientation) produce a highly sensitive cross polar cap potential to the changes in the IMF orientation. Moreover, both the inward and the outward flux at geosynchronous orbit as well as the current density distribution, exhibits similar behaviour. The fast and abrupt changes in the IMF $B_z$ control the particle injection rate resulting in intermittent injection of particles seen in the simulations at the geosynchronous orbit. In this case most of the energy in the input signal is carried over to the same frequency in the geospace quantities. The input shows a peak in the power spectrum of more than 10 times the noise, meaning that most of the energy of the signal is contained at the frequency corresponding to 1 hour periodicity. However, it seems that the magnetosphere is sensitive to this frequency and quickly responds to it. Therefore, we suggest that a peak in the input power spectrum of at least 2 times larger that the background noise is needed in order to trigger a similar periodicity in the magnetosphere response.

Moreover, the outcome of Chapter IV is indicative of the need for a new model for the Inner Magnetosphere to be included into the SWMF. The HEIDI model has the advantage that it can solve the kinetic distribution function for all pitch angles, as opposed to the current version of RCM that is part of the SWMF, which assumes an isotropic pitch angle distribution. However, a new version of HEIDI was needed in order to consistently accommodate arbitrary magnetic fields. Therefore, a new formalism for the bounce-averaged coefficients has been developed, implemented and tested within HEIDI. Now we have a consistent model of the ring current, capable of treating arbitrary magnetic field configurations.
8.2 Implications

The results outlined in Chapter II have important implications for the interpretation of the results when doing statistical studies of magnetic storms. The technique of Superposed Epoch Analysis is widely used for investigations of common characteristics of magnetic storms. However, the new contribution of this work is a detailed scrutiny of the effect of the epoch time choice on the averaged profile of the storm temporal evolution is being scrutinized. As we described above, the selection of a particular time stamp when doing Superposed Epoch Analysis has significant repercussions on the overall features reproduced by using this statistical tool. One needs to be extremely careful when interpreting statistical results obtained in this manner since a single time stamp cannot fully capture all storm characteristics.

Strong discrepancies between model results and observations could have important implications for the interpretation of the model results as well as for the choice of model to represent certain regions of geospace, as shown in Chapter IV. This seemingly unfruitful exercise led us to revise the simulation strategy to reach new and interesting conclusions.

Close examination of the response of the magnetosphere and in particular, of the ring current, to various solar wind conditions revealed a non-linear relationship between them. This implies that the short-lived peaks present in the solar wind parameters do not have a significant contribution in the development of a magnetic storm. Nevertheless, an additional loss mechanism might be responsible of the saturation limit in the energy input that stalls the development of the ring current. On the other hand, average energy contained in the frequency of the short-lived spikes has to be much larger than the noise value in order for the magnetosphere to respond.

The results of Chapter VII may have important implications in the modelling of the inner magnetosphere. For storms, the inner magnetospheric drift physics model is one of the key elements of the code. Therefore, it is useful to incorporate a new
drift physics model into SWMF. Coupling of the new HEIDI model with BATS-R-US will allow a realistic magnetic field representation and therefore for a more accurate description of the ring current. This will enable us not only to study the ring current as a stand alone problem but also to retrieve the ring current solution as part of a larger system.

8.3 Future Work

Even though significant progress has been done so far, much work needs to be done for a better understanding of the morphology and leading mechanisms that control the storm time ring current.

As mentioned in Chapter VII, the inclusion of inductive electric fields that arise due to the time varying nature of the magnetic field, are necessary for an accurate description of geospace. However, this can be a challenging task for models based equatorial grids. Nevertheless, the convection velocity provided by BATS-RU-S can be used as a proxy for the inductive electric field.

With this in mind, an interesting next step is to examine how the inner magnetosphere responds in a coupled system. For that we can use the Hot Electron and Ion Drift Integrator (HEIDI) ring current model coupled to a global magnetosphere model. That is the BATS-R-US, RIM and HEIDI models working together via SWMF. Coupling with the Ridley Ionosphere Model (RIM), which is a combination of an electric potential solver and a model of the electron precipitation (Ridley and Liemohn, 2002), assures that the electric field is self consistently calculated and provided to HEIDI, through couplers inside the SWMF. A realistic magnetic field solution can be provided by the BATSRUS global magneto-hydrodynamic (MHD) model.

Furthermore, in order to accurately account for the ionospheric outflow in our simulations, it is possible to incorporate the Polar Wind Outflow Model (PWOM)
(Gombosi et al., 1992; Glocer et al., 2007). This model solves the gyrotropic continuity, momentum and energy equations for supersonic field aligned flow, in one dimension. Through couplers, the PWOM model provides the Global Magnetosphere (BATS-R-US code) component mass and velocity corrections at the inner boundary, while the electric potential and the locations of the field aligned currents are received from the Ionosphere Electrodynamics (RIM code) module. While there is no direct coupling with the inner magnetosphere component (HEIDI), ionospheric mass is being convected through the system and the Inner Magnetosphere solution is being altered. Glocer et al. (2009) shows through data-model comparison that the inclusion of ionospheric outflow improved the MHD solution significantly, altering the cross polar cap potential and the ring current formation.

The model setup described above will allow us to examine how the changes in the magnetosphere affect the ring current and plasma sheet dynamics in a self consistent manner.

In order to assess the response of the inner magnetosphere in a coupled system numerical studies including various levels of coupling within the SWMF and close examine the data-model comparison goodness of fit are necessary. Many data sets are available be used for the data-model comparisons and model assessment. Observations from ACE, WIND, POLAR, GEOTAIL, THEMIS, LANL, and GOES geosynchronous spacecraft are extremely valuable for this type of study. For instance, examining the magnetic field configuration and topology, the convection pattern, the inner magnetosphere pressure and their subsequent comparison with the observed quantities will help not only validate the model but also give insight on the dominant physical processes that dominate this regions.

Also, the purpose of these data in study is to quantify the accuracy of a particular simulation, revealing where and when the code performed well (and, conversely, where it did not). By doing this we can determine what mechanisms are controlling the
development and evolution of a particular magnetic storm event.

The selection of the events can be a key component to this study. Therefore re-evaluating the magnetic storms selected in Chapter IV and comparison with the results presented in this study will give us some insight into the relative importance of pitch angle anisotropy, for instance.
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