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ABSTRACT

Two-Dimensional Electronic Spectroscopy of the Photosystem II D1D2-cyt.b559
Reaction Center Complex

by

Jeffrey Allen Myers

Chair: Jennifer P. Ogilvie

Two-dimensional electronic spectroscopy (2DES) is a powerful new technique for

examining the electronic and vibronic couplings and dynamics of chemical, semi-

conductor, and biological samples. We present several technical innovations in the

implementation of 2DES. We have performed two-color 2DES experiments, extending

the technique’s ability to study energy transfer to states at frequencies far from the

initial absorption. We have demonstrated 2DES in the pump-probe geometry using a

pulse-shaper. This method eliminates many technical challenges inherent to previous

implementations of 2DES, making it a more widely accessible technique. To broaden

the available frequency information, we have demonstrated 2DES with a continuum

probe pulse. We have utilized this method to observe vibrational wavepacket dynam-

ics in a laser dye, demonstrating that these dynamics modulate 2D lineshapes and

must be accounted for in modelling 2DES data.

We perform 2DES studies on the Qy band of the D1D2-cyt.b559 reaction center

of plant photosystem II. This reaction center is the core oxygen-evolving complex

xvi



in plant photosynthesis, taking in light energy and forming a charge separated state

capable of splitting water. Understanding the relationship between the structure and

function has both fundamental importance and applications to improving artificial

light-harvesting. Traditional spectroscopy methods have been unable to completely

resolve the time-ordering of energy and charge transfer events or the degree of elec-

tronic coupling between chromophores due to severe spectral congestion in the Qy

band. 2DES extends previous methods by frequency-resolving an additional dimen-

sion to reveal the degree of static disorder and electronic coupling, as well as a detailed

picture of energy and charge transfer dynamics that will allow tests of excitonic mod-

els of the reaction center. Our data show direct evidence of electronic coupling and

rapid sub-ps energy transfer between “blue” and “red” states. We measure charge

transfer times of 1-3 ps, with evidence to support a recent model in which primary

charge separation follows two separate pathways. Slow time components of ∼ 7 ps

and ∼ 50 ps are also observed. The former is consistent with slow energy transfer

from blue-absorbing states while the latter may indicate secondary charge transfer or

slow charge transfer from a degenerate trap state.

xvii



CHAPTER I

Introduction

The rich variety of molecular machinery in nature is nothing short of staggering.

Billions of years of evolutionary optimization have produced all the building blocks

which make up the complex systems of life on earth. The building blocks are them-

selves complex marvels of efficient functionality - from the robust coding of DNA to

molecular motors, the world of biology is one of many interesting systems and sub-

systems. Of particular interest to many researchers are the systems responsible for

energy collection and storage. The vast majority of lifeforms on the planet obtain

their energy either directly or indirectly (via secondary or tertiary consumption) from

sunlight. Light-harvesting complexes in plants, algae and certain species of bacteria

use a variety of pigments to collect light from much of the visible spectrum. Antenna

complexes ensure a large absorption cross-section, but the energy must then be trans-

ferred to reaction center pigments which store the excitation in a more stable state

of long-lived charge separation and, later, in chemical bonds. The photophysics of

these systems is known to be extremely efficient, with a quantum efficiency greater

than 95% in some cases [1]. In order to compete efficiently with other decay pathways

and to prevent significant photobleaching and photodamage, the energy transfer must

occur on very rapid time scales. Indeed, many of these photosynthetic complexes in-

clude mechanisms to reroute excitations or electrons as needed to prevent damage to
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the more sensitive sites [2].

The most advanced manmade photovoltaic technologies are currently obtaining

efficiencies of 40-43% [3, 4]. While the chemical storage processes of natural photo-

synthesis are not especially efficient compared to the charge extraction of solar cells,

the efficient photophysics of the initial absorption and charge separation steps may

hold some guidance for the further development of artificial light-harvesting technolo-

gies. While there has been considerable research performed with the aim of producing

artificial photosynthesis inspired by biological systems [5, 6, 7], the mechanisms for

efficient photochemical energy storage are not trivial. Biological light-harvesting sys-

tems likely gain their efficiency from the complicated arrangement of chromophores,

leading to optimized coupling for efficient and nearly lossless funnelling of energy to

the reaction centers. Whether there may be additional mechanisms at play, however,

such as a more subtle quantum mechanical sampling of states through long-lived elec-

tronic coherences as some researchers have recently suggested [8, 9, 10, 11] remains

an open question.

1.1 Ultrafast Spectroscopy

Finite temporal resolution places inherent limitations on the ability to study any

dynamical system. One cannot hope to directly observe any process that occurs faster

than the speed at which one can take a measurement. A basic tenet of information

theory states that the highest frequency that can be resolved in a measurement is equal

to half the sampling rate [12]. The consequences of attempting to measure processes

faster that the resolvable limit of the apparatus include blurring (in photography, for

instance), misinterpretation of the identification and number of observed processes,

or averaging that may obscure not just the frequency but even the presence of an

underlying oscillation. At the very least, the error bars on any measured rates are

limited by the instrument response.
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In order to reach new temporal domains of study, new instruments must be pro-

duced. Consider, as a concrete example, two innovations in photography during the

previous two centuries. In 1878, Eadweard Muybridge produced the first crisp, high-

resolution photographs of a galloping horse using snapshot photography, a method

which eliminated the motion blur inherent to normal photography. This series of

photographs was able to resolve a process on the millisecond scale. Harold Edger-

ton’s famous stroboscopic picture of a bullet passing through an apple, taken several

decades later, provides example of a further innovation in time-resolved measure-

ments, progressing from the millisecond to the microsecond regime [13].

The study of dynamical processes in chemical and biological systems requires

resolution of many orders of magnitude faster than the second. Short-lived chemical

species in a reaction may only exist for milliseconds or microseconds, while protein

motions and electronic relaxations occur on scales ranging over 10−8− 10−12 seconds.

Proton transfer and charge separation, which are crucial events in many biological

processes, occur on a picosecond (10−12 s) time scale. Vibrational motion and fast

electronic energy transfer can occur even faster, on the femtosecond (10−15 s) scale

[13, 14].

Time-resolved studies of these processes and many others have deepened and

expanded our understanding of molecular dynamics, transforming chemistry and bi-

ology into the rich and complex fields we know today and promising many exciting

directions for the progression of knowledge in the years to come. This has only been

possible with a series of rapid innovations in temporal resolution beginning in the

middle of the twentieth century and culminating in the ultrafast pulsed laser, the

only device capable of accessing the most rapid of these events.

The first short-lived intermediates in chemical reactions were viewed by Porter

and Norrish in 1949 with the use of flash photolysis [15, 16]. This type of experiment,

using an incoherent source such as a Xenon flashlamp, could achieve resolution in the
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microsecond regime. Fluorescence studies and time-resolved absorption continued on

this order of temporal resolution until the early 1960s, when the invention of the Q-

switched laser allowed researchers to achieve nanosecond resolution [17]. The advent

of mode-locked laser technology granted scientists another three orders of temporal

resolution, reaching into the picosecond regime, and opened up the age of ultrafast

optics, a term which generally refers to time scales below 10−9 s [18, 19]. Subsequent

innovations led to the generation of femtosecond laser pulses in the 1980s [20], and

today any researcher with adequate funding can purchase a commercial laser system

capable of producing visible or infrared pulses of 10-100 fs duration. The current

frontier of ultrafast optics is now in the attosecond regime, where x-ray pulses of

∼ 10−16 s can be used to directly study electron orbitals [21, 22, 23].

The power of ultrafast optics comes into play in the new field of ultrafast spec-

troscopy. Students of modern physics learn that atoms and molecules exist in a set of

discrete quantum mechanical energy states which are defined by the arrangement and

magnitude of the constituent masses and charges. The basis set of electronic tran-

sitions is further complicated by vibrational degrees of freedom, which expand the

manifold of states. In large systems such as photosynthetic proteins, the manifold of

states and interplay between interacting molecules is complex, and the understanding

of the electronic structure and how it relates to function is an active area of theoretical

and experimental research [24, 25].

The transitions between electronic states involve absorption or emission of pho-

tons, or from a wave standpoint, resonance with an externally oscillating electromag-

netic field. In a complicated system, the set of resonance frequencies provide both a

way to identify the species involved and a method for probing the underlying energetic

dynamics inherent to the functioning of the system. Spectroscopy, as a discipline, is

the study of this interaction between light and matter as a function of the optical

frequencies involved. Linear spectroscopy methods are only able to probe the man-
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ifold of first excited states and cannot detect energy transfer or resolve dynamical

processes. Techniques in nonlinear spectroscopy, however, can explore higher excited

states and directly monitor dynamics on an ultrafast time scale.

1.2 Photosystem II

The process of photosynthesis in organisms such as plants and certain types of

bacteria is fascinating and complex. Within the cells of higher plants, photosynthesis

occurs in organelles called chloroplasts. Each chloroplast acts as an energy center for

the cell, collecting sunlight in order to fuel biochemical reactions that store energy in

the chemical bonds of sugars, carbohydrates and other metastable substances. These

can be easily ported to other organelles or cells for metabolism or storage as needed.

Each chloroplast is filled with a fluid solution called the stroma and contains a

large, folded vesicle or series of vesicles called the thylakoid. The thylakoid is folded

into cylindrical stacks of disklike sacs called grana, which are connected to each

other with unstacked stromal lamellae (see Figure 1.1). The thylakoid membrane

contains the three main physical components of the photosynthesis light reactions:

Photosystem I (PSI), which is primarily located in the stromal lamellae, Photosystem

II (PSII), which is found almost exclusively in the stacked grana, and the cytochrome

b6f complex, which is found throughout the membrane [26].

Briefly, the process of photosynthesis proceeds when PSII absorbs photons and

produces a charge-separated state capable of splitting H2O. An antenna structure

known as light-harvesting complex II (LHCII) contains both chlorophyll a and chloro-

phyll b chromophores, as well as carotenoids, which gives it a broad absorption spec-

trum capable of collecting light at many frequencies on the blue side of the spectrum

and funnelling energy downhill to the reaction center. The transmembrane proteins

CP43 and CP47 are more closely bound to the core reaction center and pass ex-

citations to the central chromophores involved in primary charge separation. The

5



Chloroplast

}Granum

StromaStromal Lamella

Thylakoid

Figure 1.1: A cartoon representation of the inner structure of a chloroplast, the center
of photosynthesis light reactions in higher plants.

electrons extracted after two absorption events doubly reduce a quinone molecule

(QB) near the stromal surface. Q2−
B diffuses through the membrane with two at-

tached hydrogen ions as QBH2 to the cytochrome b6f complex, which is responsible

for pumping protons across the thylakoid membrane to produce a pH gradient [1].

PSI accepts water-extracted electrons from PSII and uses these in conjunction with

electrons from another absorption-driven charge transfer event to produce the inter-

mediate electron acceptor NADPH [26]. Carbohydrates are produced in the dark

reactions via the Calvin cycle.

The many pathways and complex cycles of charge transfer and chemical synthesis

involved in photosynthesis are the subject of a great deal of research which could

fill several volumes. The biological focus of this thesis covers the photophysics and

primary charge separation in the smallest subsystem of the PSII machinery: the

reaction center complex.

The D1D2-cyt.b559 Reaction Center Complex

The core oxygen-evolving complex of Photosystem II and the focus of this work is

the D1D2-cyt.b559 reaction center complex (RC). From biochemical studies, we now

know that the RC complex is composed of six chlorophyll a (Chl a), two pheophytin

6



a (Pheo a), and one or two β-carotene molecules [27, 28], as shown in Figure 1.2.

Note that while the quinones (QA and QB) are shown for illustrative purposes, these

molecules are removed from our samples during the extraction process, as are CP47

and CP43. This means that the complete water-splitting process is not achieved in

these samples. However, studies of more complete machinery suggest that the initial

steps of energy transfer and charge separation are largely preserved in these simplified

systems [29, 30]. By studying the simplified system, we avoid many of the difficulties

in measurement and interpretation of data that can arise when studying the larger

complexes. Due to the similar chromophore content of CP43, CP47 and the core RC,

the antennas have largely overlapping absorption spectra with the core RC, which

introduces a great deal of complexity to spectroscopic studies.

Spectral Features

The absorption spectrum of the RC is divided into several bands, shown in Figure

1.3. The major spectral bands of the RC are summarized in Table 1.1. The Qx and

Qy bands are both due to the π − π∗ molecular transition of the Chl a molecules.

The separation between the bands is due to an asymmetry in the Chl a molecule [31].

One of the challenges inherent in studying the RC Qy band is the spectral congestion

involved in all the overlapping transitions. The Qy band of unbound Chl a or Pheo a in

solution has a bandwidth of ∼ 400 cm−1. Electronic coupling between the pigments

and differences in local solvent or protein environment shifts these levels slightly

within the RC, so the total Qy band covers a width of 550 cm−1 [32], which does not

change significantly with temperature, though the spectra of individual transitions

will narrow at low T [33, 34]. With eight coupled chromophores and the addition

of possible charge transfer states producing an even greater number of exciton states

within the 550 cm−1 bandwidth, the severe congestion obscures and complicates any

analysis of the dynamics underlying the broad lineshape. The Qy band is of particular
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CP43CP47

D2D1

QA
QB

P680

Pheophytin

-carotene

Antenna

Accessory
Accessory

Antenna

Pheophytin

-carotene

Figure 1.2: A structural model of the D1D2-cyt.b559 reaction center complex. The
quinones (QA and QB) and antenna complexes CP47 and CP43 are not
present in our samples but are shown here as part of the larger structure.
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interest to researchers, however, as these are the transitions involved most directly in

excitation energy transfer (EET) and charge separation (CS) in the RC. Due to the

severe spectral congestion of the Qy band, understanding its underlying structure is

an ongoing effort.

The pheophytin Qx band, near 544 nm, is of interest primarily as a direct probe

of the primary charge separation, but it contains no direct spectroscopic information

on the chlorophylls and is therefore not able to probe the EET events in the complex

as a whole. Pheo a molecules are structurally similar to Chl a, the primary difference

being that the Pheo a lacks a Mg2+ ion in the center of the porphyrin ring that

is present in Chl a. This does not affect the spectral properties of the Qy band

significantly, but it does provide the Pheo a with a distinct Qx band. This feature is

useful for detecting the reduced Pheo a state (Pheo a−) that occurs following charge

separation. Complications arise from the fact that this bleach band cannot by itself

distinguish between the first excited state (Pheo a∗) and the anion state (Pheo a−)

[29].

Another noteworthy feature of the spectrum is the Soret region (or B-band) in

the blue part of the spectrum. This band is most useful for characterization of the

RC sample purity, as the ratio of the two Soret peaks serves as a measure of pigment

stoichiometry and can be used to differentiate a pure RC sample from a sample in

which antenna complexes are still attached, such as RC-CP47, or free antennas which

act as contaminants in RC studies [35].

Comparison to the bacteria reaction center

Because of their structural similarity, the RC is often compared to the bacterial

reaction center (BRC) from photosynthetic bacteria [36, 37], the structure and ki-

netics of which were thoroughly studied and fairly well understood at a time when

the plant RC was first isolated for study. While this comparison is useful as a first

9



Wavelength Feature Comments

400-450 nm Soret region Used for characterization of sample
via pigment stoichiometry.

460 nm P680+ and Pheo a− ion bands Overlaps excited state absorption of
P680∗. Not probed in these studies.

544 nm Pheo a Qx band bleach Used to confirm Pheo a reduction in
dithionite experiments. In general,
cannot distinguish between Pheo a−

and Pheo a∗

660-695 nm Qy band, containing absorption
of all Chl a and Pheo a pigments

Severe spectral congestion makes
interpretation of data difficult. Main
focus of this work

735 nm
Qy stimulated emission sideband
of Chl a and Pheo a pigments

Weak feature. Not probed in these
studies.

790-820 nm P680+ and Pheo a− ion bands Overlaps excited state absorption of
P680∗. Not probed in these studies.

Table 1.1: Summary of spectral bands of the RC

10



350 400 450 500 550 600 650 700 750
0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Wavelength (nm)

A
b

so
rb

a
n

ce

Soret

Q
y
(0,0)

Q
y
(0,1)

Pheo a Q
x

Figure 1.3: A spectrum of the D1D2-cyt.b559 reaction center at room temperature
with main bands labeled.
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approximation for a kinetic scheme, there are nevertheless some important distinc-

tions which motivate a more unique treatment of the RC. The BRC contains a special

pair of closely spaced bacteriochlorophyll (BChl) molecules with nearly parallel dipole

moments at a close separation of ∼ 7.6 - 8.0 Å, depending on the species [32]. The

coupling between this dimer of BChl is sufficiently strong to shift its absorption band

far enough to the red to produce an excitation “trap” state, a lower energy state that

captures an excitation with a low probability of reversal due to the energy barrier.

This pair of BChl is referred to as the “special pair” and acts as primary electron

donor in the BRC [32].

The analogous Chl a molecules in the structure of the RC are often referred to as

P680, a potentially misleading name that suggests a strongly-coupled dimer. From

previous crystal structure data of the plant RC, the separation between the Chl a

molecules of P680 was until recently thought to be much larger than in the BRC

special pair, on the order of 10 Å [38]. This was supported by the spectroscopic

observation that P680 does not have a shifted Qy band absorption, as one would

expect from a strongly coupled dimer. The BRC special pair, in stark contrast, shows

an energy shift of 700-800 cm−1 in R. sphaeroides and 1500-1700 cm−1 in B. viridis,

resulting in a distinctly red-shifted absorption peak. Recent high resolution crystal

structure data on the RC, however, indicate a shorter center-to-center separation in

the P680 pigments, on the order of 8.1-8.3 Å, comparable to the BRC [39]. From

this, one would expect a stronger excitonic coupling, resulting in a special pair for

PSII. The absorption spectrum does not support this, however. The spectrum of the

RC is highly congested, and there is no evidence for a spectral shift greater than 300

cm−1. The energy levels may also be further influenced by couplings between the

P680 pigments and other closely spaced reaction center chromophores. This has led

many researchers to adopt a multimer model to describe the couplings and dynamics

of the RC [37, 40, 41, 42]. As this kind of model gains popularity, the nomenclature is

12



changing to reflect the shift in thought. The name “P680” was originally chosen for

the pair of chlorophylls because researchers saw a structure similar to the bacterial

special pair and assumed it would act as a dimer. Recent papers are now referring

to the chromophores separately as PD1 and PD2, respectively [25, 43]. The crystal

structures of the BRC and RC are shown in Figure 1.4.

1.3 Ultrafast Spectroscopy of the D1D2-cyt.b559 Reaction

Center

The RC has been studied with many different spectroscopic techniques over the

last 23 years since its initial purification in 1987 [44]. From these have emerged a

number of kinetic schemes, including rates for EET and CS within the samples and

assignments for the primary electron donor. Major results are summarized in Tables

1.2 and 1.3, adapted from the reviews of Greenfield and Wasielewski [29] and Yoder,

Cole and Sension [32] and expanded to include subsequent research.

The most prevalent spectroscopic techniques used in the study of the RC are each

described in the following subsections, including historical notes and descriptions

of the strengths and limitations of each technique. This should not be taken as a

criticism on the excellent work done thus far but as a motivation for the need to

further characterize this fascinating system with powerful, emerging spectroscopic

techniques, such as two-dimensional electronic spectroscopy (2DES), which is the

subject of this thesis. The data presented in Chapter 3.8 are the first reported results

of a 2DES study on the D1D2-cyt.b559 reaction center.
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(a)  BRC (R. Sphaeroides)

(b)  D1D2 (spinach)

Bacteriopheophytin a

Special Pair

Bacteriochlorophyll a

Pheophytin a

Chlorophyll a

P680

Figure 1.4: The crystal structures of (a) the BRC from R. Sphaeriodes and (b) the
D1D2-cyt.b559 complex from spinach. The peripheral chlorophylls on the
outer extremes of the RC structure are unique to plant reaction centers.
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ü
ll
er

et
al
.
19
96
)

T
A

at
Q

y
b
an

d
,
in
cl
u
d
in
g
si
d
eb
an

d
,

ex
ci
ta
ti
on

at
66
5,
68
0,

an
d
69
4
n
m

(M
er
ry

et
al
.
19
96
)

E
n
er
gy

tr
an

sf
er

b
et
w
ee
n
68
0-
68
6

n
m

at
∼
5
-
10

p
s

P
er
si
st
en
t
n
on

-p
h
ot
o
ch
em

ic
al

h
ol
e
b
u
rn
in
g

(N
P
H
B
)
an

d
tr
ip
le
t
b
ot
tl
en
ec
k
h
ol
e
b
u
rn
in
g

(T
B
H
B
)
(5

K
)

(Z
az
u
b
ov
ic
h
et

al
.
20
03
)

E
x
ci
ta
ti
on

en
er
gy

tr
an

sf
er

in
th
e

te
n
s
of

p
s
as

a
fu
n
ct
io
n
of

te
m
p
er
at
u
re

T
A

at
Q

y
b
an

d
.
E
x
ci
ta
ti
on

68
5
n
m

(2
0
K
,
77

K
,
11
0
K
,

15
0
K
,
24
0
K

(G
ro
ot

et
al
.
19
97
)

22



Time-Resolved Fluorescence

Time-resolved fluorescence (TRF) techniques have been used by a few groups,

notably the Sension and Holzwarth labs [45, 46, 47, 48, 49, 50, 51]. In these ex-

periments, it is typical to excite the sample with a picosecond pulse and detect the

resulting fluorescence with a photomultiplier or streak camera. The main advantage

of this technique is the inherently high signal-to-noise ratio (SNR). A major drawback,

however, is that the time resolution is generally poor. Instrument responses may be

as poor as 30 ps, though in this technique it is possible to partially deconvolve the

instrument response to achieve better resolution [29]. An experimental innovation by

Donovan et al. using a streak camera was able to achieve an instrument response of

4.5 ps [50]. Early TRF experiments reported charge separation times in the tens of

ps near room temperature, but more recent studies tend to place this value closer to

1-3 ps [49, 50, 52].

There has been one experiment performed with the technique of fluorescence up-

conversion [53]. While this technique boasts increased time resolution and was lauded

as a needed technique by Greenfield and Wasielewski in their 1996 review paper [29],

it has been pointed out that this technique suffers from complications because its

high photon fluency is likely to multiply excite the reaction centers [32].

Spectral Hole Burning

Spectral hole burning (SHB) is a frequency domain spectroscopic method by which

a sample at very low temperature has a hole burned into its absorption spectrum at

a specific frequency. The population dynamics are probed by a second beam which

examines the spectral recovery of the hole after some delay.

Most of the SHB studies to date on the RC have been performed by Small and

coworkers [33, 54, 55, 56, 57, 58, 59]. SHB has several advantages over other tech-

niques: the measurements at low temperature are more likely to give intrinsic rates,
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since the transfer processes are largely unidirectional. Intrinsic rates are single-process

rates uncoupled from complications due to reversibility of the transition or rate limita-

tion from a cascade of sequential processes. Also, the ability to differentiate between

transient and persistent holes gives an extra degree of selectivity [29]. The most

severe drawback of this technique is that it can only be used at temperatures of a

few Kelvin. At higher temperatures, the spectra are dominated by dephasing effects,

so it is impossible to measure temperature dependence or gain a better sense of the

transfer rates near the native temperatures of the systems. The SHB experiments

above have generally given low-temperature CS rates of 2-6 ps and EET rates of 5-10

ps and in the tens of ps.

Two-pulse Photon Echo

A handful of two-pulse photon echo (2PE) studies have been performed on the

RC [57]. The 2PE technique is the time-domain analogue of SHB. The earliest exper-

iments were performed using an accumulated photon echo technique [60, 61], which

can suffer from reliance on a long-lived intermediate triplet state [62]. One advan-

tage to 2PE studies is that the signals are due to effects which destroy the coherence

and are therfore insensitive to reversible processes involved in population dynam-

ics, which is not the case in TA experiments [62]. The weakness of this technique,

however, is its inability to directly probe energy transfer or excited state absorption.

While one study resolved no kinetics faster than 100 ps [60], the others found an

intrinsic charge separation time of ∼ 1.5 ps at low temperature, and Prokhorenko

and Holzwarth detected a sub-ps energy transfer process [62] that was later disputed

by SHB experiments [57].
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Transient Absorption

One of the most widely used techniques has been transient absorption (TA) spec-

troscopy, which has the advantages of being applicable to the study of the kinetics of

energy and charge transfer at all temperatures. The earliest studies were performed

with parallel beam polarization [63, 64, 65, 66, 67, 68, 69, 70, 71, 72], though criticism

that the measured decay rates had been affected by anisotropy effects quickly led to a

prevalence of magic angle polarization in these experiments [47, 73, 74, 75, 76, 77, 40].

In order to better elucidate the dynamics of P680, some researchers have attempted

to excite the sample at the far red tail of the absorption band in order to selectively

excite a subpopulation consisting of only a few pigments [67, 74, 69, 65, 70, 47, 78].

Due to the high degree of degeneracy between chromophores and the evidence of

a rapid sub-picosecond equilibration between “blue” and “red” pigments, however,

there is some disagreement as to the fruitfulness of selective excitation as a method

for identifying subpopulations [79]. Some experiments have attempted to clarify the

kinetics by probing different parts of the spectrum or taking measurements at various

temperatures [75, 80, 81, 82, 30, 83, 43]. However, the results of numerous TA exper-

iments on the RC have sometimes been conflicting between researchers, particularly

in the case of different temperatures and excitation conditions.

While TA has the ability to selectively excite at a specific frequency and to probe

a broad bandwidth, this comes at the expense of time resolution. The uncertainty

relationships between time and bandwidth mean that the more selective (narrowband)

the excitation pulse, the longer the pulse duration. As an example, a pulse near 680

nm, in the RC Qy band, with a bandwidth of 5 nm would be unable to resolve sub-100

fs kinetics. This inherent tradeoff is a limitation in TA studies. The 2DES technique

used in this thesis circumvents this limitation, providing simultaneously high time

and frequency resolution.
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Open Questions

As we have seen above, there have been many experimental results which point to

various kinetic schemes for EET and CS in the RC. While the methods above have

brought some light to the rates and processes involved, there still remains to be a

consensus on the time ordering of the dynamical processes and the role of the different

pigments in energy and charge transfer events [29, 32]. Remaining questions include

the existence of a subpicosecond energy equilibrium process, the rates for primary

charge separation and excitation energy transfer, and the identity of the pigments

involved as charge transfer intermediates. Figure 1.5 shows two recent kinetic schemes

for charge separation from the literature.

In the RC and other systems which may exhibit strong coupling between chro-

mophores, an excitation is no longer assumed to be localized to a single chromophore.

Instead, we adopt an exciton picture in which the states are delocalized across the

involved chromophores and the energy levels are perturbed. To illustrate this, con-

sider a simple dimer consisting of two identical chromophores with strong coupling

between them [85]. The Hamiltonian is given by

H =

 E1
1 V12

V21 E1
2

 (1.1)

In this simple case, the excited state energy is E1
1 = E1

2 = E and coupling V12 =

V21 = V . In order to obtain energies for the exciton states, the Hamiltonian must be

diagonalized. The eigenenergies will be the energies of the exciton transitions, and

the eigenbasis will be the exciton wave functions. To solve for the energies, we take

the determinant ∣∣∣∣∣∣∣
E − ϵ V

V E − ϵ

∣∣∣∣∣∣∣ = 0 (1.2)
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Figure 1.5: Two example kinetic models for the RC from the literature. (a) The
model of Prokhorenko et al. [62]. (b) The model of Romero et al. [43],
which bears close comparison to kinetics reported from the mutant studies
of Diner et al. [84]. The diagrammatic representation has been adapted
from [32].
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This gives

(E − ϵ)2 = V 2 (1.3)

Solving for the eigenvalues, we get the exciton energies ϵ:

ϵ1 = E + V (1.4)

ϵ2 = E − V (1.5)

The excitonic coupling therefore splits the energy between the two levels by twice the

coupling.

While numerous exciton models have been proposed for the RC [42, 86, 37, 36, 24,

41], these have not been adequately tested by experiment. These competing models

differ in their determination of excitonic couplings and the manifold of electronic

states. For this thesis, we have chosen the model by Novoderezhkin et al. [86] as

a framework in which to present our experimental data. This model is based on

quantitative fits of absorption, linear dichroism, steady-state fluorescence, circular

dichroism, triplet-minus-singlet, and Stark spectra. It takes into account the spectra

of pheophytin-modified RCs and RCs in which one of the peripheral chlorophylls has

been removed (RC5). The excited state manifold includes pure exciton states and a

charge transfer state, giving a total of 9 states, as shown in Figure 1.6.

1.4 Two-Dimensional Electronic Spectroscopy

The difficulty in measuring the spectral dynamics of the RC with high time and

frequency resolution and the inherent problems with resolving dynamics in a highly

congested spectral region can be somewhat mitigated by the use of a higher order

spectroscopic technique.

One of the newest and most powerful techniques for elucidating spectral dynamics
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of electronic transitions is two-dimensional electronic spectroscopy (2DES) [87, 88].

Analogous to 2D nuclear magnetic resonance (NMR) spectroscopy, this technique

presents spectroscopic data as a map of spectral interactions between two frequen-

cies: ω1 and ω3, which can be thought of as excitation and detection frequencies,

respectively. While the remainder of the thesis is devoted to describing the theory

and experimental implementations of 2DES and its applications to studying the RC,

a brief description is given here to motivate the RC experiments.

2DES probes the third order polarization generated by the interaction of three

carefully timed laser pulses with the sample of interest. First, a broadband pump

pulse interacts with the sample, exciting a quantum mechanical coherence between

the ground and first excited states. After a time t1, frequently called the coherence

time, a second pump pulse interacts with the sample, creating a population on the

ground or excited electronic state. The time t2 before the third pulse arrives is often

referred to as the population time, and it is here that many of the interesting dynamics

such as energy and charge transfer occur. A probe pulse creates a second coherence in

the sample, which leads to signal emission at a time t3 after the probe pulse, based on

one of two major processes. The first of these, in which the phase progression reverses

in comparison to the first coherence, is called the “rephasing” signal or “photon echo”.

The other follows a free-induction decay along the original phase progression and is

called a “non-rephasing” signal or sometimes a “virtual echo”. To reconstruct a

true absorptive 2D spectrum, both of these signals must be obtained and properly

combined [89, 90, 91]. The real part of the complex 2DES spectrum will give the

absorptive part and the imaginary part produces a dispersive component. Absorptive

spectra are desirable because they feature the narrowest available linewidths, from

which the homogeneous and inhomogeneous contributions can be easily measured

separately from one another.

To obtain a 2D spectrum, the population time (t2) is held constant, but the
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coherence time (t1) is scanned. Linear transient spectra are obtained in the frequency

domain (ω3) with a spectrometer for each value of t1. A Fourier transform from t1 to

ω1 effectively represents the coherence time in terms of an excitation frequency, while

the measured spectrum in ω3 defines the detection axis. The Fourier transform across

t1 allows us to benefit from the high time resolution offered with a transform-limited

broadband pulse without having to sacrifice frequency selectivity. Heterodyning of

the signal pulse with a known local oscillator allows precise retrieval of the signal

phase in the ω3 axis, guaranteeing simultaneously high time and frequency resolution

along both axes. Knowledge of the signal phase also permits distinction between

different physical processes.

To illustrate the types of information available in 2DES data, a cartoon of a simple

2D spectrum is shown in Figure 1.7 along with energy level diagrams indicating the

transitions involved in the case of a pair of coupled three-level systems. For cases in

which the sample absorbs and emits at the same frequency, a peak shows up along

the diagonal, while energy transfer and electronic coupling show up as a cross-peak

below the diagonal. Cross-peaks above the diagonal also occur but are generally

lower amplitude due to the low probability of uphill energy transfer in most coupling

schemes. Excited state absorption is shown as a negative amplitude peak shifted from

the diagonal by the anharmonicity. The spectrum also gives a direct measure of the

homogeneous and inhomogeneous linewidths as the antidiagonal and diagonal peak

widths, which can be used to obtain the frequency-frequency correlation function for

a given value of t2 [92].

To analyze sample kinetics or any other population dynamics, a series of 2D

spectra are acquired, each for a different value of t2. One then obtains a complex 3D

array of data: S̃(ω1, t2, ω3). Each 2D spectrum is a frequency-frequency correlation

map: given that a chromophore is excited at a frequency ω1, the 2D spectrum shows

directly the distribution of frequencies ω3 at which the sample emits or absorbs after
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a time t2.

The information content of a TA experiment is the same as that of a 2D spectrum

integrated over the excitation (ω1) axis. The added frequency dimension in 2DES

permits separation of different spectroscopic signals that are spectrally overlapped

along ω1. Therefore, one intuitive way to think of the 3D data matrix is as a set

of transient absorption spectra taken as a function of t2 over a series of narrowband

excitation and probe frequencies (a “double resonance” experiment) [87]. In this

picture, tracking a single frequency coordinate (ω1, ω3) over t2 produces a trace very

similar to a narrowband probe TA experiment; alternatively, selecting a single pump

frequency ω1, one can obtain the broadband linear transient spectra of a frequency-

resolved TA experiment, ∆A(ω, t). A key distinction between 2DES and double

resonance experiments is that the frequency resolution does not come at the expense

of time resolution. With the frequency selectivity and high resolution of 2DES, the
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global fitting and kinetics analysis techniques used in other spectroscopy techniques

can be utilized to even greater effect.

2DES is an ideal method for the study of condensed phase systems, including

biological complexes in solution, in which the local solvent or protein environment

introduces a large degree of inhomogeneous broadening. The technique can reveal

homogeneous lineshapes beneath inhomogeneously broadened spectra to provide in-

sight into the physical nature of the broadenin. It can also capture couplings, energy

and charge transfer, and other rapid spectral dynamics with high time resolution

[88]. The experimental studies utilizing 2DES are still few compared to 2DIR due

to the relative difficulty of implementing the technique at visible frequencies, but

the technique has been successfully applied to study solvent dynamics [93, 87], en-

ergy transfer in semiconductor systems [94, 95, 96, 97], and several photosynthetic

systems [9, 98, 99, 100].

1.5 Scope and content of this work

This dissertation presents the first 2DES studies of the D1D2-cyt.b559 reaction

center from Photosystem II of higher plants. From a biological standpoint, the appli-

cation of 2DES to study the open questions in such a complex and challenging system

is the primary achievement of this work. From a spectroscopist’s view, however, this

dissertation also presents the implementation of a difficult experimental technique,

innovations in the way that the data are obtained, processed, and analyzed, and tech-

nical advances aimed at expanding the potential applications of 2DES and simplifying

its implementation for other researchers who wish to augment the capabilities of their

laboratories to include 2DES. It is my sincere intent to present my body of research

with due attention to both of these goals.

Chapter 1.5 will present the theory of 2DES, motivating the technique from the

standpoint of available information content and introducing a mathematical frame-
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work with which to understand 2DES. The utility of modelling and its phenomenolog-

ical interrelationship with experimental 2DES will be briefly presented, though this

thesis contains no specific implementations of modelling schemes.

Chapter 2.7 explains the physical apparatus involved in 2DES, the protocol for

calibrating the system and obtaining data, and a comparison of two different but

complementary implementations of the experiment, both of which have been utilized

in our lab. The latter of these implementations, 2DES in the pump-probe geometry

with a pulse-shaper, is a major innovation developed in our lab which allows precise

control of the t1 delay, thus removing timing jitter and providing excellent automatic

phase stability for retrieval of clean signals free of distortion. This technique produces

automatically phased absorptive spectra which offer a cleaner examination of the data

without a need for separate measurements. This chapter also contains an explanation

of the data analysis required to produce an absorptive 2D spectrum, but the specific

kinetic analysis of a 3D data matrix will be saved for the following chapter.

Chapter 3.8 begins with a description of the experiments performed on the RC.

In the course of analyzing the kinetics of the data, I have developed a new fitting

method particular to 2D spectra. The resulting 2D decay associated spectra (2DDAS)

are shown along with samples of the raw data, and the results are discussed in the

conjunction with other studies on the RC.

Finally, Chapter 4.6 summarizes the studies performed here, enumerates the con-

tributions that the contents of this thesis represent to the field of ultrafast spec-

troscopy, and discusses future directions of study.

The appendices describe ancillary aspects of the experimental process and pre-

liminary studies, which are no less crucial to the data presented in this thesis than

the methods presented in the numbered chapters. They are important for a com-

plete reconstruction of the process. Appendix V described preliminary experiments

on reduced RC samples. Appendix A describes an experimental analysis of our 2D
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data on the RC in which we examined the spectra for signs of long-lived electronic

coherences. Appendix B presents a ZAP-SPIDER device for characterization of our

laser pulses, which is one of several such devices one may construct for this task. Ap-

pendix C gives detailed instructions for the purification and spectral characterization

of our photosystem II reaction center complexes, written to guide a reader with little

knowledge of biochemistry through the practical aspects of purification. Appendix D

gives the motivation and design specifications for a custom sample cell for use in a

cryostat.
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CHAPTER II

Theory of 2DES

In this chapter, I present a theoretical background regarding the formalism of 2D

electronic spectroscopy. Beginning with a discussion of third-order polarization and

phase matching, I will present a summary of coherent nonlinear signals available in

four-wave mixing experiments and a description of what they can tell us about the

system in question. I will further define the different contributions to the signal in

terms of double-sided Feynman diagrams and explain how these are read and how to

understand a 2D spectrum in terms of these excitation pathways.

While the experimental methods, analysis techniques, and visual representation

and interpretation of spectra bear much similarity to the already well-developed field

of multidimensional NMR spectroscopy, there are several unique aspects of electronic

and vibrational multidimensional spectroscopy that demand a different experimental

treatment. The parallels and differences with respect to 2D NMR will be highlighted

throughout this section.

While I will present a mathematical framework for understanding the effects of

radiation fields on the system polarization and resulting signals, it is not my intention

here to derive a complete theoretical architecture for nonlinear spectroscopy - that

is beyond the scope of this work. A brief overview of several prevailing models will

be given, but none of these will be presented in detail. This chapter is meant to
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act as an introduction to the theory behind 2DES and to offer a motivation for the

technique and a roadmap for the interpretation of the 2D spectra. For those who

desire a rigorous mathematical treatment, Shaul Mukamel’s Principles of Nonlinear

Optical Spectroscopy and Minhaeng Cho’s Two-Dimensional Optical Spectroscopy are

excellent reference books [1, 2].

2.1 Motivation: The Limitations of Linear Methods

Linear spectroscopy measures the first-order polarization induced in a sample

by a single interaction with the incident electric field. The most basic method of

linear absorption spectroscopy gives a picture of the first excited state manifold of

the sample, projected onto a single frequency axis. Transition dipole strengths and

excitation energies can be probed, but there is no explicit information about exciton

coupling or excited state absorption.

Traditionally, the spectral width of an electronic resonance is separated into ho-

mogeneous and inhomogeneous contributions. The homogeneous width is generally a

Lorentzian function related directly to an excited state lifetime by an uncertainty con-

dition. In atomic and molecular optics, the traditional example of inhomogeneity is

Doppler broadening, in which a distribution of particle velocities in the gas or plasma

phase will shift the emission frequency of some particles relative to one another [3].

In the condensed phase, this situation is rather different: chromophores are con-

stantly interacting with the surrounding solvent bath, which leads to fluctuations of

the eigenstate energies on timescales similar to the dephasing time. For aggregates

or biological molecules, the structural arrangement of molecules (e.g., in a protein

matrix) can cause sizeable shifts of the transition frequencies of otherwise identi-

cal chromophores at different sites. This disorder leads to a static inhomogeneity

which can be further affected by dynamics such as conformational changes or bath

reorganization. Condensed phase chromophores can interact with each other as well
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through dipole-dipole interactions. Strong coupling between closely-spaced molecules

causes energy levels of individual absorbers to effectively split into delocalized excited

states shared across multiple chromophores, or excitons. Linear spectra only probe

the inhomogeneous lineshapes involved in transitions between the ground and first

excited states and are unable to provide information about dynamics underlying the

lineshapes, electronic coupling, or site disorder. For molecular complexes, such as pho-

tosynthetic antennas and reaction centers, the linear spectra can become congested

and extremely difficult to interpret, even in terms of extracting the transition dipoles

or excitation energies of individual states. A higher-order spectroscopic investigation

of a condensed phase system can reveal information about the solvent environment,

system-bath coupling, and molecular disorder to augment the information available

in linear spectra [1].

Methods of nonlinear spectroscopy allow researchers to probe the dynamics and

coupling between exciton states by allowing multiple field-matter interactions so that

higher orders of the polarization can be measured. An N+1-wave mixing experiment

is one that involves N field-matter interactions between the sample and external input

pulses and one signal pulse, which reveals information pertaining to the material re-

sponse. Nonlinear techniques can be coherent or incoherent: in coherent experiments,

the phase of the pulses is an important factor. This is not the case in incoherent tech-

niques, which are phase-independent [4]. Most of the nonlinear techniques of interest

in isotropic systems are four-wave mixing (FWM) techniques.

It was a common mode of thought in the past that all FWM experiments should

be able to access the same variety of information, based merely on the number of

pulse interactions. More recent thinking classifies spectroscopy techniques by the

number of controllable coherence time delays rather than on the number of field-

matter interactions, as a limiting factor on available molecular information [5]. In 2D

spectroscopy, two coherence time delays (t1 and t3) are controlled, with precise phase
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stability, to produce a single 2D spectrum. The third time delay (t2) is also tunable in

our experiment, and measuring spectra for different t2 values provides information on

population kinetics and any coherences present during the population time [6]. As we

shall present below, the data is given a more intuitive interpretation when displayed

in the frequency-frequency domain.

2.2 Polarization and the density matrix

The theory applied to 2D spectroscopy is generally a mixed quantum-classical

framework, in which the incident fields are treated classically, but the material system

is described quantum mechanically. The treatment of the bath and the system-bath

coupling usually involves averaging over bath degrees of freedom that are irrelevant to

the final spectrum but can vary depending on the modelling framework. The system

is described by a density matrix ρ. The diagonal elements ρii represent populations,

while the off-diagonal elements ρij(i ̸= j) give the coherences.

In NMR, it is typical to represent the density matrix in terms of a three-dimensional

Bloch vector s(t). The field-matter interaction is expressed in terms of torques ap-

plied by interactions with the field [3]. In this case, the density matrix is encoded in

the components of s(t). The equations of motion can then be solved through inte-

gration. This treatment is very useful in the strong-field case of NMR. The manifold

of states in that system is a set of two-level spins. There are few parameters, and

the structures can best be resolved if saturating pulses are used to completely invert

the population in the sample volume. This allows for a long series of phase-cycled

pulses to access high-order polarization terms and select specific signal contributions

without loss of signal strength.

Unfortunately, this kind of approach does not transfer well to the electronic and IR

regimes. The manifold of states generally consists of several levels per chromophore,

including both electronic multiply-excited states and vibrational substates. Unlike the
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nuclear case, the dipole strength and orientation varies within samples, thus adding a

great deal of parameters to the calculations. High intensity pulses can have more than

one interaction with the sample chromophores, thus accessing higher order signals

than are desired in the experiment. These signals may be spatially and spectrally

overlapped with the desired signals, complicating data analysis and obscuring the

desired features in a fashion that may not be predictable or correctable in post-

processing. In certain systems, including the D1D2-cyt.b559 reaction center studied

in this thesis, multiple excitations of a single complex can lead to exciton annihilation,

which distorts the kinetics and reduces the yield of charge separation events [7, 8].

Saturating fields can also lead to reductions in accessible sample molecules over the

course of an experiment due to funnelling of energy into long-lived triplet states,

photobleaching, and optically induced damage. This is of express concern in biological

samples, which are far less robust than dye molecules.

Because of this, 2DES and 2DIR are performed in the weak-field limit, in which

only a small percentage of sample molecules are excited and contribute to the signal.

In Bloch space, this corresponds to a small angle between the Bloch vector and the

ground state population axis rather than a complete inversion. A point-to-point

comparison between 2D NMR and 2DES is given in Table 2.1.

In situations of weak excitation, the time dependence of the density matrix may

be expanded perturbatively in powers of the incident electric field:

ρ(t) ≡ ρ(0)(t) + ρ(1)(t) + ρ(2)(t) + ... (2.1)

where ρ(n)(t) represents the nth order contribution of the electric field. The nth order

density matrix cannot be measured directly. However, it can be probed by measuring

the nth order macroscopic polarization, which is related to the expectation value of

50



2D NMR 2DES
Frequency MHz 1014-1015 Hz
Time Resolution Millisecond Femtosecond
Pulse Intensity Strong saturating pulses Weak pulses

All spins excited Only a few molecules excited
Many-pulse sequences possible Only a few pulses per sequence

Directionality λ ≫ sample size λ ≪ sample size
of Signal kr ≪ 1 kr ≫ 1

Signal is isotropic in space Highly directional signal
Pathway Phase cycling Phase matching
selection
Modelling and Few parameters Many parameters
calculation Equal and aligned dipoles Dipole strength and orientation

varies
Bloch picture treatment Response function and

density matrix formalism
Data Analysis Spectra can be directly inverted Complete interpretation requires

into structural data phenomenological comparison
with models

Table 2.1: A comparison between 2D NMR and 2DES methods. This has been
adapted from [4]
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the dipole operator (µ) and chromophore number density (N):

P(n)(r, t) = NTr[µρ(n)(r, t)] (2.2)

The first order polarization is responsible for linear optical effects. The second order

polarization (P (2)) is involved with nonlinear properties in birefringent media, such as

sum and difference frequency generation. It can be shown that the signal contribution

from P (2) vanishes in isotropic media [1]. Therefore, the next term of interest after

the linear optics is P (3), the third order polarization. It is this order that is probed in

2DES and other four-wave mixing spectroscopies, such as transient absorption. From

this point on, I will cease to generalize to the nth order and discuss P (3) explicitly,

as this is the quantity of interest in the experiments discussed throughout the rest of

this thesis.

In the time domain, the third order polarization is a convolution of the incident

electric fields with the third order material response function R(3)(t3, t2, t1) [1]:

P(3)(r, t) = N

∞∫
0

dt3

∞∫
0

dt2

∞∫
0

dt1R
(3)(t3, t2, t1)

⊗E3(r, t− t3)E2(r, t− t3 − t2)E1(r, t− t3 − t2 − t1) (2.3)

where R(3) is the third order response function given by

R(3)(t3, t2, t1) =

(
i

~

)3

⟨Vν4 |G(t3)Vν3G(t2)Vν2G(t1)Vν1|ρ0⟩ (2.4)

The response function is a useful quantity that describes the full time-dependent,

microscopic state of the system for any set of three input pulses arriving at times

ti. For a given Hamiltonian, the response function can be directly calculated for the

purposes of computational modelling. The system is initially in the equilibrium state
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ρ0. The dipole operator Vνi modifies the density matrix following interaction with the

ith pulse, and the field-free molecular time evolution for an interval ti is given by the

Green’s function G(ti). The final interaction Vν4 is the signal mode giving the final

response.

In the ideal case, we assume impulsive (delta function) pulses, such that the time

intervals are well defined and well-ordered, and the pulses are much shorter than the

relevant molecular dynamics which we are attempting to measure.

To facilitate understanding and computation of the signals, the incoming electric

field can be expanded in modes:

E(r, t) =
∑
j

[
εj(t)exp(ikj · r− iωjt) + ε∗j(t)exp(−ikj · r+ iωjt)

]
(2.5)

where ε(t) is the temporal pulse envelope and the summation index j is over the pulse

number (input pulses 1-3 and signal s). In NMR, the pulse wavelengths (typically on

the order of meters) are much larger than the sample size, so the condition kr ≪ 1

means that the signal is essentially isotropic in space for these experiments. Because of

this, the signal is generally selected via phase-cycling in NMR [4]. For the visible and

near-IR wavelengths (400-800 nm) used in 2DES experiments, however, the opposite

approximation is true: kr ≫ 1. Therefore, in 2DES experiments, the signals are

highly directional, and the signals related to specific energy pathways are chosen

through a phase-matching condition. The response function can then be expanded as

R(3)(t3, t2, t1) =

(
i

~

)3∑
l

R
(3)
l (t3, t2, t1)exp(ikl · r− iωlt) (2.6)

The Rl are the response function components associated with each pathway in the

signal. Because there are three input pulses, and each pulse can interact with either

the ket or the bra (positive or negative frequency), there are 23 = 8 different signals

over which the index l iterates. The phase and frequency matching conditions for
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these are

kl = ±k1 ± k2 ± k3 (2.7)

ωl = ±ω1 ± ω2 ± ω3 (2.8)

In general, the cases in which all the frequency components have the same sign are

highly oscillatory and do not contribute largely to the signal and can be neglected by

employing the rotating wave approximation. The dominant signals of interest in 2DES

are usually referred to as the photon echo, or rephasing, signal (ks = −k1+k2+k3) and

the non-rephasing signal, sometimes called the “virtual echo” (ks = +k1 − k2 + k3).

The terminology comes from the fact that the phase evolves at conjugate frequencies

during the two coherence periods in the rephasing signal but not in the non-rephasing.

Thus the former is able to reform into an “echo”, while phase evolution in the latter

can only continue in the same direction. Contributions to the signal in directions

that do not match the phase-matching condition will vanish due to a randomness in

the phase [4]. It is common practice in atomic and molecular optics to graphically

represent the various signal pathways associated with the field-matter interactions

and density matrix field-free evolution periods [9]. The following section will explore

a specific graphical representation commonly used in 2D spectroscopy.

2.3 Double-sided Feynman Diagrams

While the mathematical notation can get complicated, and a full treatment of

the high rank tensors involved in the complete calculations can make bookkeeping

difficult, there is a simple tool for graphically representing the various pathways of

evolution of the density matrix. It is common in 2DES and 2DIR to use double-

sided Feynman diagrams to represent and guide the interpretation of the underlying

calculations [4, 10].
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The Feynman diagrams for the rephasing and non-rephasing pathways are shown

in Figure 2.1 along with the corresponding energy level diagrams. The two verti-

cal lines represent the ket (left) and bra (right) side of the density matrix. Time

is positive along the vertical axis, from bottom to top. Each interaction with the

radiation field can affect either the ket or the bra and is represented by an arrow

with its head or tail intersecting the appropriate vertical line. Arrows pointing to

the right represent a contribution of εj(t)exp(ikj · r − iωjt) to the polarization and

are associated with a positive wavevector kj. Arrows pointing to the left represent a

contribution of ε∗j(t)exp(−ikj · r+ iωjt) to the polarization and are associated with a

negative wavevector −kj [11]. Incoming arrows represent a photon absorption (neg-

ative frequency −ωj), while outgoing arrows represent a photon emission (positive

frequency ωj). Each diagram has an overall sign of (−1)n, where n is the number of

interactions from the right (bra) side of the diagram. This is a consequence of the

fact that operators acting to the right in a commutator carry a minus sign. [1]

Note that while each signal is defined by the phase-matching diagrams, there can

be several underlying processes contributing to each signal. The phase matching

conditions ensure that the signals are spatially separable under partially or wholly

non-collinear beam geometries, but the underlying contributions cannot be separated

spatially. In many cases, however, these will be spectrally distinct when plotted in

the 2D frequency-frequency map.

2.4 Feynman Diagrams and the Density Matrix

In the general case of pathways involved in 2DES, the first pulse will interact with

either the ket or the bra. A single pulse interaction places the sample in a coherence,

represented by an off-diagonal element in the density matrix ρij, which oscillates at

the frequency of absorption during the coherence time (t1) as illustrated in Figure

2.2. This coherence decays rapidly (within several hundred fs in the condensed phase
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Figure 2.1: Double-sided Feynman diagrams for the rephasing and non-rephasing
pathways. These include contributions from ground state bleach (GSB),
excited state emissions (ESE) and excited state absorption (ESA), as well
as diagrams related to features with common ground states (CGS) or en-
ergy transfer (ET). The energy levels below show the pulse interactions
corresponding to each Feynman diagram. Dotted (solid) lines denote in-
teractions with the ket (bra).
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samples we study) due to dephasing processes. In the Feynman diagram, this is rep-

resented by a difference in states between the ket and the bra: |0⟩ ⟨1| or |1⟩ ⟨0|. After

free evolution with the Green function G(t1), the second pulse interaction creates a

population in either the ground or excited state: |0⟩ ⟨0′|, or |1⟩ ⟨1′|, respectively. This

corresponds to a diagonal element in the density matrix ρii′ . The prime (’) notation

on the states |0′⟩ and |1′⟩ indicate that the ket and the bra may be on different vibra-

tional sublevels of the same electronic state [12]. The time between the second and

third pulses (t2) is often called the “population time” - it is during this long-lived

period that most of the interesting system dynamics occur, including Stokes shift,

energy transfer, charge separation, conformational changes, and quenching. It is also

possible that the sample could be in a vibrational coherence on the ground or excited

state (see PERY data in Chapter 2.7). The third pulse again creates a coherence in

the sample. Depending on the frequency of the interaction and available manifold

of states, this coherence can be between the ground and first excited state or be-

tween the first and second excited states, in the case of excited state absorption. The

signal field radiates at a time t3 after the third pulse in a phase matched direction

determined by the pathway involved. Figure 2.2 shows the density matrix elements

involved in an example 2DES signal from a rephasing pathway.

2.5 Types of Signal Contributions

The general case discussed above includes several possible contributions to the

signal for each phase-matched pathway. The Feynman diagrams for these contribu-

tions are given in Figure 2.1, while their manifestation in 2D spectra is discussed in

the next section.

We will first consider the simple case of a single molecular species with a three-

level manifold, consisting of the ground state |0⟩, a first excited state |1⟩ and a second

excited state |2⟩. There are three contributions of interest to us: ground state bleach
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Figure 2.2: A diagram of the density matrix elements involved during coherence and
population times for a rephasing signal. This figure is adapted from [13].

(GSB), excited state emission (ESE), and excited state absorption (ESA). All three

of these will begin the same, with a coherence between the ground and first excited

state, excited on either the bra (rephasing) or ket (non-rephasing). However, the

second pulse can create a population in either the ground state or first excited state.

If the population is in the ground state during t2, the third pulse will bleach the

ground state (GSB), removing its absorption band from the transient spectrum.

If the population is in the first excited state during t2, one of two things can

happen. In the case of excited state emission, the third pulse will knock the sample

back into a coherence between the ground and first excited state, creating a regular

stimulated emission event. ESE and GSB are spectrally indistinguishable and are

therefore generally discussed together. It is also possible, if the second excited state

is accessible within the pulse bandwidth, that the third pulse will create a coherence

between the first and second excited states. This type of event is called ESA, and

the signal frequency will contain information on the transition between the first and

second excited as well as between the ground and first excited states. By the rules

for constructing Feynman diagrams given above, the ESA signal will carry a negative
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sign, while the GSB and ESE will be positive. In samples with largely harmonic

energy levels, the ESA will spectrally overlap the other two signals, and they can

partially or completely cancel one another. Therefore, it is only the anharmonicities

which shift this signal and allow study of ESA in this technique [13].

There is a fourth type of signal contribution that can show up in the case where

energy transfer between two exciton states is allowed. In this case, a population in the

excited state can transfer its excitation during the population time t2 to a separate

chromophore or exciton state. Given two exciton states |1a⟩ and |1b⟩ with allowed

energy transfer, the transition during t2 will change the density matrix from the state

|1a⟩ ⟨1′a| to |1b⟩ ⟨1′b|. This energy transfer (ET) signal gives rise to a distinct feature

in the 2D spectrum known as a cross-peak, which is explicitly distinguishable in a 2D

spectrum but is often mixed ambiguously into other signals in different spectroscopy

techniques.

2.6 2D spectra

The 2D spectrum contains information about both coherence periods: t1 and t3.

Generally, t1 is scanned in small steps and Fourier transformed to a frequency axis ω1.

This axis contains information about the transition to the first excited state and can

be considered as a label of the initial excitation frequency. In most cases, the delay

t3 is measured directly in the frequency domain ω3 to facilitate easier data collection.

ω3 contains frequency information about the second coherence, which is related to

the frequency of the third pulse, which probes the state of the sample following the

dynamics during the t2 period. Therefore, the 2D spectrum acts as a correlation map,

wherein the ω1 axis can be thought of as the “excitation axis” and ω3 is considered the

“detection axis”. The t2 delay is fixed for a given spectrum, so each 2D spectrum is

like a snapshot of the sample state at a specific value of t2. To analyze kinetics, several

spectra must be taken for different values of t2. A complete scan over t2 will give a 3D
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spectrum S̃(ω1, t2, ω3). When all the phase-matched signals and tensor components

are recorded this enables measurements of the complete 3rd order response function

[14]. The treatment and analysis of the 3D spectrum will be discussed in Chapter

3.8, where these measurements are applied to the RC.

To illustrate some of the types of signals observed in a 2DES experiment, several

simple cases are depicted in Figure 2.3. A cartoon 2D spectrum is shown in Figure

2.3(a) for a case of two uncoupled two-level chromophores with different transition

frequencies, as indicated by the energy level diagrams. A peak on the diagonal in-

dicates GSB and ESE signals for which the absorption and emission frequencies are

the same. The linewidth along the diagonal indicates the inhomogeneous broaden-

ing, while the antidiagonal width is the homogeneous linewidth [12]. For early t2,

the spectra tend to be very inhomogeneously broadened, indicating a high degree of

correlation between the excitation and detection frequencies. At longer values of t2,

these peaks will often become rounder, indicating a lack of correlation, which can be

thought of as a “loss of memory” of the initial state. This loss of correlation is often

termed “spectral diffusion” and arises due to interactions between the chromophore

and environment that introduce frequency fluctuations [12].

Figure 2.3(b) shows another cartoon spectrum. This time, we have included a

second excited state for each chromophore and allowed weak coupling between the

chromophores, giving rise to incoherent (Förster) energy transfer between the first

excited states of the two chromophores. For anharmonic systems, the ESA peak is

often shifted below the main diagonal peak, as shown. The energy transfer event

shows up as an off-diagonal cross-peak in the spectrum. The coordinates of the

cross peak (ω1, ω3) reveal the transition frequencies of the two states involved, and

the t2 dependence of the cross peak amplitude reveals the energy transfer dynamics.

For systems of more than two chromophores, one will often see several cross-peaks

in different locations of the spectrum. This provides an unambiguous examination
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of different energy transfer events between distinct states. This information is not

easily available with other spectroscopy techniques. For example, transient absorption

studies effectively integrate over the excitation axis since the t1 delay is not scanned.

Figure 2.3(c) depicts a simple case of strong (excitonic) coupling between two

chromophores. In this case their energy levels are shifted due to their strong coupling,

and the presence of a common ground state gives rise to cross-peaks. These cross-

peaks will be present at all values of t2 and their existence at t2 = 0 when other

processes such as energy transfer have not yet occurred indicate excitonic coupling.

Similarly well-separated vibrational levels on the same electronic state can give rise

to cross-peaks. In both these cases the corresponding Feynman diagram resembles

that of GSB, where the state accessed by the third pulse excites a different excitonic

level in the first case or a different vibrational state in the latter. It has also been

recently demonstrated in the IR that coherence transfer can occur in some vibrational

systems [15].

2.7 A Note on Modelling

For complex multichromophoric samples such as the photosynthetic reaction cen-

ters presented later in this thesis, the interpretation of a 2D spectrum is difficult.

Degeneracies in energy levels between different chromophores can lead to overlap of

features which make the line widths and dynamics complicated and harder to discern.

In addition to fitting and analysis of experimental 2D spectra, it is useful to treat

the data in a phenomenological manner through comparison to theoretical models

of the systems under study. By beginning with knowledge of the chromophore stoi-

chiometry and dipole moments of the individual chromophores and figuring in such

factors as orientation of species and interchromophore distances, a Hamiltonian can

be constructed for evolution of the density matrix, and 2D spectra can be built up

from a theoretical basis. Because of the inherent computational cost of performing
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many-body quantum calculations, each model must begin with some assumptions and

approximations which can be checked and validated by experimental findings. In this

way, the experiment and models reinforce each other.

In some cases, parameters corresponding to physical observables which are difficult

to measure directly in the experimental data can be tweaked in the model until

the best agreement between model and experiment is reached. In other cases, the

increased dimensionality of the 2D data can help researchers compare the relative

validity of two different models which produce similar linear absorption data [12].

In this thesis, comparisons will be made between kinetic parameters extracted from

our 2D data and measurable parameters from models, most of which have been built

up by comparison to other spectroscopy methods. Much can be learned from this sort

of treatment, and the validity of different prevailing models can be compared against

the information content of the 2D spectra presented here. Ideally, these models will

be adapted to produce theoretical 2D spectra for a more thorough comparison. This

is indeed a goal and area of ongoing study in our lab. However, the modelling of

2D spectral lineshapes is by no means a trivial task and is beyond the scope of the

present work. A full simulation of 2D specra for the RC shall not be covered here and

will instead be the subject of forthcoming papers and dissertations from the Ogilvie

group.

A brief sketch of the future modelling process is shown in Figure 2.4 below. A set

of generalized coordinates Q provides a physical description of the system. Beginning

with a basis of the individual chromophores, the Hamiltonian H̃e
S gives the individual

site energies and couplings between chromophores. These couplings are inferred from

crystal structures, although the current spatial resolution limits the precision with

which these can be obtained. Weak coupling may be treated perturbatively in some

cases, but intermediate to strong coupling can give rise to delocalized exciton states

with energies significantly different from the site energies. The Hamiltonian is then
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diagonalized to provide an energy eigenstate basis. The new Hamiltonion, HS, maps

onto the peak positions of the 2D spectrum at t2 = 0, with cross-peaks indicating

coupling between exciton states. As mentioned in Chapter , several exciton models

exist for the RC and will form a starting point for our modelling.

In condensed phase systems, the system is constantly interacting with the sur-

rounding bath, which can cause changes and fluctuations to the energy eigenstates.

In proteins, this “bath” is highly heterogeneous and dynamic. The bath is modelled

with the Hamiltonian HB, and the system-bath coupling Hamiltonian HSB contains

the information on the system-bath interaction. In the simplest treatment, the bath is

treated as a system of harmonic oscillators with appropriate frequencies and damping

parameters. In order to simplify the calculation, researchers will generally average

over all but a few of the bath degrees of freedom [1]. From this description of the

system and bath, the third order response function R(3) can be calculated, and a

2D spectrum can be generated. Through comparison to experimental spectra and

other considerations, the parameters can then be adjusted and the spectra corrected

through an iterative approach.

Modelling of 2DIR data has reached a high level of sophistication, where input

from molecular dynamics (MD) simulations can be used to predict 2D spectra [18, 19,

20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38]. The modelling

efforts for 2DES are substantially less advanced, due to the high computational cost

of calculating electronic structure of large systems in the condensed phase. It remains

an area of active research to determine what minimum degrees of freedom need fully

quantum mechanical treatment and what other degrees of freedom can be treated

classically [27, 28, 39, 40, 41, 10, 38, 42, 43, 44, 45]. It is our hope that 2DES will

further the development of mixed quantum/classical models of complex condensed

phase systems and that they will in turn help reveal the dynamics and electronic

structure underlying 2D lineshapes.
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CHAPTER III

Experimental Methods

In this chapter, the experimental methods and apparatus used in obtaining two-

dimensional electronic spectra are described in detail. The first section briefly de-

scribes the commercially-built laser oscillator and regenerative amplifier. Section 3.2

details the design and tuning of our home-built non-collinear optical parametric am-

plifiers (NOPAs). Following that, there is some discussion on pulse compression with

a prism compressor. Sections 3.5 and 3.6 present two different experimental methods

for 2DES, both implemented in our lab, using a diffractive optic and an acousto-optic

pulse shaper, respectively, to create the pair of pump pulses. The relative strengths of

each method and a guide for situations where one may be advantageous over the other

are presented in Section 3.1. Finally, section 3.10 presents a brief discussion regarding

the use of a continuum probe pulse in obtaining data over a broader bandwidth.

3.1 Laser Source

The laser source consists of a mirror-dispersion-controlled titanium:sapphire os-

cillator (Femtosource Synergy) [1]. The oscillator operates at a repetition rate of 75

MHz and emits a self-mode-locked pulse of 10 fs duration and bandwidth greater than

100 nm centered near 800 nm. Typical mode-locked output powers range between

550-700 mW.
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A small fraction of the oscillator output is used to seed a regenerative amplifier

(Spectra Physics Spitfire Pro). A Faraday isolator precludes the possibility of back-

ward reflections from disrupting the mode-lock in the oscillator. The regenerative

amplifier (regen) employs a method known as chirped pulse amplification [2]. The

peak powers associated with amplifying the transform-limited seed pulse to the de-

sired output would exceed the damage threshold of the Ti:Sapphire crystal in the

amplifier cavity. However, by stretching the seed pulse with a grating stretcher to

a duration > 2 ps, the instantaneous peak power in the crystal is greatly reduced,

and high gain amplification can be achieved without risk of damage. The pulse is

stretched in a grating stretcher before entering the cavity. A Pockels cell selects pulses

at a rate of 1 kHz. In the cavity, the seed pulse is amplified in a Ti:sapphire crystal by

a 7 Watt Q-switched Nd:Yag pump laser (Spectra Physics Empower). Pulses make

several round trips in the cavity before they are coupled out by a second Pockels

cell. The amplified chirped pulses then enter a grating compressor where they are

compressed to near the transform limit. The 1 mJ output pulses have a duration of

35 fs at 800 nm with a 1 kHz repetition rate. The grating separation can also be set

to precompensate the output pulses for maximum compression later in the setup, so

as to achieve higher efficiency in the parametric amplification step described in the

following section.

3.2 NOPAs

The output from the regen is split between two home-built non-collinear optical

parametric amplifiers (NOPAs) [3]. Within each NOPA, a 4% fraction of the beam is

focused with a 5 cm lens into a 1 mm thick sapphire window. Self-phase modulation

(SPM) in the sapphire window produces a chirped white light continuum pulse which

is used as the NOPA seed. The rest of the beam is frequency doubled in a 0.5 mm

Beta-barium borate (BBO) crystal to 400 nm. The continuum seed and 400 nm
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pump are overlapped in a 2 mm BBO crystal, placed 2-3 cm behind the pump focus

to avoid damage. The angle between seed and pump beams is generally set to 3-5◦

and is designed to take advantage of the spatial walk-off in order to obtain maximal

spatial overlap throughout the crystal.

The beams undergo a type I difference frequency process in the BBO, producing an

output beam theoretically tunable to any frequency contained within the continuum

pulse. The process is governed by the equation

fp = fs + fi (3.1)

where fs is the signal frequency, fp is the pump frequency, and fi is the frequency of

the idler pulse that serves to conserve energy and momentum. Figure 3.1 shows (a)

the alignment of seed an pump pulses into the BBO crystal, (b) the phase-matching

condition for pump, signal and idler, and (c) a cartoon of the beams immediately

after the picture, including a parametric fluorescence ring from spontaneous difference

frequency generation not aligned with the seed.

A delay stage in the continuum pulse path allows for adjustment of the temporal

overlap between different frequency components of the chirped seed pulse and the

pump, so that the center frequency can be adjusted with a micrometer. The stage is

adjusted along with the alignment of the seed pulse to select the desired spectrum.

Adjusting the angle of the BBO relative to the two input pulses can optimize the

spectrum for different frequency ranges. The NOPA pulses can be tuned from ∼ 480

- 700 nm center wavelength, with bandwidths up to 70 nm. Figure 3.2 gives a series of

spectra from our NOPA, demonstrating the broad tunability we achieve in our setup.
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Figure 3.1: Diagrams of NOPA beam geometry. (a) shows the alignment of pump and
seed into the BBO crystal from an overhead view. (b) gives the phase-
matching condition for amplification, and (c) shows a cartoon of NOPA
signal and other beams immediately after the crystal. The pump, signal,
and idler beams propagate in a plane parallel to the table.

Figure 3.2: A series of experimentally obtained NOPA spectra, demonstrating the
broad tunability of our apparatus.
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3.3 Prism Compressor

In order to optimally compress the pulses for the high temporal resolution required

for many of our experiments, a setup for dispersion compensation is necessary. We

compress our pulses with the aid of a prism compressor [4]. Pulses from the NOPA

enter the first prism near the tip and are spectrally dispersed before propagating to a

second identical prism. This collimates the beam in the Fourier plane, in which the

horizontal spatial dimension defines a frequency axis. A folding mirror reflects the

beam back through the prisms along a similar path but tilted slightly downward so

that the beam can be picked off with a mirror after exiting the compressor.

The separation between the two prisms can be tuned to compensate for a given

amount of dispersion in the setup, which is itself a function of the frequency of the

pulse. This effect is based on a geometric effect and can be predicted analytically

[4, 5]. The prisms are mounted on micrometer stages that translate perpendicular to

the rear face of the prism in order to make fine adjustments of separation and to add

additional material dispersion when necessary without changing the beam pointing.

For the PSII experiments, we chose SF-11 prisms which allow for smaller separations

due to the increased frequency spreading from larger material dispersion. Fused silica

prisms were used for other experiments.

The prism compressor can be used to pre-compensate for dispersion later along

the beam path, as well as for dispersion on the beam before it enters the compressor.

In our experiments, we precompensate the pulses so as to get them near the transform

limit when they interact with the sample. It should be noted that a prism compressor

is most useful for compensating second-order phase (linear chirp) but is not ideal for

higher order phase terms. In applications where higher order phase compensation is

desired, a grating compressor or deformable mirror should be employed in addition

to the prism compressor. Pulse characteristics were measured with a ZAP-SPIDER

setup [6] (see Appendix B).
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3.4 Requirements for 2D Spectra

In order to collect reliable data, there are several requirements which must be

met. A 2D spectrum measures the complete complex electric field of the signal pulse

through heterodyning techniques. In order to achieve this precision, the phase dif-

ferences between the two pump pulses and between the probe and local oscillator

pulses must be constant over the course of a measurement. For fully non-collinear

techniques, this require phase stability on the order of λ/100 over the course of several

minutes.

Another important factor is the precise control and knowledge of the time delays,

specifically the coherence time t1. Timing errors can distort lineshapes by mixing

different signal contributions improperly. The discussion of the two implementations

of 2DES experiments below will address these issues in the context of each method.

In our lab, we have implemented two different but complementary experimental

setups for collecting 2DES data. The first of these utilized a diffractive optic to create

pulse pairs and a refractive delay for t1, while the second setup uses a pulse shaper

to create the t1 delay and also to compensate the pump beam for dispersion. The

pulse shaper setup utilizes a simpler pump-probe beam geometry, as opposed to the

boxcar geometry in the diffractive optic setup.

3.5 2DES with a Diffractive Optic

In the diffractive optic setup (Figure 3.3), the output of two individually tunable

NOPAs are pre-compensated in separate prism compressors. The beams are focused

with a slight vertical offset onto a transmissive diffractive optic. The diffractive

optic is optimized for the ±1 diffraction orders at visible wavelengths, so that each

beam gets split into two replicas with trajectories that diverge horizontally from each

other. The four beams are then collimated with a parabolic mirror. The beams form
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a “boxcar” geometry, in which each beam lies on the corner of a square.

After the collimation, the beams are well separated as they propagate, allowing

for different optics to be placed in each beam. In the most direct implementation,

this spatial separation allows us to scan refractive time delays along individual beams

and attenuate the amplitude of the local oscillator pulse. If desired, waveplates can

be used to individually control the polarization of each pulse. The fact that the

beams all hit the same reflective optics between the diffractive optic and the sample

ensures the excellent passive phase stability on the order of λ / 100 necessary for this

experiment [7].

The two beam copies from one of the NOPAs serve as the pump pulses for our

four-wave mixing experiments, while the pulses from the other NOPA become the

probe pulse and local oscillator for heterodyne detection, respectively. Each of the

pump pulses passes through an adjustable refractive delay formed by a pair of glass

wedges, one of which is on a motorized stage and can be translated relative to the

other [8]. The effect of translating the wedge is that the thickness of the glass in the

beam path changes in small increments, which effectively increases or decreases the

time delay of that pulse relative to the others at the sample. A pair of wedges oriented

anti-parallel to one another ensures that the beam path will not be diverted and also

that the entire spatial profile of the beam will encounter the same thickness of glass.

By placing a wedge pair in each pump beam instead of just one of them, we can

separately scan the t1 delay to recover rephasing or non-rephasing signal (depending

on the pulse ordering) without changing the population time (t2). We place one wedge

from each pair on an adjustable tilt mount to allow for fine adjustment of the wedge

alignment which is crucial for minimizing beam pointing errors.

The phase of the signal pulse is dependent on the phases of the other pulses and
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follows the relationship [7]

∆Φhet = (Φ1 − Φ2) + (Φ3 − Φlo) + Φs (3.2)

To ensure an accurate retrieval of the signal phase from the hererodyne detected

phase, the relative phases between the pairs 1-2 and 3-lo must be very stable, on

the order of λ/100. In this implementation, the use of the diffractive optic provides

passive phase stability. The pulses of each pair are produced by the same beam,

and between the diffractive optic and the sample, the beams all hit the same set of

mirrors, which mitigates the effect of mechanical vibrations on the phase.

The local oscillator pulse is attenuated with a neutral density filter of optical

density 3.0. The probe pulse is transmitted through a 1 mm thick fused silica window

to ensure that the local oscillator pulse will arrive in the spectrometer before the

signal. The delay between probe and local oscillator pulses is measured daily with

spectral interferometry [9] and is generally ∼1430 fs.

The beams hit a second parabolic mirror which focuses and converges them onto

the sample. The phase-matching conditions k(R)
s = −k1 + k2 + k3 for the rephas-

ing signal and k(NR)
s = k1 − k2 + k3 for the non-rephasing signal ensure that the

rephasing(non-rephasing) signal will be collinear with the local oscillator for pulse

orderings in which the pump beam k1(k2) interacts with the sample first. To collect

a 2D spectrum, we begin with the pump pulses temporally overlapped and keep pulse

2 stationary while continuously scanning pulse 1 backward in time by translating the

one of the paired wedges in that beam so as to reduce the thickness of glass the pulse

encounters, thus increasing the relative delay t1. The signals collected will be Fourier

transformed across t1 to form a rephasing scan for a single t2 delay. We repeat this

procedure, scanning beam 2 while beam 1 is stationary, in order to obtain the non-

rephasing data. The population time t2 is set with a retroreflector on a motorized
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stage before the diffractive optic so as not to change the relative delays between the

probe and local oscillator. The retroreflector stage and wedge delays are scanned by

a computer, which controls a digital signal processor (DSP)(Motorola DSP56F807).

The DSP scans the refractive delays continuously between user-defined start and stop

values and outputs a TTL pulse while the motors are moving. The TTL pulse is sent

to a digital logic “AND” gate, where it is evaluated with a 1 kHz trigger from the re-

gen to produce an output trigger. The DSP records the motor position corresponding

to each laser pulse with the use of a high-precision digital counter signal.

The heterodyned signal pulses are dispersed in a spectrometer (Horiba Jobin-Yvon

iHR320) and recorded on a self-cooling charge-collecting device (CCD) (Princeton

Instruments Pixis 100B), where the exposure time is gated by the same trigger that

controls the recording of motor positions. By hardware binning the signal over several

lines of pixels, we are able to read out data in real-time at the 1 kHz repetition rate

of our laser, allowing for continuous scanning of the t1 delay.

Calibration of the t1 delay is performed by placing a 10µm pinhole in the sample

position and blocking the probe and local oscillator beams. The pinhole scatters light

from both pump beams, thus creating a spectral interferogram which is collected with

the CCD. The wedges are scanned as in a normal experiment and motor positions

are collected corresponding to each linear interferogram. By performing spectral

interferometry [9], we retrieve a linear relationship of t1 as a function of motor position

for each motor, letting us know both the step size of t1 and giving a reasonably

accurate approximation of the position corresponding to t1 = 0, the precise knowledge

of which is necessary for proper phasing of spectra.

Because signal intensities are often too low to measure directly with high SNR and

an intensity measurement gives no information of the phase, we instead heterodyne

our signals with a local oscillator pulse, giving us a spectral interferogram (Figure

3.4). The measured trace then consists of a mixture of the local oscillator and signal
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Figure 3.3: Experimental setup for 2DES with a diffractive optic and pulse sequence.
(a) Diagram of the experimental setup for 2DES with a diffractive optic.
The boxcar beam geometry is shown on the right. (b) The pulse sequence
for 2DES.
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Figure 3.4: A simulated spectral interferogram. This shows the measured signal from
equation 3.3.

pulse fields given by

S̃(λ) = |Es(λ)|2 + |Elo(λ)|2 + Ẽs(λ)Ẽ
∗
lo(λ)e

iωτ + c.c. (3.3)

where Ẽlo is the complex electric field of the local oscillator, Ẽs is the complex electric

field of the signal, and τ is the time delay between the two heterodyned pulses.

During data analysis, the spectral interferogram, measured in evenly spaced wave-

length, is Fourier transformed into a pseudotime axis [9]. Because of the large delay

between the signal and local oscillator, the desired interference term is well separated

from the DC term and is windowed with a super-Gaussian filter (see Figure 3.5).

The filtered interference is then inverse Fourier transformed back into the wavelength

domain, yielding a complex, zero-mean interference pattern (Figure 3.6). The phase
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Figure 3.5: A time domain trace of the inverse Fourier transform of a spectral in-
terferogram (blue curve), including a DC contribution as well as the two
well-separated interference terms. The green curve shows the windowing
of the interference term corresponding to the correct pulse ordering.

is extracted and unwrapped, and the linear term ωτ is subtracted. The remaining

phase is that of the signal alone and is reapplied to the amplitude term. The electric

field term from the local oscillator, Elo is measured separately or taken from a time

delay where no signal is expected and is divided out to yield a complex signal field

Ẽ(ω3) = E(ω3)e
iϕs(ω3) (3.4)

After spectral interferometry is performed separately on the one-dimensional spec-

trum corresponding to each t1 delay, the spectra are then represented together in the

time-frequency domain as S̃(t1, ω3). A Fourier transform produces our final 2D spec-

trum:
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Figure 3.6: Real part of the zero-mean complex signal interference term after win-
dowing in the time domain.
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S̃(ω1, ω3) =

∫
S̃(t1, ω3)e

iω1t1dt1 (3.5)

In this way, we obtain separate rephasing and non-rephasing spectra for a given t2

delay. These can be analyzed individually in order to accentuate certain features or

dynamics [10, 11]. These two separate signal contributions are not usually preferred,

though, as they each contain phase twists which broaden the lineshapes [12]. For most

applications, researchers prefer to examine an absorptive spectrum, which boasts the

highest frequency resolution and therefore the sharpest spectral features.

In order to obtain an absorptive lineshape, however, the rephasing and non-

rephasing spectra must be added together with precise relative timing of the two

signals. Causality requires that signal be present for both time orderings of the

pulses giving rise to the coherence during t1. Were there no population dynamics to

be concerned with, the whole absorptive spectrum could be measured by scanning t1

with a single pulse for positive and negative times. However, doing this in practice

can distort the spectra by mixing different t2 values in a single spectrum. Instead, we

measure both the rephasing and non-rephasing signals, which corresponds to a time

inversion of the two pump pulses and therefore includes both positive and negative

t1 contributions [13, 14].

The absorptive and dispersive parts of the spectrum are then given as

Sabs = Re[(SR + SNR)eiϕ] (3.6)

Sdis = Im[(SR + SNR)eiϕ] (3.7)

It is important to note that spectral interferometry gives only the relative phase

difference between the signal and local oscillator ∆Φmeasured = Φs − Φlo. The phase

term ϕ from Equations 3.6 and 3.7 that is required to phase the spectra into absorp-

tive and dispersive components is called the “global phase”. Because the global phase
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is unknown and difficult to measure, the phasing is usually done by sampling phase

values and comparing the resulting phased spectra to a separate transient absorption

experiment, using the projection slice theorem [14, 15]. After a test phase is applied,

the 2D spectrum is integrated along ω1, resulting in a 1D signal which is identical

to a broadband pump / broadband probe transient absorptions spectrum. This TA

spectrum is easily obtained in our setup by blocking the pump beam k2 and the ref-

erence pulse and measuring the transient absorption signal between k2 and k3. No

realignment before the sample is necessary, and this data can be taken immediately

after a corresponding 2D spectrum to minimize sample degradation. The TA spec-

trum and integrated 2D spectrum are both normalized to unity, and a least squares

fit is performed to minimize the difference between them for a given t2 delay, using

the global phase as a fitting parameter.

3.6 2DES with a Pulse Shaper

While there are excellent reasons to use a fully non-collinear 2D setup, it has been

pointed out that some of the technical challenges could be eliminated by performing

2DES in a pump-probe geometry [14]. In the pump-probe geometry, best known for its

use in transient absorption experiments, the pump beams are collinear (k1 = k2), so

the phase-matching conditions k(R)
s = −k1+k2+k3 and k(NR)

s = k1−k2+k3 simplify

such that the rephasing and non-rephasing signals are collected simultaneously along

the direction of the probe pulse. While this approach was identified long before the

first 2DES experiments were performed [16], it was only recently implemented in the

IR by the Zanni group using first a germanium acousto-optic pulse shaper [17] and

later a Mach-Zehnder interferometer [18]. Shortly thereafter, our group published the

first study using a pulse shaper to perform 2DES in the pump-probe geometry [19].

In our implementation, the beam from one NOPA enters an acousto-optic pulse

shaper (Fastlite Dazzler) [20], where an RF pulse propagated through a crystal can
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shape the pulse with an arbitrary amplitude and phase within the spectral envelope

of the input pulse. By generating an interferogram in the frequency domain, the pulse

shaper effectively creates a pair of collinear pump pulses with a well characterized,

tunable time delay of 0 - 400 fs. The modulation applied to produce the pulse pair is of

the form |E(ω)|(1+exp[i(ωt1+ϕ12)]), where E(ω) is the spectral amplitude of the pulse

and ϕ12 is the relative carrier wave phase shift. Unlike spectral modulations produced

by an interferometer, the pulse shaper allows the introduction of an arbitrary carrier

wave phase shift that can be used for phase cycling schemes analogous to those

used in NMR. Because the Dazzler can control the phase of the pulses, it is used to

compensate dispersion up to the fourth order, so no prism compressor is required for

this beam.

The probe pulse is taken from the other NOPA, though in later implementations a

continuum pulse was used (see Section 3.6). A delay stage in the probe path controls

the population time t2. Because the pump pulses are collinear, the phase-matching

condition ks = ±k1 ∓ k2 + k3 ensures that the rephasing and non-rephasing signals

will both be collinear with the probe and can be collected simultaneously for all values

of t1. Therefore, the probe pulse is used as the local oscillator in a pump-probe beam

geometry, greatly simplifying alignment. Because the delay t1 between pump pulses is

precisely controlled and the local oscillator occurs at exactly t3 = 0, there is virtually

no timing error in this experiment.

Because there is no time delay between the probe pulse and local oscillator, the

measured signal has no interference fringes, so the desired signal is not separable

from the larger contribution of the local oscillator intensity |Elo|2 in the time domain.

Instead, we must subtract out the contribution of the probe intensity in the spectrum

by recording a separate spectrum in which the signal is not present or has an opposite

phase, while the probe intensity remains constant.

The most direct implementation of this is to use the pulse shaper to alternate
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between on and off states, effectively chopping the pump beams. In this case, only

half of the spectra taken have data, so the effective duty cycle is 50%. To reach a

full duty cycle, the phase difference between the pump pulses, ∆ϕ12 can be cycled

between 0 and π. This changes the phase of the signal and gives an additive effect

when measured traces from the two phase schemes are subtracted from one another.

Other phase cycling schemes can be utilized to remove scatter and will be discussed

in Section 3.6.

For each t1 value, we average over many spectra (typically 100-200) to improve

the SNR of the data. Difference spectra are taken between successive frames on

our CCD readout corresponding to chopped/unchopped pumps or different phases,

and after subtraction we are left with a map of signal in the time-frequency domain:

S(t1, t2, ω3). The signal is still real at this point. To obtain a complex signal field and

separate out the absorptive (real) and dispersive (imaginary) contributions, we first

take the Fourier transform along t1 and select the real part of the signal before inverse

transforming back. The signal is then inverse Fourier transformed along the other

axis, ω3. Causality is enforced by windowing out all data corresponding to negative

t3 delays with a Heaviside function Θ(t3) [21]. This simply means that we disallow

any signal that appears to arrive before the probe pulse. The data is then Fourier

transformed along t3 and then t1 to produce the final complex spectrum: S̃(ω1, t2, ω3).

Separation into Rephasing and Non-rephasing signals

One advantage of 2DES in the pump-probe geometry is that the rephasing and

non-rephasing signals are collinear and collected at the same time, so no phasing

of the spectrum is necessary, and there is no ambiguity regarding the calibration of

t1 = 0. It is sometimes helpful, however, to be able to look at the rephasing and

non-rephasing contributions to the spectrum separately. De Boeij et.al. suggested

a method for recovering the rephasing and non-rephasing components of frequency-
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resolved pump-probe signals [22, 23], which can easily be applied to 2DES in the

pump-probe geometry. These data can be obtained by recording spectra in which the

relative phase between pump pulses is ∆ϕ12 = 0 and ∆ϕ12 =
π

2
, respectively. These

spectra have the following relationships to the rephasing and non-rephasing spectra

[22, 23]:

S0(t1, t2, t3) ∝ R(R)(t1, t2, t3) +R(NR)(t1, t2, t3) (3.8)

Sπ/2(t1, t2, t3) ∝ −iR(R)(t1, t2, t3) + iR(NR)(t1, t2, t3) (3.9)

Combining these gives the separated signals

S0(t1, t2, t3) + iSπ/2(t1, t2, t3) ∝ R(R)(t1, t2, t3) (3.10)

S0(t1, t2, t3)− iSπ/2(t1, t2, t3) ∝ R(NR)(t1, t2, t3) (3.11)

This separation of rephasing and non-rephasing signals in the pump-probe geom-

etry is shown for data from the laser dye LDS750 in acetonitrile in Figure 3.8

Scatter Subtraction

One of the difficulties in any implementation of 2DES is in removing contributions

to the measured signal due to scatter and interference terms from different beams, as

well as signals from other, unwanted nonlinear processes in the sample. This is partic-

ularly important for biological samples that sometimes form aggregates. Because the

scatter is often nearly collinear with the signal pulse, spatial filtering provides only

limited success. Zanni and coworkers presented an excellent phase cycling scheme for

removing contributions due to scatter between the pump and probe pulses, as well as

transient absorption signals due to multiple interactions of the sample with a single

pump pulse [24]. This method does not, however, remove the interferometric scatter
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Figure 3.8: Separation of rephasing and non-rephasing contributions for LDS750 in
acetonitrile at t2 = 500 fs. The columns contain real, imaginary and ab-
solute value spectra as indicated. Top row: components of the rephasing
signal. Middle row: components of the non-rephasing signal. Bottom
row: addition of the rephasing and non-rephasing signals.
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Figure 3.9: 2D spectra of rhodamine 800 in ethanol, showing different scatter sub-
traction schemes. a) Chopping only the pumps; no scatter signals are
removed. b) Chopping both the pumps and the probe; removes pump-
pump scatter. c) Four-phase cycling scheme; removes all unwanted contri-
butions except for pump-pump scatter. d) Four-phase cycling with probe
chopping; only the desired 2D signal remains.

between the two pump beams which frequently shows up along the diagonal of our

2D spectra. We have implemented these methods in our lab and added a chopper in

the probe pulse. Taking difference spectra between signals with a chopped vs. un-

chopped probe pulse allow us to isolate and subtract a strong scatter signal from the

interference between the two pump beams, which shows up as a narrow peak along

the diagonal. Results of this scatter subtraction are shown in Figure 3.9.
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Continuum Probe

Many sample systems of interest such as the natural light harvesting systems

contain transitions across a broad range of frequencies. In these applications, it is

often desirable to obtain information over several well-separated spectral components

at once. The use of a continuum probe pulse permits this [25] and is readily used in

the pump-probe geometry.

The continuum probe pulse is created by focusing a small fraction of the 800 nm

regenerative amplifier output into a 2 mm thick sapphire window with a 200 mm lens.

The continuum is collimated using a 50 mm lens and can be compressed further or

used as-is with a sizeable linear chirp. The spectrum of our continuum pulse is shown

in Figure 3.10.

3.7 Demonstration Experiments

While this thesis culminates in the successful 2DES investigation of the D1D2-

cyt.b559 reaction center complex, a great deal of my time in the Ogilvie group was

spent building both of our 2DES implementations from scratch, debugging our system,

developing more advanced data analysis methods and coding the software, and finding

my way through the unforeseen challenges of a method where the strengths and

difficulties are still not fully understood by the experts.

In this section, I discuss briefly two studies we performed in the course of develop-

ment which highlight some of our specific contributions to the field of two-dimensional

electronic spectroscopy from a technical standpoint and demonstrate the successful

operation of both diffractive optic and pulse shaper 2D experiments. The first of these

utilized the diffractive optic implementation to measure the Förster energy transfer

between a pair of dyes connected by a rigid bridge of DNA at a known separation

(Figure 3.11). This experiment measured a cross peak far from the diagonal and was
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Figure 3.10: A spectrum of the continuum pulse produced with a Sapphire window.
The black bars represent the spectral range of our spectrometer when
centered at 546 nm, which covers approximately the pulse FWHM at
130 nm.

Figure 3.11: Cartoon structure of a DNA-bound FRET pair.
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the first two-color 2DES (2C2DES) experiment [26]. The second experiment used

2DES in the pump-probe geometry in conjunction with a continuum probe pulse to

investigate vibrational wavepacket dynamics in a laser dye. This experiment was the

first 2DES experiment performed with a continuum probe and as such was able to

observe vibronic cross peaks in the dye spectrum [25].

2 Color 2DES: Energy Transfer in a DNA Construct

To demonstrate 2C2DES with the DO setup we chose to examine a simple sample

in which absorption and emission wavelength were well separated. We note that our

later development of 2DES with a continuum probe pulse would have worked as well

for this experiment. The sample we chose for this experiment was a DNA construct

consisting of donor and acceptor chromophores covalently bound to the 3’ and 5’

end of a short piece of DNA. This provides a fluorescence resonance energy transfer

(FRET) pair with a rigid, well-defined separation that can be controlled by selecting

an appropriate number of DNA base pairs. The absorption and fluorescence spectra

of our dyes are shown in Figure 3.12 along with arrows indicating the frequencies of

our pump and probe spectra.

Figure 3.13 shows the 2D spectrum of our DNA construct sample, consisting

of an 8 base-pair piece of DNA labeled with donor (Cy3) and acceptor (Cy5) dyes

at either end (purchased from IDT technologies). Here we excited the donor (500

nm) and probed the acceptor emission (675 nm) at t2 = 71 ps. The cross peak

present in the 2D spectrum is indicative of energy transfer during t2. We are able

to properly “phase” our data by fitting the projection of the real part of our 2D

spectrum onto the ν3 axis to a separately measured pump-probe signal, enabling us

to properly separate absorptive and dispersive contributions to the 2D spectrum.

Since the pump pulses may directly excite the acceptor, we performed an additional

experiment to provide further evidence that the cross peak is due to energy transfer
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Figure 3.12: Absorbance (blue curve) and fluorescence (green curve) spectra of Cy3
and Cy5 (yellow and orange curves) from our duplexed DNA construct.
With excitation at 500 nm, direct excitation of the Cy5 is minimized and
the large fluorescence signal is indicative of FRET. Assuming quantum
yields of 0.04 for Cy3 and 0.27 for Cy5, this gives an estimated FRET
efficiency of 25 percent.
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Figure 3.13: 2D spectra of the DNA at t2 = 71 ps showing the cross-peak indicative
of energy transfer.

and not emission from the directly excited acceptor. By pumping and probing the

donor with and without the acceptor attached, we were able to compare the decay of

the peak of the absolute spectrum. Figure 3.14 shows that the decay in the presence

of the acceptor is significantly faster than without the acceptor, indicating energy

transfer to the acceptor.
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Figure 3.14: Comparison of decay rates for Cy3 in the presence and absence of Cy5.
(a) The decay of the peak of the absolute value spectrum for DNA-bound
Cy3.(b) When duplexed to a strand containing Cy5, the decay becomes
faster, indicative of energy transfer.

2DES with a Pulse-Shaper: Continuum Probe Studies of Vibrational Wavepacket

Dynamics in PERY

To test the method of 2DES in a pump-probe geometry with a continuum probe,

experiments were performed on the laser dye N,N’-bis (2,6-dimethylphenyl) perylene-

3,4,9,10-tetracarboxylicdiimide (PERY), shown in Figure 3.15, dissolved in dimethyl

sulfoxide (DMSO). This dye has been studied extensively by other groups using pho-

ton echo, transient grating, and one-color 2D spectroscopy [27, 28]. A prominent

feature of PERY is the progression of a high-frequency vibrational mode (1410 cm−1)

that modulates the absorption and emission spectra. Figure 3.16 shows the linear

absorption of PERY as well as the spectra of our pump and probe pulses.

Results of the frequency-resolved pump-continuum probe experiments are shown

in Figure 3.17(a). In addition to the signal from the dye molecule, signal from the

nonresonant interaction of the pulses with the glass and solvent in the sample cell is

also present. This nonresonant signal reaches a maximum during pulse overlap and

does not influence the data at the relatively long t2 times considered here. Since the

probe pulse is chirped, the nonresonant signal peaks earlier at shorter wavelengths,

providing a convenient way to quantify the chirp. In the pump-probe data we see a
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Figure 3.15: Chemical structure of PERY. This is adapted from [27].
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Figure 3.16: Absorption spectrum (black curve) of PERY showing the pump (green
curve) and continuum (red curve) spectra.
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strong band centered at ∼ 560 THz with a weaker band at ∼ 520 THz and a very

weak band at 605 THz. In Figure 3.17 we plot slices of the spectrally resolved signal

at 518 THz and 560 THz without chirp correction. Both pump-probe traces show

strong oscillations with a period of ∼ 240 fs, in good agreement with the previously

observed intramolecular mode at 139 cm−1 [27]. The signal at 560 THz can be

assigned to a bleach of the ground state, whereas the 518 THz signal is from excited

state emission. When a chirp correction [29] is applied to the data, we find that the

bleach and emission signals are approximately in phase.

Figure 3.18 shows the 2D spectra taken at different t2 values indicated by the

arrows in Figure 3.17(b), corresponding to maximum and minimum values of the 560

THz pump-probe signal. The horizontal axis is the excitation frequency obtained

by Fourier transformation with respect to t1, whereas the vertical axis represents

the detection frequency obtained by spectrally resolving the signal. The dynamical

evolution of the system can be followed by taking 2D spectra as a function of t2. All

data presented here are for t2 times great enough to avoid effects of pulse overlap.

There are three distinct peaks present in the 2D spectra located at approximately

ν3 = 605 THz, ν3 = 560 THz, and ν3 = 520 THz. For the central peak, initial

excitation at the peak in the absorption (566 THz) leads to detection at 560 THz,

which is a point part way between the absorption maximum and the first peak in the

emission spectrum. This central peak has contributions from both GSB and Stokes-

shifted ESE, leading to a slight shift of the peak below the diagonal. Theory and

model calculations to describe the effect of vibrations and relaxation on 2D electronic

spectra have been previously reported [14, 30], although experiments have looked

at systems where dephasing obscures closely spaced vibronic cross peaks [8, 28]. In

PERY, the large separation between the 0−→ 0 and 0−→ 1 transitions of the vibronic

progression of the 1410 cm−1 mode (see Figure 3.16(a)), combined with the broad

bandwidth of the continuum probe, permits the observation of vibronic cross peaks
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Figure 3.17: Pump-probe data for PERY in DMSO. (a) Frequency-resolved pump-
probe data for PERY in DMSO. (b) Slices from the pump-probe data at
detection frequencies of 560 Thz and 518 THz, clearly showing the 240
fs oscillations.
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Figure 3.18: Absorptive 2D spectra of PERY in DMSO for four different waiting
times, t2.

in the 2D spectra of Figure 3.18(a). The lowest-frequency cross peak is a result of

emission into the first excited vibrational ground electronic state, while the highest-

frequency cross peak arises from the common ground state between the 0−→ 0 and

0−→ 1 transitions.

While subtle, a modulation in the ellipticity of the peaks is evident, as shown

in Figure 3.19, where we plot the ratio of diagonal to antidiagonal FWHM of the

peaks as a function of t2. All three peaks exhibit ellipticity oscillations with the

expected 240 fs period in accordance with coupling to the 139 cm−1 intramolecular

mode. While 2D spectroscopy in the pump-probe geometry does not provide true

dispersive spectra [14], we also observed an oscillation of the angle of the nodal line

in the central peak in the imaginary 2D spectrum with the same ∼ 240 fs period as

shown in Figure 3.19. These results are consistent with those obtained by Nemeth et

al., who observed strong modulation of the central peak in the absorptive spectrum

and oscillations in the nodal line angle in the dispersive spectrum in a one-color 2D

experiment [28]. They interpreted the modulation as arising from periodic changes in
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Figure 3.19: Ratio of diagonal to antidiagonal widths for the central peak (solid blue),
lower peak (dashed red), and upper peak (dotted green), showing mod-
ulation with a ∼ 240 fs period. The nodal line in the dispersive spectra
shows a similar oscillation (dashed-dotted purple).

the relative amplitude of rephasing and non-rephasing signal components caused by

the coherent motion of the molecules vibrational degrees of freedom. A similar plot

(not shown) of the peak amplitude as a function of t2 exhibits 240 fs oscillations in

the central peak, whereas the amplitude oscillations in the other peaks are difficult

to discern.

The reduced time resolution arising from chirp on the continuum probe pulse

presents some complications to the interpretation of the 2D spectra. As can be seen

in the pump-probe data, the chirp results in a delay t2 that is different for each probe

frequency ν3. As determined by the frequency-integrated cross-correlation measure-

ment, the variation in t2 values within each 2D spectrum is ∼ 200 fs. This leads to

distortions in our 2D spectra that we expect will affect both the lineshapes and the

degree of vibronic modulation observed as a function of t2. Future work will take

into account the chirp of the probe pulse in modelling the 2D spectra and develop a

correction algorithm to remove chirp-induced distortions. We note that vibrational
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wavepacket motion is frequently observed in electronic spectroscopy studies of chro-

mophores [31]. The effect on 2D spectra must be taken into account for correct

interpretation of lineshapes and dynamical processes.

3.8 Comparison of methods

The two implementations of the 2DES experiment in our lab complement each

other in that each setup is strong in the aspects that are weak in the other. Between

the two implementations, we have the capability to isolate most desired signals, to get

faster data, or to reduce scatter as needed for the particular application. Depending

on the sample to be studied and the specific requirements of the experiment, one 2DES

implementation may be advantageous over the other. By maintaining both setups,

we have wider capabilities. The salient differences between these two approaches are

summarized in Table 3.1.

One of the chief advantages of the diffractive optic implementation is that the

detected signal is background-free as a consequence of the non-collinear beam ge-

ometry. That and the fact that we heterodyne the signal pulse with a time-delayed

local oscillator of controllable intensity, rather than the probe pulse, allows for easier

isolation of weak signals apart from the strong excitation pulses. This makes the

DO implementation ideal for samples of low optical density or weak interaction at

the probe bandwidth, for instance. This sensitivity also means that a 2D spectrum

with high SNR can be obtained in a single, continuous scan of the wedge motors,

without averaging. This accelerates data collection immensely, as a 2D spectrum can

be obtained in ∼ 5-10 seconds, much faster than the ∼ 10 minute acquisition time of

the pulse-shaper implementation, which is hindered by the need to average over many

laser shots and overhead associated with loading new waveforms into the pulse-shaper

and periodically saving data from the CCD buffer.

Another point on which the two methods differ is that of the Feynman pathways
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collected. In the pump-probe geometry, the recovery of an absorptive spectrum is

simple, since the rephasing and non-rephasing signals are collected collinearly and

concurrently - the real part of the 2D spectrum automatically gives the absorptive

component, removing the need for a separate scan. In the diffractive optic implemen-

tation, these two signals must be collected separately and then added together, the

process of which can introduce distortions due to phase or timing errors. Timing of

the t1 delay is far simpler, since this is controlled directly by the pulse shaper and

requires no additional calibration step. On the other hand, if one wishes to measure

only the rephasing or non-rephasing pathway, it is much more direct in the DO im-

plementation, since an additional scan is required to separate these contributions in

the pump-probe geometry [19].

The two implementations differ in their handling of noise due to scatter. While

the diffractive optic implementation relies on phase-matching and spatial filtering

to remove the majority of scatter, chopping schemes must be implemented in some

cases [8]. The pulse-shaper setup allows little spatial filtering, but the significant

noise contributions can be removed through a simple scheme of chopping and phase

cycling, as described above. A high optical density is often desirable in samples for

the increase in SNR it provides. In the fully non-collinear case, however, it has been

shown that OD values over roughly 0.3 can cause significant lineshape distortions in

the 2D spectra [32]. When samples of high optical density are available, the pump-

probe geometry is far less susceptible to lineshape distortions caused by absorption,

allowing for sample OD up to 1.2 [33].

Some researchers will also wish to have control of the polarization of the excitation

pulses for the purposes of separating signals due to various dipolar combinations [34].

The diffractive optic implementation allows for arbitrary control of the polarization of

each beam with the use of waveplates. With most pulse-shapers, only the polarization

between the two beam pairs can be unambiguously controlled with reference to each
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Pulse-shaper Approach Diffractive-optics Approach
t1 = 0 known precisely requires accurate measure of t1 = 0

rephasing and non-rephasing rephasing and non-rephasing signals
signals collected simultaneously emitted in different directions and are

collected separately
automatic phasing of 2D spectra phasing requires additional

pump-probe data collection
excellent phase stability good phase stability
not background-free background-free detection

slower collection due to rapid collection time
averaging and pulse-shaper
waveform loading time

Table 3.1: A comparison of two implementations of 2DES

other, limiting the number of polarization schemes that can be readily implemented.

In short, both of these 2DES implementations have their merits and difficulties.

Researchers would be urged to consider their experimental goals and weight the ben-

efits of one method against the other on the basis of the specific study. It may often

be the case that one’s research goals would best be served by using both implemen-

tations. In our lab, we have the capability to perform both experiments.
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CHAPTER IV

Photosystem II Studies

In this chapter, I detail my methods of obtaining and analyzing data on the

D1D2-cyt.b559 reaction center of plant Photosystem II. The chapter begins with an

overview of how 2D and transient absorption data were obtained on these samples. In

addition to merely stating what was done, this chapter will include some caveats for

the physicist in dealing with biological samples that are susceptible to photodamage.

The next section will present the data taken and will follow with various methods of

post-processing and kinetic analysis. I will then discuss our observed kinetics in the

context of previous spectroscopic investigations, summarizing our current thinking

about the pathways and time scales of energy and charge transfer in the RC.

As discussed in Chapter , the reaction center Qy band contains absorption bands

for all chlorophyll and pheophytin molecules within the reaction center. The room

temperature spectrum is shown in Figure 1.3. It is apparent that the linear absorption

spectrum offers little hope for resolving the underlying subpopulations. It is well

known that in the Qy region spectral lineshapes narrow as temperature decreases,

due to a reduction in dynamic inhomogeneities [1]. At 77 K, the linear absorption

spectrum becomes only slightly better resolved. At this temperature, the blue side

of the spectrum exhibits a shoulder and the substructure begins to be resolvable, as

seen in Figure 1.6. In order to better resolve the transitions and to improve sample
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stability, we obtained our 2D data on the reaction centers at 77 K.

4.1 Experimental Methods

Reaction center samples were extracted from commercial spinach using the pro-

tocol described in Appendix C. To increase the optical density of the sample to a

value appropriate for 2DES, the samples were reconcentrated in a low salt buffer us-

ing a centrifuge filter (Millipore Amicon Ultra) composed of a regenerated cellulose

membrane with a pore size of 10 kDa. This also allowed for reduction of the salt

content in the sample buffer. After the reconcentration, samples were mixed with

glycerol in a ratio of 2:1 glycerol to buffer. The glycerol is a popular cryoprotectant

for low-temperature studies, as it mixes well with aqueous solutions and facilitates

the production of an optically translucent glass instead of a crystalline solid at low

temperatures.

Samples were loaded with a pipette into a custom sample cell (see Appendix D).

Before loading the sample, the cryostat windows were treated with a solution of Rain-

X (chemically known as hexamethyldisilazane). This surface protectant causes the

windows of the cell to become hydrophobic, thus reducing adhesion to the solvent.

This becomes important at low temperatures: in untreated samples, the adhesive force

exerts sufficient shear on the glass-state sample to fracture it into sub-millimeter size

domains [2], making it very difficult to focus the laser beams in without extensive

scatter and loss of signal. This effect is shown in Figure 4.1. With the surface

treatment, only minor cracking occurs, and the domains of clear glass are quite large.

The sealed sample cell contains 30-40 µL of sample solution at a path length

of 350 µm and an optical density of 0.5 at the absorption maximum of 675 nm.

While previous studies have shown that optical densities of this magnitude can cause

distortion in 2D lineshapes under certain conditions in a boxcar geometry [3], recent

studies have shown that in the pump-probe geometry, optical densities of up to 1.2
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10 mm

Figure 4.1: A sample of PSII in a sample cell with untreated windows. The fractura-
tion occurs rapidly below the glass transition temperature, making data
acquisition at 77K impossible.

can be used without introducing significant distortion to the measured lineshapes [4].

The sample cell was secured in a cryostat (Oxford Instruments Microstat N),

and a two-stage rotor pump (Varian DS102) was used to evacuate the cryostat. A

flexible bellows was used in the vacuum line to discourage coupling of the pump

vibrations into the cryostat. It is important to maintain a low pressure inside the

cryostat throughout the experiment. The thermal conductivity through a diffuse gas

is dependent on the pressure, temperature gradient, and path length: for the small

volume of our cryostat and the large temperature gradient at 77 K, a low pressure is

essential for thermal isolation of the sample. Improper thermal isolation can lead to

such problems as condensation of water vapor on the windows, difficulty stabilizing

the sample temperature, or temperature gradients within the cryostat which can

lead to improper measurements of temperature at the sample. It is recommended to

maintain a sample pressure of < 10−3 mbar. Dry compressed air was flowed at a low
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rate over the front face of the cryostat to discourage the formation of condensation

on the external window.

About 10 minutes following evacuation of the chamber, liquid nitrogen (LN) flow

was initiated. A low-flow oil-free diaphragm pump pulls LN from the reservoir through

an insulated transfer line to a coil around the sample cell. A regulator measures and

controls the flow and expels the gaseous nitrogen exhaust. Temperature is monitored

with a digital temperature controller connected to a sensor inside the cryostat. A

heating element controlled by this device can be used to heat the sample manually

or automatically (with a PID system). The temperature can be stabilized anywhere

from 77 - 295 K to within an accuracy of roughly 0.5 K through a combination of

heating and LN flow regulation. The heating element can also be used to raise the

sample above room temperature if desired, though this was not done in any of the

experiments presented here. A diagram of the cryostat system is shown in Figure 4.2.

For experiments on the Qy transition, the NOPAs were both tuned to a center

wavelength of 680 nm. The bandwidth varied somewhat from day to day based on the

precise tuning of the NOPAs, but values of 40-60 nm were typical for both beams. The

spectra of both NOPA beams were tuned to completely cover the Qy band, and the

2D spectra indicate that the signal amplitude was fully contained within the FWHM

of both beams. Pump and probe spectra are shown in Figure 4.3. To minimize

sample bleach, the probe pulse was attenuated with a variable neutral density filter

to an energy of 10 nJ, and the pump pulse was amplitude-shaped by the Dazzler to

achieve an energy of 10 nJ per pump pulse. Pulse energies were measured with a

Joulemeter (CVI Melles Griot 13SAM001) connected to a digital oscilloscope. Spot

sizes were measured by moving a razor blade across the x or y axis of the beam with

a micrometer stage and measuring the transmitted intensity with a fast photodiode.

Spot sizes for the pump were 530 µm by 440 µm. The probe size was 300 µm by 190

µm at the focus.
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Figure 4.2: Diagram of the complete cryostat system, including the attached pumps,
flow controller, temperature controller, liquid nitrogen canister, and trans-
fer tube. Blue arrows indicate the flow of liquid and gaseous nitrogen.
The orange arrow indicates the flow of gas from the chamber evacuation.
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Bleach Calculation

In most ultrafast optical experiments, it is important to be aware of the sample

bleach. In normal cases, a strong bleach can significantly reduce the signal amplitude

by reducing the number of chromophores available for excitation from one shot to the

next or across a series of measurements. Varying signal amplitude that is not due

to real kinetic effects can cause misinterpretation of results if not corrected. In the

RC samples, there is an additional concern: a single pulse which multiply excites the

same RC can cause complications in the measurement due to exciton annihilation

[5, 6]. The higher the bleach, the more likely these events become, and the greater

an effect it has on the data.

The sample bleach is defined as the number of photons (Nph) absorbed per reaction

center in the focal volume (NRC):

B =
Nph

NRC

(4.1)

Nph is the ratio of the absorbed pulse energy (Eabs) and average photon energy (Eph).

Nph =
Eabs

Eph

(4.2)

For a given optical density (OD), pulse energy (Epulse), and center wavelength (λ0),

these energies are calculated, respectively, as:

Eabs = Epulse(1− 10−OD) (4.3)

Eph =
hc

λ0

(4.4)

where h is Planck’s constant and c is the speed of light.

To find the number of reaction centers in the sample volume, we first need to find

the sample concentration (C). In the regime of low optical density, the OD varies
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linearly with concentration and path length.

OD = ϵ · l · C (4.5)

where ϵ is the molar extinction coefficient and l is the path length, or thickness of the

sample cell in our case. For a measured OD and known path length, we rearrange

the terms:

C =
OD

ϵ · l
(4.6)

The focal volume (Vf ) is based on the spot size and sample thickness. For an elliptical

beam of semimajor axis x and semiminor axis y,

Vf = x · y · π · l (4.7)

The final value for NRC is

NRC = NA · C · Vf (4.8)

where NA is Avogadro’s number. The final bleach is obtained by plugging the results

of Equations 4.2 and 4.8 into Equation 4.1. It is given as a decimal and often expressed

in the literature as a percent. For very high fluencies, it is possible to have a bleach

B > 1, which means that each pulse will multiply excite a fraction of the reaction

centers within the focal volume.

For our data, the bleach was calculated to be roughly 3±2 %, low enough to avoid

significant complications to the data from exciton annihilation [5].
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4.2 Details of Data Acquisition

To elucidate kinetics on time scales spanning several orders of magnitude, spectra

were sampled at t2 values at a quasi-logarithmic spacing, from 0 - 150 ps. The coher-

ence time, t1 was scanned from 0 - 450 fs in 1 fs steps for each 2D spectrum, and the

Dazzler pulse sequence was phase locked at 1500 nm to allow undersampling via the

rotating wave approximation. To remove scatter, a phase-cycling scheme utilized four

distinct phase values [7], and the probe was chopped at a frequency of 250 Hz. Under

these conditions, sixteen shots were combined to produce a single measurement of the

signal without scatter. The duty cycle was 0.5 due to the chopping. Approximately

50 complete sets of spectra were taken for each t1 delay. This level of averaging allows

for a very high signal to noise ratio. The total time to obtain a 2D spectrum for a

single t2 delay under this scheme was roughly 12.5 minutes. The data taken for a

given experiment, consisting of several t2 values (usually 30-65 values) on a single

sample were obtained over the course of some 20-30 hours.

In order to minimize signal degradation due to sample bleach or photodamage, the

cryostat was translated to select a new sample volume after every t2 value. Analysis

of the optical density of the sample over the course of a 2D spectrum did not show any

significant persistent bleaching over the course of a single scan. This was confirmed

by the fact that linear spectra taken after the completion of the experiment showed

virtually no difference when compared to those taken before the experiment. Fresh

samples were used for each experiment, and the experiments were repeated at least

three times to ensure reproducibility.

4.3 Data Treatment

Following processing of the data as discussed in Chapter 2.7, an additional treat-

ment of the full data set was performed to ensure the most accurate analysis.
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To adjust for variance in amplitude due to long-term laser amplitude drift and

factors involved in selecting different focal volumes, such as variable scattering con-

ditions or micron-scale differences in sample position upon translation in the focal

plane, we invoke the projection-slice theorem [8]. This required recording transient

absorption measurements over the full range of t2 values included in our 2D spec-

tra. The 2D spectra were each integrated over the excitation axis ν1 and compared

to the spectrally-resolved TA spectrum at the corresponding t2 delay. The ratio of

peak amplitudes at each t2 value were recorded and then used to scale the 2D data,

so that each 2D spectrum was adjusted by a single multiplicative factor. This type

of treatment therefore should not affect the relative amplitude of features within a

given spectrum and reduces amplitude fluctuations that complicate extraction of the

kinetics.

In our experiment, the local oscillator pulse passes through the sample, so its

spectrum is modified by the sample absorption. In heterodyne measurements, the

local oscillator field modulates the signal field, as shown in Equation 3.3. For samples

of high optical density, it is therefore necessary to correct the spectra by deconvolving

|Elo(ω)| from the detected signal. To do this, the local oscillator spectrum was mea-

sured by averaging over many measured linear spectra for large values of t1, for which

the desired signal is shown to be no longer present due to dephasing effects during

the coherence time. To obtain |Elo(ω)|, the square root the intensity spectrum was

taken. The 3D spectral matrix was then divided by this field along the ν3 direction.

The qualitative effect of this was to shift several of the spectral features closer to

the diagonal, as was expected, and to reduce an observed amplitude bias which had

favored the red part of the spectrum. A comparison of corrected and uncorrected

spectra at t2 = 28 fs is shown in Figure 4.4.
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Figure 4.4: A comparison of uncorrected (a) and corrected (b) 2D spectra for the RC
at 77 K.
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4.4 2D Spectral Features of the PSII RC [9]

Figure 4.5 shows the crystal structure of the PSII RC and a 2DES absorptive

spectrum at t2 = 28 fs, with the exciton energies of the Novoderezhkin model [10]

superimposed as a grid. The participation of the different pigments in the various

exciton states is indicated by the colored squares. At t2 = 28 fs contributions due to

pulse overlap effects are largely complete and a strong cross-peak (CP # 1) below the

diagonal is evident. A smaller cross-peak located symmetrically across the diagonal

is also present (CP # 2). Diagonal features represent the direct excitation of excitons

but may overlap with features of coupling or energy transfer between excitons of

similar excitation energy. We note that the close spacing of the exciton levels makes

it impossible to unambiguously assign excitonic coupling to all exciton pairs.

Observations

CP # 1, located below the diagonal at all measured t2 values, is a broad cross-peak

that represents rapid downhill energy transfer between the higher energy excitons to

excitons 1 and 2. CP # 2 is a weaker cross-peak located across the diagonal from CP

# 1 and is observed even at shorter times, indicating coupling between excitons 1 and

2 and excitons 6, 7 and 8. We note that the close spacing of the exciton levels makes it

impossible to unambiguously assign excitonic coupling to all three exciton pairs and

that the diagonal feature obscures possible excitonic coupling between excitons 3, 4,

and 5 to 1 and 2. Figures 4.6 and 4.7 show spectra at t2 = 215 fs, 603 fs, 1.5 ps and 100

ps with the spectra normalized to the maximum of the t2 = 28 fs spectrum. By t2 =

215 fs CP # 1 has grown substantially in magnitude. The t2 = 603 fs spectrum looks

similar with slightly broadened features and an overall decrease in amplitude. At t2 =

1.5 ps the diagonal feature has shortened further as the highest energy exciton states

transfer their energy downhill in energy, strengthening the relative amplitude of CP

# 1 compared to the diagonal. By t2 = 100 ps the spectra show mainly an elongated
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Figure 4.5: A 2DES spectrum of the D1D2-cyt.b559 reaction center at 77 K demon-
strating the spectral features at t2 = 32 fs. The exciton lines from the
model of Novoderezhkin et al. are overlaid as a grid, and constituent
chromophores of these excitons are shown above.
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feature parallel to the excitation axis, indicating that most population resides in the

low-energy exciton states 1 and 2. The data do not change significantly between 100

ps and our longest recorded delay of t2 = 150 ps.

4.5 Kinetic Analysis

To date, the analysis of 2DES spectra has generally consisted of making compar-

isons between experimental and simulated 2DES spectra data based on modelling

of the material response function. Other spectroscopic techniques attempt to eluci-

date the system dynamics through a rigorous mathematical treatment of the data,

retrieving lifetime data through fits and clarifying the processes through a spectral

dependence. In transient absorption spectroscopy, global-fitting analysis has been

shown to be beneficial for extracting kinetics and revealing the spectral features dis-

playing characteristic exponential decays via “decay associated spectra” [11]. It is our

desire to provide a similar technique for systematic analysis of the dynamics inherent

in experimental 2DES spectra which can be analyzed independently or in conjunction

with modelling.

Fitting Dynamics of Biological Systems

Data on dynamical chemical and biological systems will often feature decay traces

composed of a number of overlapping pathways, each with a different intrinsic rate

constant. Functionally, each of these will contribute an exponential term Aie
−t/τi ,

where Ai is the amplitude and τi the lifetime of the ith decay component. In some

cases, growth terms are also included: these have a similar functional form Aie
t/τi ,

the only mathematical difference being the sign of the exponent. For growth terms,

the time τi can usually be interpreted as a transfer time from another state. A one-

dimensional trace containing only exponential growth and decay terms will have the
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Figure 4.6: 2D Data on the D1D2-cyt.b559 reaction center at 77 K at t2 = 215 fs
(top) and t2 = 603 fs (bottom)
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Figure 4.7: 2D Data on the D1D2-cyt.b559 reaction center at 77 K at t2 = 1.5 ps
(top) and t2 = 100 ps (bottom)
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form

A(t) =
N∑
i

Aie
−t/τi +

N∑
j

Aj(1− e−t/τj) (4.9)

where i sums over the decay terms and j over the growth terms for N different states.

For many experiments, such as fluorescence lifetime studies and transient absorption,

the trace A(t) is the experimentally measured time series data. By fitting this data

to a sum of exponentials, the researcher hopes to extract the amplitude and lifetime

parameters. This is seldom a trivial matter.

The problem of multiexponential fitting is inherently nonlinear except in cases

where the lifetimes are already well-known. The parameter phase space that fitting

algorithms must explore is vast for even a biexponential curve and grows extremely

complex as more terms are added. The most easily fit multiexponentials are those

on which the lifetimes are all separated by an order of magnitude or more. When

two lifetimes are close in value, the resulting fits may have difficulty distinguishing

the two states and will often confuse them for a single lifetime of intermediate value.

This can also happen for well-separated lifetimes if the sampling rate is insufficient

to properly resolve them. The presence of noise in the data further complicates the

problem.

Multicomponent Fitting Techniques

A common solution to recovering the lifetimes from a sum of exponentials is

the application of the Levenberg-Marquardt algorithm for nonlinear least squares

fitting [12]. In 1986, James and Ware published a method called the “exponential

series method” (ESM) for analysis of single photon fluorescence decay data [13].

This method involves fitting the data to a series of many (∼ 15-200) exponential

terms with logarithmically spaced lifetimes. Because the lifetimes are held fixed and

only the amplitudes are used as fit parameters, this becomes a linear problem. This

particular method has been used by the Holzwarth group on narrowband transient
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absorption data [14], as well as in spectrally resolved data [15] in which “lifetime

distribution maps” display a map of fitted lifetime distributions as a function of

probe frequency. However, this method has failed to gain general use in the ultrafast

spectroscopy community, perhaps due to the difficulty in properly constraining the

parameter search to avoid non-physical solutions. Interestingly, Satzger and Zinth

have used a similar method not to extract lifetimes but rather in an effort to provide

a more intuitive visualization of raw TA data for the purpose of determining the

number of well-separated lifetime components before performing any sort of fitting

[16].

The method of singular value decomposition (SVD) is often used to recover the

components in spectrally-resolved decay data. While this is indeed a powerful method,

it is not ideal for study of the RC. In SVD, a matrix of data in time vs. frequency

is diagonalized to yield eigenvalues, which provide the decay rates, and eigenvectors,

which give the associated spectral features. It must be stressed that SVD does not

recover actual spectral components but rather obtains linear combinations of these.

For a system with congested spectral features, such as the RC, the eigenspectra will

be sums and differences of the similar spectral components, the latter of which can

easily be mistaken for noise and discarded due to its relatively low amplitude [17].

In transient absorption spectroscopy, global-fitting analysis has been shown to be

beneficial for extracting kinetics and revealing the spectral features displaying charac-

teristic exponential decays via “decay associated spectra” (DAS) [11]. Here we apply

a similar analysis to 2D electronic spectra, producing analogous 2D decay associated

spectra (2D DAS) to reveal the excitation and detection frequency dependence of

energy and charge transfer processes in the PSII RC. A key difference between our

approach and global analysis is that we used unconstrained time constants and each

frequency-frequency trajectory in the 2D spectrum was fit independently to high-

light the heterogeneous dynamics revealed by the excitation dependent information
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in 2DES data. We note that our method is similar in spirit to the lifetime distribution

approach used by Holzwarth et al. [15].

2D DAS: Fitting and Displaying Frequency-Frequency Correlated Lifetime

Distributions from 2DES Data

We fit each excitation/detection frequency point in our 2D spectra to a sum of

four exponential decay processes. Our choice of four exponentials is consistent with

previous transient absorption studies at 77 K [18], as well as analysis of the residuals

of fits to our data using fewer or more than four exponentials.

For a three-dimensional time series of absorptive 2D spectra S(ν1, ν3, t2), a given

frequency point provides the total amplitude at a time t2 corresponding to the physical

processes that give rise to detection at frequency ν3, having excited the system at

frequency ν1. This gives us an extra dimension of frequency selection over other

spectroscopic methods which allows for a better isolation of energy and charge transfer

as well as other dynamical processes.

Each one-dimensional trace is analyzed independently in order to prevent the

introduction of any bias due from the fitting of neighboring frequency coordinates.

Therefore, agreement between nearby points and smoothness of spectral features is a

gauge of the quality of the 2D DAS rather than an imposed condition.

The kinetic trace A(t2) is fit by minimizing the least-squares variance

N∑
i=1

(A (ti)− f (ti))
2 (4.10)

where f(ti) is the retrieved multiexponential fit function at the ith population time

value. For the sum of four exponentials used in these fits, the fit function is

f(ti) =
4∑

k=1

Ake
−ti/τk (4.11)
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where the index k iterates over the exponential terms. The minimization was per-

formed with an iterative, non-derivative based search algorithm in Matlab. To min-

imize the chance of settling into a local minimum in parameter space, each fit was

performed 20 times with randomized start values for the τk distributed across four

orders of magnitude. The Ak are all initialized to the same value to avoid biasing the

amplitudes. The function minimum (Equation 4.10) is evaluated for each of the 20

fits following termination of the search algorithm, and the parameters corresponding

to the lowest overall function value are recorded for use in the 2D DAS.

For cases where growth occurs, the retrieved amplitude Ak will be negative for

that component. The fact that we use the functional form Ake
−ti/τk instead of the

form Ak(1− e−ti/τk) used above to define exponential growth results in a DC offset of

Ak to the rest of the function, the amplitude of which is absorbed in the amplitude of

the longest-lived component. This functional form was chosen because of the inability

to retrieve reliable fits in the latter case and has no effect on the kinetics of the first

three components.

The R2 value is calculated for the final fit at each frequency-frequency coordinate,

as shown in Figure 4.8. When constructing the 2D decay associated spectra, points

that did not pass a sufficient criterion for goodness of fit are rejected. For the 2D

DAS shown below, the threshold was R2 ≥ 0.9, though fits to much of the data

were considerably better than this. First, lifetimes are sorted and associated into

separate 2D DAS with a clustering method: Amplitude-weighted distributions of

the lifetime constants are plotted for all points in the spectrum and used to define

components for the DAS, such that each component has a well separated distribution

which approaches zero at the endpoints. The lifetimes and associated amplitudes

for each component are plotted separately in the frequency-frequency domain. For

well-behaved 2D DAS, the rates and amplitudes should be smoothly varying and

continuous within a given spectral component, and different subpopulations may show
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Figure 4.8: R2 values for the fits of the RC data to four exponentials.

sharp boundaries. This provides an easy and intuitive visualization of the different

decay compartments and aids the spectroscopist in identifying subpopulations with

distinct kinetics from neighboring components.

4.6 Data Kinetics: 2D DAS of D1D2 data

In order to obtain more detailed information on the kinetics of the samples, the

data have been fit using the 2D DAS method, described above. Figures 4.9 - 4.12

show the 2D DAS components for the D1D2-cyt.b559 complexes at 77 K. The figures

are plotted with axes spaced evenly in wavelength to facilitate comparison with other

studies, which are usually evaluated on a wavelength axis. 2D DAS analysis was

repeated on three or more sets of data taken on different days with fresh samples and

yielded similar results.
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Component I

The fastest 2D DAS component (I) reveals rapid growth of CP # 1, indicating fast

downhill energy transfer. Excitons 8-6 transfer their energy to excitons 1 and 2 within

<∼ 100 fs. Exciton 9 transfers energy to excitons 1 and 2 on a slower time scale,

within ∼ 200 fs. Energy transfer processes from excitons 3, 4 and 5 to excitons 1 and

2 are difficult to discern due to the overlapping diagonal feature in this region. Future

polarization-dependent 2DES experiments [19] will suppress the diagonal feature to

help reveal these dynamics. The elongated positive diagonal feature in component

I indicates an overall decay of the population throughout the Qy band as energy is

redistributed. The negative diagonal feature at 690 nm can be attributed to pulse

overlap effects that produce negative features that reduce the diagonal amplitude in

this region. This interpretation is consistent with the retrieved sub 50 fs lifetime

associated with this feature.

Component II

2D DAS component II corresponds to decays on the ∼ 1-3 ps time scale. The

largest amplitude associated with component II is concentrated along the diagonal

in the region of excitons 1-3 with little contribution from the highest energy exciton

states. The diagonal elongation indicates that the peak frequency red-shifts with

increasing excitation wavelength. In this region the decay times are ∼ 2 ps but

gradually shorten to ∼1 ps at higher wavelengths along the diagonal. We note a

distinct longer-lived cross-peak of ∼ 3 ps in the lifetime distribution is centered at ∼

680 nm that likely results from population transfer from excitons 4-7.

Component III

2D DAS component III corresponds to decays on the ∼ 10-60 ps time scale.

The amplitude map for this component shows several distinct spectral features with
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Figure 4.9: 2D DAS Component I showing kinetic processes for t2 < 400 fs. Top:
Amplitude, Middle: Lifetime map, Bottom: Histogram
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different associated lifetimes. Along the diagonal, excitons 6, 7 and 8 appear to decay

with a lifetime of ∼ 6-8 ps. A cross-peak indicating energy transfer from exciton 8

to excitons 1 and 2 decays within a similar lifetime. A longer-lived component along

the diagonal near excitons 1 and 2 has a lifetime of ∼ 40-60 ps.

Component IV

Finally, 2D DAS component IV corresponds roughly to the charge separated state,

showing that most of the population resides in excitons 1 and 2. The amplitude of

this component was fit with a fixed exponential time constant of 2 ns. We found that

the overall 2D DAS spectra were insensitive to the value of the radical pair decay

when this time constant was larger than 2 ns.

Discussion

The D1D2-cyt.b559 reaction center operates under a series of dynamical processes,

primarily excitation energy transfer (EET) between excitons and charge separation

(CS). Energy transfer is generally downhill, funnelling excitations from a higher en-

ergy set of excitons to the lower energy states which are involved in primary charge

separation.

The kinetics reported in the many spectroscopic studies of the RC were summa-

rized in Tables 1.2 and 1.3. Here some of the most relevant studies for comparison

with our work are briefly described.

Rapid, sub-ps energy equilibration between “blue” and “red” states [18, 20, 21, 22,

23, 24, 25, 26] has been reported by several groups. Other studies [27] have attributed

sub-ps processes to phonon relaxation or have failed to observe a sub-ps component

at all [28]. Many transient absorption, hole-burning, and time-resolved fluorescence

experiments have reported EET occurring in the tens of ps at low temperatures

[18, 27, 29, 30, 31, 32, 33, 22] and near room temperature [34, 35, 36, 15, 37, 28, 38,
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24, 39, 40, 41]. When observed upon excitation on the blue side of the spectrum, this

component is often assigned to slow energy transfer from the peripheral chlorophylls

(Chlz) to the red-absorbing excitons. At excitations near 680 nm, this is sometimes

posited as charge separation following rate-limited transfer from a degenerate “trap”

state or a secondary charge transfer process.

While some earlier studies reported primary charge separation near 20 ps [24, 42,

43, 44, 5], many of the most recent studies have assigned primary CS to a faster

component, between 1-3 ps [20, 21, 22, 30, 27, 15, 40, 41]. Several studies have also

focused on identifying the specific chromophores involved in charge transfer. Recent

work points to the assignment of ChlD1 as the primary electron donor and the primary

electron acceptor as PheoD1 [26, 45, 15, 46, 47, 48]. Romero et. al. [22] and Diner et

al. [49] posit the existence of two CS pathways as opposed to a single CS pathway as

described in Figure 1.5.

In our first 2D DAS component (I), we observe rapid growth of CP # 1, indicating

fast downhill energy transfer. Excitons 8-6 transfer their energy to excitons 1 and 2

within <∼ 100 fs. Exciton 9 transfers energy to excitons 1 and 2 on a slower time

scale, within ∼ 200 fs. This exciton involves PD1 and PD2, and its transfer to exciton

1 is consistent with the rapid formation of the P−
D1P

+
D2 charge transfer state posited

by Novoderezhkin et. al. to be accessed via sub 400 fs energy transfer [10]. A strong

variation in lifetimes is observed across the Qy band, with the states at the blue edge

of the spectrum losing energy the most rapidly, consistent with the sub-400 fs feature

observed upon excitation of the blue edge of the spectrum in narrow-band transient

absorption experiments [18]. The lack of cross-peak growth below the diagonal reflects

the lack of uphill energy transfer at 77 K.

The excellent time resolution of our experiment and our ability to directly observe

cross-peaks in the data provide us with a clear view of sub-ps kinetics. We note that

our data helps resolve a discrepancy between two pulse photon echo (2PE) [26] and
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spectral hole-burning studies (SHB) [27]. In the 2PE experiments, a rapid < 100

fs decay between 680-684 nm was attributed to energy transfer. This assignment

was not supported by HB experiments that attributed the rapid decay to phonon

relaxation processes. The rapid growth of CP # 1 provides definitive support for the

energy equilibration idea, consistent with other work [18, 20, 21, 22, 23, 24, 25].

2D DAS component II corresponds to decays on the ∼ 1-3 ps time scale. Spectral

features in this time window in transient absorption and other studies have been at-

tributed to charge transfer. Of particular interest in this time window are the features

near 680 nm as a function of excitation wavelength that have been assigned to differ-

ent radical pair states [22, 15]. The largest amplitude associated with component II

is concentrated along the diagonal in the region of excitons 1-3 with little contribu-

tion from the highest energy exciton states. The diagonal elongation indicates that

the peak frequency red-shifts with increasing excitation wavelength, consistent with

transient absorption studies using narrowband excitation [18].

We note a distinct longer-lived cross-peak of ∼ 3 ps in the lifetime distribution

is centered at ∼ 680 nm that likely results from population transfer from excitons

4-7. Based on the exciton model pigment assignments, this feature may reflect slower

charge separation following energy transfer from the peripheral chlorophylls which

have been assigned absorptions near 670 nm.

A compartmental analysis will be necessary to test consistency of our data with

the two charge separation scheme proposed by Romero et al. However, the distinct

cross-peak feature in 2D DAS component II which shows a 3 ps decay may support

the assignment of a second charge separation pathway. Additional evidence for this

is presented in our preliminary studies on reduced samples, in which charge transfer

pathways involving the pheophytin molecules are blocked (Appendix V). In these

samples we observe the persistence of a slower ∼ 1 ps component that is consistent

with charge separation along the pathway that does not involve the pheophytin in
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the first CS step.

2D DAS component III corresponds to decays on the ∼ 10-60 ps time scale. The

amplitude map for this component shows several distinct spectral features with dif-

ferent associated lifetimes. Our observation of a 6-8 ps decay of excitons 6-9 along the

diagonal in 2D DAS component III is reasonably consistent with transient absorption

studies that showed a ∼ 14 ps component upon excitation at 670.5 nm and 672 nm

[18]. Given the exciton assignments this is consistent with slow energy transfer from

the Chlz pigments followed by rapid CS.

The other prominent feature in this component, a 40-60 ps feature along the diag-

onal near 680 nm, is reasonably consistent with proposed secondary charge transfer

processes from radical pair intermediates to the charge separated P+
D1Pheo

−
D1 state

[22, 26]. It is also consistent with slow charge separation from a trap state nearly

degenerate with excitons 1 and 2 and reported to have a similar lifetime in 77 K

transient absorption studies [22, 18, 30].

Finally, 2D DAS component IV corresponds roughly to the charge separated state.

This component was fit with a fixed exponential time constant of 2 ns. We found

that the overall 2D DAS spectra were insensitive to the value of the radical pair decay

when this time constant was larger than 2 ns. Since our maximum time delay was

150 ps we cannot comment on the presence of slower charge transfer processes on the

hundreds of picosecond time scale. The recent work of Romero et. al. [22] shows a

small blue shift on the hundreds of picoseconds to nanoseconds time scale, suggesting

that at longer times our radical pair spectrum will be blue shifted by roughly 1-2 nm,

bringing it in better agreement with the exciton model of Novoderezhkin et al.

We note that a recent two-color photon echo experiment on a bacterial reaction

center showed long-lasting electronic coherence [50]. We did not observe similar co-

herences in the PSII RC at 77 K and believe this may reflect the smaller excitonic

coupling and larger static disorder in the PSII RC. A more detailed discussion of this
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is included in Appendix A.

The most closely related work to our current 2DES study are the 77 K transient

absorption (TA) studies of van Grondelle that examine the dependence on the exci-

tation wavelength [18, 30, 22] and the 1.3 K two-pulse photon echo (2PE) experiment

by Prokhorenko et al. [26]. A previous accumulated photon echo experiment only

observed very long-time dynamics [51]. Our study agrees well with the transient ab-

sorption work and observations from the 2PE study. Our work provides improved

information about the excitation dependence of the kinetics with higher time resolu-

tion, enabling a clearer picture of the initial energy equilibration process.

An excitonic energy-transfer model, shown in Figure 4.13, displays the energy

transfer between the exciton levels of Novoderezhkin et al. as directly observed in

our 2D DAS measurements. A more complete model would include energy transfer

involving excitons 3, 4, and 5 as well, but the present studies were not able to un-

ambiguously resolve those kinetics due to the spectral congestion in that frequency

region. We note that while we depict energy transfer from the higher energy excitons

to excitons 1 and 2 in a single step, it is possible that intermediate transfers among

excitons 9-3 occur. The severe overlap between exciton levels and the rapid < 100 fs

equilibrium process obscures there kinetics in our experiment.

Future polarization-dependent studies will give us the ability to suppress diagonal

features and observe these cross-peaks directly.
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CHAPTER V

Conclusion and Future Work

In this thesis, I have endeavored to present a clear and concise picture of my

research here at the University of Michigan. To accomplish this, I have sometimes

taken the role of a spectroscopist, pushing the boundaries of current technique, and

at other times have acted as biophysicist, seeking to probe the intricacies of natural

photosynthesis. Both of these roles have been integral to my education and growth

as a scientist.

Technical Innovations

From a technical standpoint, we have contributed several innovations which have

advanced the current state of 2DES. The first two-color 2DES (2C2DES) measure-

ment was demonstrated for energy transfer in a system of dyes connected by a short

length of DNA [1]. The 2C2DES technique allows for the examination of energy

transfer across large frequency separations, such that the dynamics do not show up

near the diagonal of the 2D spectrum.

A significant contribution to the field has been the implementation of 2DES in

the pump-probe geometry [2]. The ability to precisely control the coherence time

(t1) with a pulse shaper and the relative phase between the first two pulses has re-

moved the challenges of timing uncertainty and phase stability inherent to many
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other implementations, including the fully non-collinear beam geometry. While these

challenges made 2DES all but inaccessible as a general-purpose spectroscopic tool to

many groups, our new implementation is comparatively easier to implement. Any-

one currently performing transient absorption experiments should be able to adapt

their setups to 2DES with the addition of a pulse-shaper. It is our hope that this

innovation will rapidly open 2DES as a tool to the larger spectroscopic community,

rather than just the handful of groups who have been involved in the development

of the technique. We have also demonstrated the ability to separate rephasing and

non-rephasing signals via phase-cycling, a process that is often used for observing

coherence dynamics [3]. In addition, we have developed phase-cycling and chopping

schemes for scatter reduction, a key technical advance for studying biological samples.

Finally, we have implemented the use of a continuum probe in 2DES measure-

ments. With this innovation, the direct and simultaneous observation of many differ-

ent states and processes is possible with 2DES. For systems like the RC with multiple

bands, some of which probe only a subset of chromophores, this type of detection

will be invaluable. Our demonstration of this experiment on the laser dye PERY [4]

allowed us not only to observe vibrational wavepacket motion on the central diagonal

peak but also to directly observe cross-peaks arising from the vibronic structure of

the dye, a feature that was unobserved in one-color 2DES experiments [5].

Regarding data treatment, we have developed a process for analyzing the rich

kinetic information in 2DES experiments. An unconstrained fitting method maps ob-

served time constants to the frequency-frequency space of the 2D spectrum to better

elucidate the spectroscopic origin of the different kinetic proceses. We call these maps

2D decay associated spectra, and while they share commonalities with other fitting

modalities, they represent the first method developed to specifically extract and dis-

play intuitive kinetic information from 2D spectra. Amplitude-weighted distributions

of time constants additionally provide a distribution of observed decay times.
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Biological Significance

From a biological standpoint, we have applied 2DES to study a very challenging

system: the D1D2-cyt.b559 reaction center complex, which is the heart of plant pho-

tosynthesis. This system has been extensively studied [6, 7, 8], but there is still no

definitive model to describe its energy and charge transfer dynamics and their rela-

tion to the RC structure. With 2DES we have produced detailed frequency-frequency

correlation maps of the Qy band with simultaneously high time and frequency resolu-

tion, providing a wealth of kinetic data that reflects the large degree of heterogeneity

in the energy and charge transfer processes in the RC.

Our kinetic analysis has elucidated the origin of sub-ps spectral dynamics, an

often disputed process [9, 10] which prior experiments have not had sufficient time

and/or frequency resolution to observe/interpret. Our ability to spectrally resolve

cross-peaks with 2DES has given us a great advantage in being able to understand

this process. Within the first 100 - 200 fs we observe the growth of energy transfer

cross-peaks indicating coupling between excitons at early times, providing insight into

the excitonic structure of the RC.

We have observed two distinct spectral features in our 2D decay associated spectra

with time constants of 1-2 ps and 3 ps, respectively, which, with the aid of previous

studies, we assign to primary charge separation. This seems to support a recent

transient absorption study in which the results motivated assignments of two primary

charge separation pathways [11].

We also detected another component with a time constant of ∼ 7 ps for excita-

tions at wavelengths shorter than 675 nm. This is roughly consistent with a 14 ps

component observed in transient absorption studies upon excitation at 670.5 nm and

672 nm which was assigned to excitation energy transfer between pigments at 670 nm

and 680 nm [12].

We observed a 40 - 60 ps component near the diagonal around 680 nm. This time
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constant may be related to a proposed secondary charge transfer process [11, 9]. It is

also consistent with slow charge separation from a trap state nearly degenerate with

the primary electron donor and reported in other 77 K TA studies [11, 12, 13]. The

precise timing of our long-lived component could not be measured accurately due to

the 150 ps maximum delay in our data but is spectrally consistent with a radical pair

state.

Future Work

The 2DES studies of the D1D2-cyt.b559 reaction center complex presented here

provide some answers to important questions but leave many more unanswered. We

have presented a kinetic analysis of our data, interpreting the different dynamics in

terms of an exciton model with the aid of many previous spectroscopic studies. Many

exciton models exist for the RC, and future work aims to use 2DES to distinguish

between these models. This will require simulating 2DES data starting from the ex-

citonic Hamiltonian and including coupling to the protein bath. These efforts are

currently underway. To provide the most rigorous test possible, an expanded 2DES

data set is needed that draws on the technical advances presented in this thesis.

Future 2DES studies will include the use of a continuum probe to monitor the pheo-

phytin Qx band, as well as the ion bands at 460 nm and 790-820 nm. Simultaneous

monitoring of these bands will further clarify the kinetic contributions relating to

charge separation and excitation energy transfer in regions where the spectrum is not

nearly so congested as the Qy band. A holistic treatment of the data will strengthen

our ability to assign the observed kinetic terms to specific excitons or chromophores.

While we presented some preliminary data on the PSII RCs reduced with sodium

dithionite prior to measurement, the continuum probe experiments will give direct

confirmation that our protocol has successfully reduced the majority of complexes in

the sample volume. Studies on reduced samples will allow us to remove the contri-
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butions to the data from primary charge separation and may also effect the observed

excitation energy transfer events in a way that will allow us to elucidate the role of

the pheophytin molecules in the various exciton states.

Additionally, polarization-dependent data will be taken to accentuate cross-peaks

in the data and measure transition dipole orientations [14]. 2DES experiments on

mutants may also aid in unravelling the overlapping spectral signatures of the PSII

RC.

The field of multidimensional spectroscopy continues to advance and new ex-

periments probing higher order correlations and new frequency regimes [15, 16, 17]

continue to be proposed. In combination with better-resolved crystal structures and

improved electronic structure calculations it is our hope to eventually understand the

structure function relationship of the D1D2-cyt.b559 reaction center complex.
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APPENDIX A

Preliminary Data on Reduced RC Samples

Sodium Dithionite Treatment

The spectral congestion of the Qy band of the reaction center particles makes

interpretation of the kinetics difficult even with the high resolution and increased

dimensionality inherent to 2DES experiments. In order to help separate the contri-

butions to the kinetics from charge separation and other processes such as excitation

energy transfer, data were taken on regular samples and samples in which charge

separation was prevented by treatment with the chemical sodium dithionite.

In the dark, sodium dithionite is known to reduce the cytochrome b-559 of the

RC. Under actinic light, charge separation occurs, and the D1 pheophytin becomes

trapped in its anionic state, while the electron donor (P680+) is reduced back to its

neutral state either directly by the dithionite or indirectly, via dithionite-mediated

action by the cytochrome or the D1 tyrosine 161 (YZ) [1]. The charge state of

the pheophytin can be measured in the linear spectrum by observing a bleach in

the pheophytin Qx band near 544-545 nm. Pre-reduction of the active pheophytin

prevents charge separation from occurring following the photoexcitation of P680, thus

removing one or more decay pathways from the spectrally degenerate kinetics near
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680 nm. This technique has been frequently utilized in several previous spectroscopic

studies on this sample [2, 3, 4, 5, 6, 7, 8].

Our protocol for the dithionite treatment is adapted from that of Jankowiak, et.al.

[9]. An atmosphere of dry nitrogen was established in a glove bag, containing the

RC sample, a volume of low salt BTS-200 buffer, and glycerol. The glycerol was

bubbled with nitrogen for 24 hours prior to use to ensure removal of oxygen from the

viscous cryoprotectant. The buffer was exposed to the nitrogen atmosphere in a petri

dish, allowing the gas to flow over a high surface area, for several hours before use.

62.5 mg of solid sodium dithionite was added to 0.5 mL of buffer and mixed until

fully dissolved. 2.5 µL of dithionite solution was added with 35 µL of glycerol to 15

µL of sample solution and homogenized thoroughly with a vortex mixer. The final

concentration of sodium dithionite in the sample was 6 mg/mL. The volumetric ratio

of glycerol to aqueous buffer was maintained at 2:1 as in the untreated samples.

The sample solution was then loaded under nitrogen into an airtight sample cell

described previously. To activate the dithionite, the sample cell was illuminated

through 2 cm water with actinic white light from a tungsten source for 30 minutes.

After illumination, a linear spectrum of the pheophytin Qx band confirmed that the

treatment was successful. Samples were then immediately placed in the cryostat and

rapidly cooled to a temperature of 77 K in preparation for the 2DES experiment.

Reduced PSII Studies

Figures A.1 - A.3 show examples of 2D spectra for several t2 values in the reduced

data. 2D decay associated spectra were calculated with the same fitting algorithm

and clustering procedure as in the native reaction centers. Figure A.4 shows the

resulting 2D DAS for the reduced data.

156



ν
1
 (THz)

ν
3
 (

T
H

z
)

t
2
 = 30 fs

430 435 440 445 450 455
430

435

440

445

450

455

460

698 690 682 674 667 659 652

698

690

682

674

667

659

λ
1
 (nm)

λ
3  (n

m
)

Figure A.1: 2D Data on the reduced D1D2-cyt.b559 reaction center at 77 K at t2 =
30 fs
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Figure A.2: 2D Data on the reduced D1D2-cyt.b559 reaction center at 77 K at t2 =
206 fs (top) and t2 = 599 fs (bottom)
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Figure A.3: 2D Data on the reduced D1D2-cyt.b559 reaction center at 77 K at t2 =
1.5 ps (top) and t2 = 100 ps (bottom)
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Figure A.4: 2D DAS spectra in the reduced D1D2-cyt.b559 reaction center at 77 K.
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Observations

In the reduced data, the first 2D DAS component (I) exhibits the same rapid

energy equilibration in CP # 1 as in the native RC, though the transfer between at

least some of the exciton states involved seems to be slower, ∼ 100 - 150 fs. This

indicates that sub-ps energy transfer still occurs in these samples, but the reduction

of the pheophytin molecules may affect the rates.

In component II, the diagonal feature is more inhomogeneously broadened. We

note that the cross-peak with the ∼ 3 ps feature is still present, though its rate has

slowed to a time of roughly 4 ps. This provides evidence against the interpretation

of this element as the 3 ps charge separation pathway cited in Romero at al. [10],

as they have assigned PheoD1 as the electron acceptor for that charge separation

pathway. The diagonal peak in this component, however, has its lifetime distribution

shifted dramatically toward 1 ps. While the cross-peak feature may be due to some

other process, the change in lifetime around the diagonal is consistent with a 1 ps

charge separation process involving only chlorophyll molecules: PD1PD2Chl
∗
D1 −→

P+
D1 Chl−D1, consistent with Romero et al. [10]. The shift of the distribution toward

2 ps in the native RC may have been evidence of spectrally degenerate contributions

from both charge separation pathways, one of which (ChlD1Pheo
∗
D1 −→ Chl+D1Pheo

−
D1)

becomes disabled following dithionite treatments.

The 2D DAS component III displays a far more heterogeneous character in the

reduced RC than in the native sample, and the associated lifetime of all the features

is now shifted toward 5-15 ps, somewhat consistent with the diagonal feature near 670

nm in the native RC. There has been a sharp shift in distribution near 680 nm, such

that a component of ∼ 40-60 ps is no longer observed here. This is consistent with the

loss of trap state or secondary charge transfer found at this wavelength in transient

absorption studies [11, 12, 10], strengthening our interpretation of this component.

The final 2D DAS component looks similar for the reduced and native samples.
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However, the final component in the reduced data resembles the spectrum of P+
D1

Chl−D1 reported by Romero et al. [10], which is consistent with the interpretation

that the rapid (1 ps) charge transfer pathway is active up to the step involving the

trap state in these samples.

We note that the reduced data here are only preliminary. Further studies will use

a continuum probe pulse to simultaneously observe the pheophytin Qx band, offering

confirmation that the samples have been properly reduced and remain in that state

throughout the experiment.
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APPENDIX B

Electronic Coherences

Researchers using similar 2D techniques have recently found evidence of long-

lasting coherences between exciton states in the sample which persist during the

population time [1, 2, 3, 4, 5]. It has been suggested that photosynthetic systems may

be able to sample several energy pathways quantum mechanically before “choosing”

the most efficient route [6].

To search for coherences in our data, we examined the residuals of the exponential

fits to the absorptive spectra. Coherences should appear as oscillatory features in the

data which would be accentuated following a subtraction of the dominant exponential

decay terms. This same approach was used by Engel et al. to isolate the coherences

in the Fenna-Matthews-Olson bacterial antenna complex [2]. The residuals form a

3D matrix r(ν1, ν3, t2).

As Collini et al. observed [5], for a true electronic coherence, there should be

oscillations present for cross-peaks both above and below the diagonal, and these

should be out of phase with one another. To identify cross-peaks exhibiting this

feature, I produced a covariance matrix C(ν1, ν3), where each coordinate gives the

covariance between the upper and lower cross-peak at coordinates (ν1, ν3) and (ν3, ν1),

respectively. The covariance plots were expected to be most illuminating for early
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Figure B.1: Covariance map between the upper and lower cross peaks located at each
point and its conjugate across the diagonal.

population times (∼ 30 - 850 fs) but were examined for several different temporal

windows. Figure B.1 shows a covariance plot for our residuals matrix. The areas

of interest are the regions with a large negative covariance, indicating a strong anti-

correlation between the upper and lower diagonals at these frequencies. The residuals

in the region of strong anti-correlation at (668 nm, 682.5 nm) are plotted against each

other in Figure B.2.

As stated in [2], the frequency of the coherence oscillations should correspond to

the difference frequency between the coupled excitons. We performed a spectral anal-

ysis on the oscillations shown above, but there was very little amplitude to support

a frequency component between excitons at the location of the cross-peak. A strong

peak was expected at the difference frequency of 320 cm−1, but the dominant fre-

quency component was observed at 160 cm−1. Indeed, a comparison of the oscillation

frequency spectrum to the exciton levels mentioned above from Novoderezhkin et al.
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[7] did not show any strong correspondence. The measured 160 cm−1 peak corre-

sponds to a minimum in the spectrum of exciton difference frequencies. Therefore, it

is likely that the residual oscillation was due to some source other than an electronic

coherence. We believe that our lack of observation of electronic coherence states may

reflect the smaller excitonic coupling and larger static disorder in the PSII reaction

center, compared with the other systems cited above.

It has also been suggested that the observed coherences may be vibrational rather

than electronic in nature [8]. The photosynthetic complexes show resonance Raman

spectra that contain many low frequency modes within the same range of typical

exciton difference frequencies [9, 10]. As seen in our PERY experiments, vibrational

wavepacket motion alters the lineshapes and peak amplitudes in 2DES spectra. The-

oretical work by the Fleming group suggests that electronic coherences have distinct

signatures such as anti-correlated width and peak amplitudes [11]. However, this

work did not include possible vibrational effects. Further experimental and theoret-

ical work is needed to confirm the electronic nature of the observed coherences and

to determine their biological significance.
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APPENDIX C

ZAP-SPIDER

In order to obtain the highest time and frequency resolution and to avoid com-

plications in analysis that arise from having heavily chirped pulses, it is necessary to

characterize and compress the pump and probe pulses to near the transform limit.

This can generally be done with many different nonlinear methods, but in our case it

is valuable to not only be able to measure the pulse duration but to also recover the

spectral phase.

Zero Additional Phase Spectral Phase Interferometry for Direct Electric-field Re-

construction (ZAP-SPIDER) is a method developed by Riedle and coworkers [1] for

single-shot full pulse characterization. It differs from the SPIDER technique of Walm-

sley [2] in that the test pulse only hits reflective optics so as not to add additional

dispersion to the reconstructed pulse. In this implementation, a single copy of the test

pulse is used with two copies of the chirped pulse to produce the measured signals.

The setup is shown in Figure C.1.

An 800 nm, ∼ 25 µJ pulse is taken as a 4% reflection from a cover slide between

the first and second NOPA. This beam passes through 14 cm of SF-11 glass, which

provides a second order material dispersion of 25,000 fs2, chirping the pulse to a

duration 3 ps. A 50/50 beam splitter creates two replicas of the chirped pulses,
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Figure C.1: A diagram of the experimental setup for ZAP-SPIDER pulse character-
ization. The auxiliary pulse is a 4% reflection of our regen output, and
the test pulse can be any pulse which interacts with our samples.

one of which hits an adjustable interferometer arm. the two chirped pulses then are

directed onto a large diameter lens, parallel to one another and in the same horizontal

plane so that they will converge at the focal point of the lens. The test pulse is focused

onto the same spot with the aid of a curved mirror and a small pick-off mirror placed

in front of the lens. The geometry is shown in Figure C.1.

A 25 µm BBO crystal is positioned at the common beam focus and aligned for sum-

frequency generation (SFG) between the test pulse and each of the two chirped pulses.

For visible test pulses, the SFG signals will have frequencies in the UV. Assuming

a test pulse of significantly shorter duration that the chirped pulses, the test pulse

can be considered to be frequency up-converted monochromatically, mixing only with

the frequency component of the chirped pulse which is temporally overlapped with

the test pulse in the BBO. By delaying the chirped pulses relative to one another,

each signal pulse will be mixed with a different frequency, thus introducing a spectral
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Figure C.2: A ZAP-SPIDER interferogram. Noise is suppressed by averaging over
several hundred laser shots.

shear (Ω) between the signal pulses. The two signals are collimated and isolated

with a spatial mask. Another time delay (τ) is introduced between the signal pulses,

which are combined interferometrically in the spectrometer. A sample ZAP-SPIDER

interferogram is shown in Figure C.2.

Though the ZAP-SPIDER is a single shot method, a calibration scan must be

taken to remove the phase contribution due to the time delay τ . In order to do this,

the pulse shear is set to Ω = 0. The chirped pulse interferometer micrometer position

corresponding to zero shear can easily be calibrated by replacing the crystal with a

10 µm pinhole and measuring the spectral interferogram between the chirped pulses

on the spectrometer. The exact value of non-zero shear as a function of microm-

eter position cannot be determined from time delay measured in the chirped pulse
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interferogram without taking into account higher orders of dispersion from the SF-11

block. It is far easier to observe the shear as the frequency shift in the SFG signal

spectral envelope when the micrometer is adjusted away from the zero-shear value.

The value of Ω determines the spectral resolution of the retrieved phase, and errors

in Ω have a multiplicative effect on the retrieved phase coefficients, so it is advisable

to choose a value for Ω equal to roughly 5-10% of the signal pulse bandwidth.

Analysis of the ZAP-SPIDER trace is performed with a concatenative algorithm

developed by Walmsley and coworkers [2]. The interferogram is inverse Fourier trans-

formed into the time domain (τ). Following the general principle of spectral inter-

ferometry, a supergaussian window is used to select the well-separated peak corre-

sponding to a positive τ delay [3]. Fourier transformation into the frequency domain

then yields a complex field from which a phase θ(ω) is extracted. The phase of the

calibration interferogram is subtracted from this in order to remove the delay term

ωτ introduced by the delay between signals. The remaining phase θ(ω) contains con-

tributions only from the test pulse phase and the spectral shear. The relationship

between the measured phase θ(ω) and the test pulse phase ϕ(ω) is given by

θ(ωc) = ϕ(ωc)− ϕ(ωc − Ω) (C.1)

for some center frequency ωc. To retrieve the test pulse phase, we sample the mea-

sured phase in intervals of Ω from ωc. For the sake of simplicity, we remove an

unknown constant phase term θ0 from all phase values to eliminate a linear term that

would otherwise appear in the reconstructed phase. The phase at some frequency

ω0 is set to ϕ(ω0) = 0 so as to give a starting point ϕ(ω0 − Ω) = −θ(ω0) for the

reconstruction algorithm. The rest of the phase, sampled in invervals of the shear

value, is reconstructed with the following equations.
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Figure C.3: A retrieved spectrum (blue line) and phase (green line) of a nearly trans-
form limited pulse (solid line) with a FWHM of ∼ 28 fs.

ϕ(ω0 −NΩ) = −
N∑
j=1

θ(ω0 + (j − 1)Ω) (C.2)

ϕ(ω0) = 0 (C.3)

ϕ(ω0 +NΩ) =
N∑
j=1

θ(ω0 + jΩ) (C.4)

The retrieved amplitude and phase for a nearly transform limited pulse with sub-

radian phase variance are shown in Figure C.3. After the phase is reconstructed, an

inverse Fourier transform can be used to view the temporal profile of the test pulse,

as shown in Figure C.4.
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APPENDIX D

PSII Sample Preparation

The D1D2-cyt.b559 reaction centers studied in Chapter 3.8 were extracted from

commercial spinach using a variation of the protocol of van Leeuwen et al. [1]. Spinach

leaves were dessicated in a blender using a wash buffer and treated with Triton X-100

to dissociate the membrane proteins from other contents of the cell. Several centrifu-

gation steps resulted in the isolation of BBY particles, a well-known preparation of

the reaction center complex which is stable under storage at -80◦ C [2].

The BBY particles were loaded onto an anion exchange column and incubated

twice with Triton X-100 for 20 minutes to remove the antenna complexes CP47 and

CP43. The detergent was thoroughly washed from the column and the sample was

eluted with a high salt BTS-200 buffer. The eluted sample was confirmed to be the

desired reaction center complex using the linear absorption spectrum. It is well-known

[3] that D1D2-cyt.b559 reaction centers have a ratio of peak amplitudes in the Soret

band of A416 / A435 of 1.2. Presence of antenna complexes will change this ratio.

Because the eluted samples were rather dilute, it was necessary to reconcentrate

them under centrifugation through a membrane filter (Millipore Amicon Ultra, pore

size 10 kDa). This also allowed us to reduce the high salt concentration of the sample

buffer.
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Stock Solution Mass Volume H2O pH (if not neutral)
0.5 M HEPES 59,6 g HEPES 500 mL 7.5
4.0 M NaCl 116.88 g NaCl 500 mL
1.0 M MgCl2 10.2 g MgCl2∗ 6H2O 50 mL
0.1 M EDTA 1.9 g EDTA 50 mL
0.5 M MES 98.8 g MES 500 mL 6.0

Table D.1: Stock solutions used in the PSII RC prep

PSII Sample Extraction Protocol

In this section, the protocol for extracting D1D2-cyt.b559 reaction center com-

plexes will be laid out in detail. To obtain enough sample for several experiments, it

is recommended to begin with 2-3 packages of grocery spinach (10 oz. each). Several

buffers and solvents will be required for different steps and the procedure. The recipes

for these are all tabulated in Table D.2. The buffer recipes will only be discussed in

the text when additional explanation is warranted. Stock solutions for making the

buffers are detailed in Table D.1.

Thylakoid Preparation

The first part of the sample extraction separates the thylakoids from the rest of

the spinach cell contents. The samples of interest are contained in the thylakoid

membrane, along with the other components of the photosythesis engine.

Homogenization

Beginning with 2-3 bags (20-40 ounces) of fresh spinach leaves, wash the leaves in

distilled water and then remove stems and veins by hand. A chilled blender should

be prepared with 250 mL of homogenization buffer. If necessary, add more buffer

to ensure that the blades are covered. Tear a handful of spinach leaves into smaller

pieces and add them to the blender. Pulse the blender in 2-3 second bursts to allow

all the solid material to fall into the blades. Add more leaves only after the current
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volume of material is well chopped. Once the blender is about half full of homogenized

spinach, blend continuously for about 15 seconds.

Strain the homogenized spinach through four layers of cheesecloth, using a funnel

to collect the fluid in a 2 L flask. Squeeze gently but thoroughly to collect as much

fluid as possible without straining the solid remainder through the pores. Replace the

cheesecloth as necessary in the case that gets too full or starts to tear. Discard the

solid portion, and repeat this step several times until all the spinach is homogenized.

First Centrifugation

Pour the homogenate into 250 mL centrifuge bottles in pairs, being careful not

to overfill since the bottles will sit at an angle in the rotor. It is very important to

balance the weight between paired bottles to avoid damage to the centrifuge: place

them on a scale to check the weight and use a pipette to make fine adjustments to

the weight. In total, this step should use six centrifuge bottles for a total of about

1.5 L of sample. Place paired bottles across from each other in a Sorvall GSA rotor.

Run the centrifuge for 10 minutes at 6500 rpm at 4 ◦ C.

Resuspension in Wash Buffer

Discard the supernatant and add a minimal amount of wash buffer (5-10 mL)

to each bottle. Use the rubber policeman to resuspend the pellet in wash buffer.

Pour the contents of all the bottles into a 55 mL homogenization tube. Rinse the

bottles with wash buffer and pour this into the homogenization tube as well. Use

a motorized homogenizer at about half the maximum speed to thoroughly mix the

sample. The tube should be pulled back when the homogenizer is near, but not

touching, the bottom, in order to apply some suction to larger particles that tend to

settle at the bottom. Repeat this motion several times until the sample is thoroughly

homogenized. Pour the contents of the tube into a beaker and fill with wash buffer
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to a total volume of 160 mL. Split the solution evenly between four 40 mL centrifuge

tubes.

Second Centrifugation

Place the centrifuge tubes in an SS-34 rotor and spin for 10 minutes at 10,000

rpm. This is the rotor used for the next several centrifugation steps. Discard the su-

pernatant. At this point, the pellet consists of purified, washed thylakoid membranes,

containing both photosystems.

Photosystem II Preparation

From this point onward, the samples will be exposed to detergent, which has

the effect of stripping away many photoprotective elements and leaving the samples

especially susceptible to photodamage. Therefore, it is important to work in the

dark. Some of the detergents used are very powerful and will dissolve the samples

completely if introduced in too high a concentration or for too much time, so care

should be taken with buffer preparation and it is recommended to read several steps

ahead in the prep.

Suspension in Triton Buffer

Resuspend the pellet in about 50 mL of Triton buffer. Pour the sample into a

homogenization tube and homogenize very thoroughly. Rinse the tubes and homog-

enizer with Triton buffer and pour with sample into an Erlenmeyer flask. Measure

and record the sample volume as Vs.

Calculation of Chlorophyll Content

In order to determine how much detergent to add in the following step, it is first

necessary to determine the concentration of chlorophyll in the sample. Pipette 10 µL
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of sample solution into a small centrifuge tube. Add 5 mL of acetone to the tube to

denature the protein, and mix with a vortex mixer. Using a tabletop centrifuge, spin

at 1500 rpm for 90 seconds.

Turn a spectrophotometer to transmittance mode and zero the instrument with a

water blank 1 cm cuvette. Change to absorbance mode and zero at 663 nm. Measure

the absorbance of the denatured sample at 663 nm and 645 nm, and record these

values as A663 and A645, respectively. The chlorophyll content (in mg) is calculated

with the following equation:

The concentration of chlorophyll (µg/mL)in the acetone mixture is

Cchl = 8.02 · A663 + 20.2 · A645 (D.1)

The numerical coefficients contain the optical path length of the cuvette and the

extinction coefficients at these wavelengths. The total mass of chlorophyll in the

total sample volume is then determined to be

Mchl =
Cchl

Rdil

× Vs (D.2)

where Vs is the entire sample volume measured in the previous step and Rdil =

Vchl/Vacetone is the dilution ratio, which should be 2µL/mL by the above instructions

but may vary if more or less sample is added. Note that the units are chosen to yield

a final mass of chlorophyll in mg is Vs is in mL.

The volume of Triton solution (25% concentration) needed for the next step must

be determined. The final concentration of Triton X-100 to chlorophyll should be

25 mg Triton / 1 mg Chl. Note here the distinction between the Triton detergent

(referred to here as Triton X-100) and the detergent-infused buffer (Triton solution),

which is a solution of Triton buffer containing a 0.25 g/mL concentration of Triton

X-100.
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The mass ratio of Triton X-100 to chlorophyll should be 25:1. Therefore, the mass

of Triton X-100 required is

MTri = 25 ·Mchl (D.3)

Because the detergent is diluted in the buffer at 25% (w/v), the total volume of Triton

solution needed is

Vsol =
MTri

0.25
= 4MTri (D.4)

The net effect is that 1 mL of Triton solution should be used for every 10 mg of

chlorophyll.

Triton Addition

Pour the homogenized sample into a flask on ice and insert a stir bar. Begin

stirring at a medium speed setting. With a 25 mL pipette, begin adding the Triton

solution, slowly and carefully, one drop at a time. Dripping too quickly will result

in local domains of high detergent concentration which can damage the sample. With

a stopwatch, begin timing from the addition of the first drop of Triton. Incubate for

25 minutes.

During this time, clean the homogenizer and tube, and put these on ice with 12

small centrifuge tubes. Also place the SMN buffer in an ice bath.

Third Centrfugation: Starch Removal

Load the sample quickly into four small centrifuge tubes and spin at 3000 rpm for

5 minutes. This step will collect the starch into a pellet.

Fourth and Fifth Centrfugation: Triton Removal

Keep the supernatant and collect into four more clean, chilled tubes. Centrifuge

at 20,000 rpm for 30 minutes. Discard the supernatant, and resuspend the pellets in
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SMN buffer using the rubber policeman. Add SMN buffer to the same total volume

as calculated in Equation D.4.

Separate the sample amongst four more centrifuge tubes and spin down for 30

minutes at 20,000 rpm. While the sample is spinning, prepare the BTS-400 buffer in

the next step.

BBY Particle Resuspension and Storage

To prevent samples from aggregating, a small concentration of the detergent N-

dodecyl maltoside (DM) should be added to a volume of BTS-400 buffer at a concen-

tration of 0.05% (500 mg/L). While the buffer should be prepared ahead of time, the

DM should be added only just before use because it will cease working after a short

time if mixed in too soon.

After the centrifugation is completed, discard the supernatant and resuspend the

pellets in the BTS-400 buffer with DM. Determine the chlorophyll content following

the same procedure used above. The samples should be stored at a chlorophyll con-

centration of 3 mg/mL. Compute the total volume needed for the measured mass of

chlorophyll and add BTS-400 buffer until this volume is reached. Mix gently and

dispense the liquid into small glass bottles.

The current preparation at this stage consists of BBY particles, a stable subset of

the PSII complex which can be easily stored at low temperatures for long times [2].

Label and store these in a -80◦ C freezer.

Tris Wash of BBY Particles

To further purify the BBY particles before the final chromatography stages, it is

helpful to wash the samples with a Tris buffer. Start with a small volume of sample

(∼ 10 mL) as stored in the previous step. Thaw and add an equal volume of 1.6 M

Tris buffer. Incubate on ice under room lights for 20 minutes.
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Centrifuge the sample for 30 minutes at 20,000 rpm. Discard the supernatant and

resuspend the pellet in BTS-200 buffer with 0.03% DM (300 mg/L). Once again, the

DM should be added to the buffer only just before this step. The total volume at

this step should be 1.5 times the starting volume so as to decrease the chlorophyll

concentration from 3 mg/mL to 2 mg/mL.

D1D2-cyt.b559 Preparation: Column Chromatography

The final process of the sample purification is to separate the D1D2-cyt.b559 core

reaction center from the closely associated antenna complexes, including LHC II,

CP43 and CP47, with the aid of an anion exchange column. The negatively charged

D1D2-cyt.b559 particles. It should be noted that this stage of the preparation could

be modified to yield other samples if desires, such as CP47+RC or free CP47, which

are interesting systems in their own right. That is, however, beyond the scope of this

work and will not be discussed here in detail, though interested persons may wish to

consult [4].

Preparing the Column

The chromatography column needs to be prepared only once, and if properly

washed and stored, it can be used for multiple preparations. If an assembled column

is already on hand, this section may be skipped. These instructions are for a 10 mL

anion exchange column.

1. Measure out 10 mL of chemically modified carbohydrate beads (Q-Sepharose).

2. Dilute the medium with distilled water.

3. Place a filter in the bottom of the column and screw a loading tube to the bottom

end. Use a post and clamp to secure the column in a vertical orientation.

4. Pour the diluted bead medium into the column, filling it to the top.
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5. Attach a loading tube with plunger to the top of the column. Screw the plunger

down slightly.

6. Let the column settle for 15 minutes.

7. Attach a peristaltic pump or FPLC to the connector at the top of the bottom.

Place a flask or beaker underneath to collect outgoing fluid.

8. Run BTS-200 buffer down the column at a rate of 4 mL/minute for 10 minutes.

9. Disconnect the pump, remove the top of the column, and drain off excess buffer

carefully with a pipette.

10. Dampen a filter with distilled water and place in the top of the column, being

careful to avoid trapping any air bubbles. Push the filter as flat as possible.

11. Screw the cap back on to the top of the column and attach it to the pump.

Tighten down the plunger until it presses against the filter inside the column.

12. Run buffer down the column at a slowly increasing rate from 0.2 - 2.0 mL/min

and observe the output pressure to ensure the flow is not too high.

13. Disconnect and cap the ends to store the column, or prepare it for use in the

next stage.

Running the Column

Start with a small volume of Tris-washed BBY particles (5-12 mL) in an ice bath.

Measure out a volume of BTS-200 buffer equal to 1/7 (14.3%) the volume of BBY

sample. Add to this small volume of buffer a 10% concentration of DM (100 mg/mL).

Turn off the lights and mix this solution with the sample. Swirl gently on ice for 10

minutes, then centrifuge the sample for 20 minutes at room temperature. Use an

SE-12 rotor at 19,500 rpm.
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During the centrifugation step, connect the column to a peristaltic pump and

submerge in an ice bath. Run the column output tube through a UV monitor and

into a waste jar. Begin the FPLC system on the computer and click “Run” on

any program present to go to monitoring view. Press “Manual” on the FPLC and

change the valves to the “Wash position”. Run the FPLC pumps at slow speed (0.01

mL/min). It is not necessary to actually use the FPLC to load the sample, as this

can be performed more simply with the peristaltic pump. Activating the FPLC will,

however, bring up an active display for the UV monitor, which is useful in detecting

the presence of UV-absorbing substances like chlorophyll and Triton X-100 as they

flow off the column.

Prepare 250 mL of BTS-200 buffer with 0.03% (300 mg/L) DM. Set the peristaltic

pump to a speed of 1.5 mL/min and use this solution to wash the column. Run about

2 column volumes through at this speed. Keep the beaker of buffer in an ice bucket.

After centrifugation of the BBY particles, collect the supernatant into a round-

bottomed vial. Once the washing of the column is finished, switch the pump inlet tube

to the sample vial and load the sample onto the column at a speed of 1.5 mL/min.

Once the sample is loaded, wash the column with the BTS-200+DM buffer. After

about one column volume, the UV monitor should start registering large absorption

from the fluid flowing off the column. This is due to unbound chlorophyll that is

washing off. Continue to wash the column until the UV absorption drops to a low

level.

Load the column with one full volume of BTS-200+Triton buffer. The functional

fluid volume of this column is roughly 5 mL. The volume of tubing from the sample

to the top of the column is about 2.5 mL. Therefore, ∼ 7.5 mL of buffer is required

to completely cover the column. Alternatively, the UV monitor should register a high

absorption reading from the Triton once it starts flowing off the column. Let the

column sit for 20 minutes. Then, load a fresh volume of BTS-200+Triton buffer (5
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mL). Incubate for another 20 minutes.

Wash the column with BTS-200+DM buffer until the UV absorption drops to

nearly zero. This will indicate that all the Triton has been washed off the column.

While washing, prepare 50 mL of High Salt BTS-200+DM buffer by adding 600

mg MgSO4 to fresh BTS-200+DM buffer, or else adding 0.03% DM to a previously

prepared High Salt BTS-200 buffer.

After the wash step, it is time to elute the sample off the column. Run the High

Salt BTS-200+DM buffer through the column and collect the eluted sample. A green

band of reaction centers will travel down the column. The first several mL of collected

sample will be colorless buffer and should be discarded. Once color is noticeable,

however, the eluted sample should be collected in a series of numbered vials until no

more color is visible. Different contaminants, including bound and unbound antenna

complexes, will elute from the column at different rates, so it’s important to note the

order in which the vials are filled. To reduce the mixture of contaminants with the

D1D2-cyt.b559 particles, it is recommended that each sample vial be filled with no

more than about 1 mL of elution.

Confirmation

The eluted samples should be diluted to a 10% concentration with BTS-200+DM

buffer and measured in a spectrophotometer. The purity of the sample can be mea-

sured by examining the ratio of absorbance from two peaks on the Soret region of the

spectrum [3], located at 416 nm and 435, respectively. For pure reaction centers, the

ratio should be A416/A435 = 1.2. Reaction centers with bound CP47 will exhibit a

ratio of 0.9, and unbound CP47 has a ration of 0.75 [3]. Several vials of eluted sample

should be measured, since generally, some will contain more contaminants and others

will hold purer sample.
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Buffer/Solution Ingredients Volume Stock Molarity
Homogenization Buffer 1 L Total

50 mM HEPES 100 mL 0.5 M
0.4 M NaCl 100 mL 4.0 M
2 mM MgCl2 2 mL 1.0 M
1 mM EDTA 10 mL 0.1 M

Wash Buffer 1 L Total
50 mM HEPES 100 mL 0.5 M
0.15 M NaCl 37.5 mL 4.0 M
5 mM MgCl2 5 mL 1.0 M

Triton Buffer 400 mL Total
50 mM MES 40 mL 0.5 M
15 mM NaCl 1.5 mL 4.0 M
5 mM MgCl2 4 mL 1.0 M

Triton Solution 40 mL Total
Triton Buffer 30 mL
25% (w/v) Triton X-100 10 g

SMN Buffer 1 L Total
50 mM MES 100 mL 0.5 M
10 mM NaCl 2.5 mL 4.0 M
0.4 M Sucrose 136.92 g —

BTS-400 Buffer 100 mL Total
20 mM Bis-Tris 10 mL 0.2 M
20 mM MgCl2 2 mL 1.0 M
5 mM CaCl2 2.5 mL 0.2 M
10 mM MgSO4 10 mL 0.1 M
0.4 M Sucrose 13.69 g —

BTS-200 Buffer 500 mL Total
20 mM Bis-Tris 50 mL 0.2 M
20 mM MgCl2 10 mL 1.0 M
5 mM CaCl2 12.5 mL 0.2 M
10 mM MgSO4 50 mL 0.1 M
0.2 M Sucrose 34.1 g —

BTS-200 + Triton 100 mL Total
20 mM Bis-Tris 10 mL 0.2 M
20 mM MgCl2 2 mL 1.0 M
5 mM CaCl2 2.5 mL 0.2 M
10 mM MgSO4 10 mL 0.1 M
0.2 M Sucrose 6.83 g —
10% (w/v) Triton X-100 10 g

High Salt BTS-200 50 mL Total
BTS-200 Buffer 50 mL
0.1 M MgSO4 602 mg

Table D.2: A list of recipes for all buffers used in the D1D2-cyt.b559 sample prepa-
ration.
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APPENDIX E

Sample Cell

In order to perform experiments at low temperatures, it was necessary to design

a custom sample cell shaped to fit in our cryostat chamber (Oxford Instruments

Microstat N). There were several requirements to fulfil in designing the cell: it must

be of small enough diameter to fit in the narrow space of the cryostat while maximizing

the viewable window area; the thickness must be low and preferably adjustable; the

total volume should be low to minimize the use of precious samples; and the cell must

maintain a seal under vacuum and at low temperatures.

Early sample designs incorporated cell windows that were fixed in place with

epoxy. These fulfilled the aforementioned requirements well, but it was found that

certain dye solutions were optically degrading, such that the optical density was

far reduced after only a few hours or days. For robust laser dyes, especially, this

result is shocking, as was the appearance of additional peaks in the linear spectrum,

presumably from chemical products of some reaction in the dye or solvent. After

thorough testing, it was determined that the epoxy was interacting with the sample

and degrading the dye molecules. Even though the area of contact with the epoxy

was small, it was enough to cause a major effect. Therefore, a new requirement was

added: that the sample should only come in contact with materials that were more
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or less chemically inert.

To this end, I designed a sample cell, based on the concepts presented in [1],

which uses only compression to maintain a seal, so no adhesives are necessary. The

lid and lower base are made of aluminum. To aid in seal formation, a small amount

of vacuum grease is applied to two 10 mm diameter, 1 mm thick viton o-rings, which

are then inserted into the lid and base. These o-rings form the outer compression

seal between the metal pieces and the glass windows, while a larger, ungreased # 013

o-ring forms the seal between the two metal pieces.

To load the sample, the o-rings are put into place before inserting a 0.25 mm

thick, 10 mm diameter glass window into the central cavity. A teflon ring spacer is

placed on top of the window. The thickness of this spacer can be varied to adjust the

final optical path length of the sample. Using a pipette, roughly 35 µL of sample is

then deposited onto the center of the window. A second window (10 mm diameter,

1 mm thickness) is lowered carefully on top of the sample to avoid trapping bubbles.

The design of the cell provides overflow space so that pressure is not applied to the

windows if too much sample volume is loaded. the lid is then applied and tightened

on with six 0-80 screws from the top. Care must be taken to tighten the screws in

a non-radial pattern so as to keep the pressure relatively even across the window, as

over-tightening can crack the window or compromise the seal.

This cell has been used successfully at pressures as low as 10−4 Torr and tem-

peratures down to 77 K. All components are reusable, though the o-rings should be

replaced periodically. The design is shown in Figure E.1.
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Figure E.1: Design of a low-temperature, vacuum-rated sample cell using only com-
pression fittings. A cross-section is shown in (a) with the sample space
colored green. (b) is a top view of the closed cell, and (c) gives a blown-
apart view of the components.
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