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ABSTRACT

Aerodynamic performance of low-Reynolds number flyers, for a chord based Reynolds number of $10^5$ or below, is sensitive to wind gusts, flow separation, and laminar-turbulent transition. Active flow control offers insight into fluid physics as well as possible improvements in vehicle performance. However, the complexity associated with unsteady and transitional flows, as well as the unpredictability of wind gusts, makes the development of active flow control with feedback difficult. Recently, the dielectric barrier discharge (DBD) actuator, characterized by a fast response without moving parts, has emerged as a promising flow control device. Although the DBD physics and flow generation mechanisms have been explored in numerous studies, there is a lack of understanding of the performance of the DBD actuator and surrounding flows under different operating conditions and material parameters. Moreover, the disparity of time- and spatial-scales in plasma-dynamics makes direct numerical simulation of the DBD actuator impractical for real time flow control.

In this study aimed at flow control, surrogate modeling techniques are adopted to extract the features needed to characterize DBD performance. Specifically, the parametric impact of the dielectric constant, the voltage, and the waveform of a DBD actuator on the force generation and power requirement is addressed. Global sensitivity and Pareto front analyses identify parametric dependencies and distinctive regions of interest in the design space. Due to the much faster time scale associated with the DBD actuator, a quasi-steady reduced-order model can be utilized even though the surrounding fluid flow is unsteady. The feedback control is devised by combining surrogate modeling, system estimation and a penalty-based adaptive law. The only information the control algorithm (minimizing a quadratic function of the retrospective performance) requires is the first nonzero Markov
parameter and nonminimum-phase zeros of the linearized flow-actuator model, which are easy to estimate and convenient for online identification. The estimates of these system parameters are analyzed under various flow and actuation conditions using impulse and step response tests. For finite and infinite wings with the SD7003 airfoil geometry with chord based Reynolds numbers between 300 and 1000, and a 15-degree angle-of-attack, lift under modest free-stream fluctuations can be stabilized by the control law. The interaction between control and flow responses indicates that the adjusted pressure and suction regions around the DBD actuator can neutralize the lift variations. Furthermore, by minimizing the lift fluctuation, the controlled induced-flow can either increase or decrease the drag fluctuation depending on flow conditions. The limitations of the linear modeling approach are addressed by considering the system’s nonlinear behavior, and the assessed parametric drift suggests a remedy to improve control performance. In addition, guidelines on the controller and actuator setups, such as sampling frequency, impulse magnitude for system identification, and actuation voltage and location, are developed. The present modeling, estimation and control framework offers a new approach for control of low-Reynolds number aerodynamics.
CHAPTER 1
INTRODUCTION

1.1 Background

The interest in low-Reynolds number aerodynamics characterizing the flight of insect- or bird-sized flyers has increased rapidly over the last decade. These small air vehicles have distinctive potential, such as greater accessibility to confined space, lower chance of detection and superb maneuverability, unsurpassed by conventional high-Reynolds number vehicles. These characteristics have potential for surveillance and reconnaissance purposes. Due to the small size and low flight speed of low-Reynolds number flyers, their aerodynamics are highly influenced by unsteadiness of the flight environment, such as wind gust. As a result, an effective flow control strategy is required for low-Reynolds number flyers to achieve stable flight performance.

The development of a flow control system requires multiple interwoven methodologies. Among various flow-control schemes, the appropriate type of actuation, control-loop structure and control law can be chosen based on the control objective and fluid dynamics of interest. Since there are numerous design parameters for an air vehicle, achieving a target performance at a certain operation point has only limited applications. In order to extend the applicability and outcome of a flow control scheme to the optimization of the entire flight system, greater understanding of the flow control mechanisms and interaction between the control measure and the flow field is critical.

The principal goal of this study is to develop an effective flow control framework for low-Reynolds number unsteady aerodynamics. To facilitate control system design, the
surrogate modeling approach is used to analyze parametric impacts on actuator performance. Specifically, the impact of the applied voltage frequency, the insulator dielectric constant and the polarity time ratio of the voltage waveform on both the net force generation and required power is examined. Multiple surrogate models consistently identify two branches of the Pareto front – a set of potential optimal points with competing objectives. Each branch corresponds to either the positive net-force generation with relatively low power or the negative net-force generation with higher power. Moreover, global sensitivity analysis indicates that the voltage frequency and polarity time ratio are important only for some portions of the design space, while the dielectric constant is always important.

Instead of intending an application to a specific vehicle, the current flow-control study focuses on understanding the fundamental relations between control and underlying flow physics. As an application, the attenuation of flow unsteadiness for high-angle-of-attack infinite and finite wings at low-Reynolds numbers in the range of 300 ~ 1000 is targeted. The time-varying aerodynamic forces under moderate flow unsteadiness can be suppressed by the retrospective cost adaptive control algorithm along with the system parameters. Key issues, such as the mechanism of lift stabilization, the influence of disturbance conditions on control performance and performance limitations due to system nonlinearity are explored.

In the following sections, background concepts and conventional approaches are introduced.

1.2 Low-Reynolds number aerodynamics

The performance of low-Reynolds number flyers, specifically with Reynolds numbers lower than $10^5$, is significantly affected by flow conditions$^2$. Moreover, unlike higher-Reynolds-number flows, the flow structure in the low-Reynolds number regime is sensitive to flow separation, laminar-turbulent transition and flow reattachment$^3$. In addition, the transition point and the size of the laminar separation bubble are dependent on free stream turbulence and unsteadiness. Thus, the flight performance under unsteady
ambient wind conditions is a major design issue\textsuperscript{1,4} for small air vehicles. Furthermore, at high angle-of-attack, the instability in a separated flow region induces unsteady-vortex evolution, resulting in time-varying performance.

### 1.3 Active flow control

Active flow control refers to the class of flow control schemes based on flow control devices that operate with energy input. Passive flow control, on the other hand, relies on devices or schemes independent of additional effort, such as surface roughness and shape variations and installation of vortex generators, to enhance the performance of a vehicle or flow element. For example, reducing the drag of a bluff body\textsuperscript{5}, increasing the stall angle of a wing and enhancing pressure recovery of a shock generator have been widely explored with passive control approaches. In contrast to the performance improvement at a fixed-operating point or the limited response to flow conditions of passive approaches, active flow control can exploit flow instabilities and enhance the region of operation\textsuperscript{6} by manipulating control influence over the flow. As understanding of fluid dynamics at various flow regimes grows, and techniques of diagnosing and forcing flow fields are developed, active flow control techniques are used in many areas, particularly aerodynamic applications: for example, high-lift systems in flight vehicles, drag-reduction devices in ground vehicles, and noise reduction in blade-vortex interaction for rotorcrafts, to name a few.

Based on the objective of control, the applications of active flow control can be divided into flow-induced noise reduction, drag reduction and/or lift enhancement for bluff or aerodynamic bodies, and mitigation of flow unsteadiness. On the other hand, considering the impact on the flow field, flow control techniques can be classified into momentum addition to the flow such as wall motion, vortex generation and wall jet, suction of the retarded flow, body-shape deformation, wall heating and cooling, and acoustic excitation. More detailed categorization and examples of flow control techniques can be found in Gad-el-Hak\textsuperscript{7}, Chang\textsuperscript{8}, and Joslin and Miller\textsuperscript{9}. Each application achieves its control goal by managing either coherent structures in the flow field, flow transition, flow separation, or by considering combined effects. Although there are numerous flow control devices
known to be effective for these purposes, their fundamental contributions to the flow –
depending on the operational conditions and target performance – are the manipulation of
velocity profiles and/or pressure distributions.

The choice of the control strategy most effective for a flow system depends on the
specific flow dynamics. For example, at high-Reynolds numbers, high-lift devices with
blowing can enhance the aerodynamic lift near the stall angle by adding momentum
directly to the retarded flow and preventing flow separation. At low-Reynolds numbers,
on the other hand, disturbing the upstream boundary layer conditionally at a high angle-
of-attack can promote the transition to turbulence, resulting in flow reattachment due to
the enhanced mixing of turbulent flow. The proper time- and spatial-resolutions of a
control scheme should be determined based on the size and evolution of dominant flow
structures, which differ significantly according to Reynolds number. Some flow
unsteadiness caused by periodic flow shedding can be eliminated by open-loop actuations,
provided their control authority is sufficient to suppress the flow instability; whereas,
unpredictable flow evolutions due to turbulence or unknown disturbances may require a
closed-loop control system. Furthermore, the number and locations of actuators and
sensors can be critical to achieving control performance. For instance, global oscillations
of the flow structure with a wide frequency range, which occurs for a bluff body at high-
Reynolds numbers, can incapacitate a feedback control law based on a single-sensor
measurement5.

Active flow control approaches require actuators that convert energy into the control
input to the flow field. There are numerous types of flow actuators with different energy
consumption, control authority, bandwidth and operation conditions. According to the
energy conversion mechanism, most actuators can be divided into two groups: devices
based on mechanical motions to influence the fluid, and those affecting the flow field
without moving parts. The former includes synthetic-jet (zero-net mass-flux) actuators
and various flaps. In addition, there are traditional flow control devices that were actively
studied in the 1940’s and 1950’s, such as porous suction using an ejector pump and the
blowing jet using the main engine exhaust10. Recently, piezoelectric materials have been
widely used to generate mechanical motions due to their high bandwidth and efficient energy conversion capability with simple structures. Other motion-based actuators include the pulsed microjets, which generate pulse mass injections, and vortex generator jets, which mimic conventional vortex generators with an angled jet injection. Actuators without moving parts are based on either electric-, electromagnetic- or thermal-actuation methods. Gas discharge processes (thermal and non-thermal plasma-based actuators) and combustion processes belong to this category. Since no mechanical part is necessary for these actuators, they usually have benefits in operation bandwidth, responsiveness and installation over the mechanical actuators.

1.4 Plasma-based flow control

![Image](image1)

(a) baseline

![Image](image2)

(b) DBD actuation with 8 kV, 4 kHz AC voltage

Figure 1.1 DBD actuation for a high angle-of-attack (26°) flat plate at Reynolds number of 3000 (reproduced from Greenblatt et al., 2008).

Among active flow control devices, plasma-based flow control devices utilize ionized gases as the medium between power input and flow generation. The ionized gas (or plasma) produced either by the high-voltage gas discharge and/or high-temperature flow
conditions is activated by electromagnetic fields, resulting in induced neutral flow via momentum and/or heat transport phenomena. Plasma-based devices have advantages over the mechanical flow control devices of fast response (order of 10 kHz) and simple device structure (no moving parts). The plasma-based flow control devices can be classified based on the ionization mechanism or discharge regime. For example, the corona-based discharge and dielectric barrier discharge (DBD)\textsuperscript{12} are popular categories of ionization for the actuators based on non-thermal plasma, which means only electrons, not heavy particles such as ions and gas molecules, are heated by discharge. In order to sustain a stable gas discharge region, the former can adopt high-voltage pulses, and the latter introduces a dielectric insulator along with AC or pulsed voltage. On the other hand, Braun et al.\textsuperscript{13} categorize plasma-based flow control devices into electromagnetic flow control and electrohydrodynamic flow control and compare them in terms of operational conditions, force magnitude and applications. For the flow applications where sufficient natural ionization exists, such as hypersonic vehicles, incorporating a magnetic field can enhance the force generation more efficiently in the form of the Lorentz force than utilizing the Coulomb force only. For applications with lower flow speed, however, actuators based on electric field only, such as the DBD actuator, can be more energy efficient.

Despite their advantages, the plasma-based flow control devices have a variety of limitations that should be addressed for practical performance needs. Usually, the generation of plasma needs a high voltage source, and although the current requirement is relatively low, the power consumption per the momentum generation by the induced flow is relatively high. For example, the fluid power induced by a DBD actuator is reported to be $10^{-4}$ of the power input to the plasma system\textsuperscript{14,15}. On the other hand, though only a limited number of studies are available, for piezoelectric devices widely adopted for generating synthetic jets, an efficiency index such as the energy transmission coefficient\textsuperscript{16} – the ratio of output mechanical energy and input electric power – is known to be $10^{-2}$. This lower power efficiency, along with the limitation in operation for stable discharges, results in the limited control authority of the plasma-based devices. Although there are some attempts to apply the plasma-based devices to high-Reynolds number flows, most
studies focus on the applications with low flow speed where the momentum induced by the actuator is comparable to the inertial forces in the boundary layer. The efficiency of plasma-based actuators depends on geometric and material parameters (such as size and geometry of electrodes, and material and thickness of the insulator), operational parameters (such as magnitude and waveform of the applied voltage) and velocity, temperature and pressure of neutral flow. Since the number of design parameters is large, an extensive parametric study is required for a streamlined design of the plasma-based actuator, which may be unacceptable for experimental approaches. Considering the discharge dynamics and neutral flow physics of interest, which have very different time and spatial scales, the numerical simulation of the plasma-based actuator is expensive. For practical purposes, there are other issues such as durability and environmental impact of the plasma-based actuators. For example, the DBD actuator has been used for industrial purposes such as pollution control, surface treatment and light sources. It produces radicals and ozone\textsuperscript{17} as byproducts, which can cause harmful impacts on the actuator durability and human health.

Recently, the number of research groups studying plasma-based actuators has increased substantially, and plasma-based flow control devices have been studied widely for various applications. For example, plasma arc actuators are applied to the jet shear layer to increase its mixing and reduce noise in the high-speed, high-Reynolds number flow\textsuperscript{18}. The dominant aeroacoustic mode of an open cavity flow is attenuated by vortical flow structures generated by a spanwise array of plasma actuators that is located at the upstream edge of the cavity\textsuperscript{19}. At lower Reynolds numbers between 3,000 and 20,000, the DBD actuator can enhance aerodynamic performance at high angle-of-attack and control the airfoil wake\textsuperscript{11} as shown in Figure 1.1 for example. Some examples of the plasma-based flow control are shown in Table 1.1 and Table 1.2.
Table 1.1 Experimental studies of flow control with plasma-based actuators.

<table>
<thead>
<tr>
<th>Study</th>
<th>Actuator type and flow regime</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greenblatt et al. (2008)11</td>
<td>DBD (10 kV$_{p-p}$ AC, 4 kHz) $Re_c = 3000-50,000$</td>
<td>High angle-of-attack airfoil performance, wake control</td>
</tr>
<tr>
<td>Huang et al. (2008)20</td>
<td>OAU-GDP (3.2 kHz square wave) $Re = O(10^4)$</td>
<td>Closed-loop attenuation of cavity noise</td>
</tr>
<tr>
<td>Asghar and Jumber (2009)21</td>
<td>DBD (5-10 kV AC, 3-10 kHz) $Re_D = O(10^4)$</td>
<td>Synchronization of vortex shedding from two circular cylinders</td>
</tr>
<tr>
<td>Benard et al. (2008)22</td>
<td>DBD (36 kV$_{p-p}$ AC, 1.5 kHz) $Re_c = 2.6\times10^5$</td>
<td>Enhancement of post-stall performance of NACA 0015 with unsteady actuation</td>
</tr>
<tr>
<td>Benard et al. (2008)23</td>
<td>DBD (40 kV$_{p-p}$ AC, 1.5 kHz, 9.6 W @ quasi-steady operation) $Re = O(10^4-10^5)$</td>
<td>Jet mixing enhancement</td>
</tr>
<tr>
<td>Patel et al. (2006)24</td>
<td>DBD (3-12 kV$_{p-p}$ AC, 5 kHz, 6.6-13 W/m)</td>
<td>Wing stall detection (NACA 0015) using pressure fluctuation and on/off flow control</td>
</tr>
<tr>
<td>Lopera et al. (2007)25</td>
<td>No data</td>
<td>Lift control of a scaled-UAV wing using DBD actuation along with separation ramp</td>
</tr>
<tr>
<td>Grundmann and Tropea (2009)26</td>
<td>DBD (10 kV$_{p-p}$ AC, 6 kHz, 8.1-68.3 W/m depending on the duty-cycle) $Re_x = O(10^3)$</td>
<td>Tollmien-Schlichting wave cancellation for a flat-plate boundary layer</td>
</tr>
<tr>
<td>Kim et al. (2009)27</td>
<td>Arc filament plasma actuators (3.2-5.4 kV AC, 12-25 W per actuator at 10-20 % duty cycle) $Ma = 0.9$, $Re_D = 6.23\times10^5$</td>
<td>Jet noise reduction and mixing enhancement</td>
</tr>
</tbody>
</table>
Table 1.2 Numerical studies of flow control with plasma-based actuators.

<table>
<thead>
<tr>
<th>Study</th>
<th>Actuator type and flow regime</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visbal et al. (2006)</td>
<td>DBD ( (F_{\text{electrical}}/F_{\text{inertial}} = 75 \sim 150) ) ( Re_c = 45,000 )</td>
<td>Stall prevention of a high angle-of-attack NACA 0015 airfoil</td>
</tr>
<tr>
<td>Jarayaman et al. (2007)</td>
<td>DBD (3 kV, 5 kHz sine wave) ( Re = 6 \times 10^4 )</td>
<td>Mitigation of flow separation over a SD7003 airfoil</td>
</tr>
<tr>
<td>Poggie (2006)</td>
<td>Glow discharge model (input power: 100 W) ( Ma = 14 )</td>
<td>Local heat control of shock-induced separated flow</td>
</tr>
<tr>
<td>Rizzetta and Visbal (2008)</td>
<td>DBD ( (F_{\text{electrical}}/F_{\text{inertial}} = 50 \sim 100) ) ( Re = 10,000 )</td>
<td>Mitigation of flow separation and vortex shedding from a circular cylinder</td>
</tr>
<tr>
<td>He et al. (2007)</td>
<td>DBD (not specified, but corresponding experiments are based on 1.3 kHz 36 kV_{p-p} sine wave)</td>
<td>( U_{\text{ref}} = 34.6 \text{ m/s}, Ma = 0.1 )</td>
</tr>
</tbody>
</table>
1.5 Design and modeling issues of DBD actuator

The Dielectric Barrier Discharge (DBD) actuator is a flow control device that is comprised of two asymmetrically placed electrodes separated by a dielectric insulator. The gas discharge, driven by kilohertz radio frequency AC or pulses with kilo-volt amplitude, generates a stable weakly ionized gas in a plasma state. The charged particles activated by the asymmetric electric field can generate the flow of neutral particles via the momentum collision process\textsuperscript{33-35}. For the AC voltage operation, although the electric field reverses polarity between the two half cycles, the resultant neutral flow is a unidirectional wall jet-type flow due to the asymmetric electrode geometry and charged particle dynamics\textsuperscript{36-38}. In addition, the disparity between the positive-going uniform discharge and the negative-going non-uniform one is regarded as a key role in the actuation efficiency\textsuperscript{39}. In the operation of the dielectric barrier discharge, several operating modes such as streamer, filamentary, glow and coupled modes\textsuperscript{40} are observed, and a homogeneous low-temperature discharge under atmospheric pressure is of great interest among researchers because of its energy efficient non-thermal ionization\textsuperscript{41} and versatility of application\textsuperscript{42}.

Although some features of plasma-based phenomena can be captured, the experimental analysis is bounded by the difficulty of measurement, making the numerical approach crucial to understanding the mechanism and physics of the DBD actuator. Recently, numerical approaches have been improved to simulate the complex actuator discharge mechanism with qualitative comparison to the experiments. Boeuf \textit{et al.}\textsuperscript{35} use the fluid modeling approach to study the effect of the negative ions, which is important for air chemistry. Font \textit{et al.}\textsuperscript{43} compared the particle (PIC-DSMC) and fluid plasma simulations, and analyzed the asymmetry in the forward and backward cycles as well as the spatial non-neutrality in oxygen. Likhanskii \textit{et al.}\textsuperscript{44} demonstrate the use of positive pulses with a positive bias and report an improved performance in force generation. Roy \textit{et al.}\textsuperscript{45} use eight charged and neutral species for the N\textsubscript{2}/O\textsubscript{2} air chemistry simulation, observing the existence of a decelerating force downstream of the powered electrode.
Although the DBD actuator has been widely studied for various flow control applications, little insight is available regarding efficient operating conditions to accommodate various performance needs. The force generated by a single actuator is less than 10 mN/m in air\textsuperscript{46}, and the induced flow velocity is usually less than 5 m/s for the pulse-input\textsuperscript{15} and AC voltage\textsuperscript{47} operations. Moreover, as mentioned, the performance characteristics of the DBD actuator such as force generation and power consumption are dependent on various parameters such as the type of discharge, applied voltage and material of the insulator. In order to understand the operating mechanism and, if possible, to identify optimal conditions, various researchers have done parametric studies. The effects of electrode gap and width\textsuperscript{47}, wave form of applied voltage and gas species\textsuperscript{48}, frequency and amplitude of applied voltage, dielectric material\textsuperscript{47-49}, pressure of neutral gas\textsuperscript{50} on the induced flow velocity and/or power efficiency have been reported. However, it is difficult to assess the integrated parametric impact and the interplay between various material and operating parameters by parameter-by-parameter searching or simulations with limited parametric combinations. Before one can optimize the DBD performance, it is desirable to gain better insight into the impact of individual and collective influences of these parameters on the actuation performance.

Despite the recent efforts to accurately capture the actuator physics, significant strides are necessary to study complex flow control applications. The first-principle-based DBD model is very expensive to compute, often requiring an order of magnitude longer CPU time than that of the associated flow field simulations. Specifically, at low-Reynolds number, the disparity in time and spatial scales for plasma evolution and neutral flow physics makes the numerical simulations inefficient and infeasible for most practical problems. As a result, reduced-order or simplified DBD models have been suggested by several research groups. Since the DBD actuator operates at the frequency of kilohertz, which is several orders of magnitude faster than the flow evolution time scale, the quasi-steady force models can approximate the induced flow field satisfactorily. For example, Shyy et al.\textsuperscript{37} suggest the bilinear body-force model based on the simplified linear electric field and constant charge density. Hall et al.\textsuperscript{51} approximate the DBD actuator with a doublet in the potential flow field. Suzen et al.\textsuperscript{52} use the pre-solved body force model
from Poisson’s equations for electric field and charge distributions assuming the time-independent Gaussian charge distribution. On the other hand, Orlov et al.\textsuperscript{53} use the lumped element circuit model to represent the time- and space-dependent force variations. Although the reduced-order models capture little or no plasma dynamics of the high-pressure discharge, each model incorporates the flow solver, showing a reasonable induced flow result in comparison with experiments.

1.6 Surrogate modeling techniques

Surrogate-based techniques\textsuperscript{54} have been widely used to support engineering design problems\textsuperscript{55, 56}. Surrogate models are functional descriptions (or mappings) representing the design variable-to-objective relations that otherwise necessitate costly numerical or experimental simulations. Surrogates trained with limited simulations enable us to generate a reliable approximation of the solution over a design space and to assess the sensitivity and correlation among the various parameters. The standard procedure starts with the design of experiments, which is the identification of design points in the design space. Once simulation results are obtained for those points, surrogate models can be generated to fit the data. There are widely used models, namely polynomial response surface approximation\textsuperscript{57, 58}, Kriging\textsuperscript{59, 60}, radial basis neural network\textsuperscript{61} and weighted average of multiple surrogate models (also known as parameter-based surrogate model)\textsuperscript{62, 63}. There are various factors – such as the sampling strategy of design points and the nature of the physical system itself – that affect the accuracy of surrogates. Moreover, it is well known that the performance of a surrogate model is problem-dependent. As a result, considering that the cost of fitting surrogates is usually negligible compared to that of the numerical simulations, it is beneficial to use multiple surrogate models at the same time\textsuperscript{64}. If the accuracy of the constructed surrogates is not satisfactory and/or there exists a region of interest, the design space can be refined by repeating the whole procedure for the refined space. In addition, a design problem usually involves the optimization of multiple objectives comprised of competing factors that can be simplified by ignoring insignificant parameters using global sensitivity analysis\textsuperscript{54, 65}. With the aid of surrogates, a trade-off curve can be created based on the so-called Pareto front analysis\textsuperscript{66}, which suggests the potential optimal points.
1.7 Closed-loop flow control

The application of closed-loop control to active flow control enables not only enhanced aerodynamic performance, but also versatile target-performance. Moreover, closed-loop flow control is required either when open-loop control under unsteady flow conditions cannot efficiently achieve a commanded target such as desired lift, or when a target is time-varying. Moreover, control effort, such as energy input to actuators, can be significantly reduced via closed-loop control while retaining or even enhancing control performances. In order to generate an appropriate control signal in response to the flow, closed-loop approaches require a controller, the measurement of flow quantities and the information of the flow-actuator system to be controlled. In feedforward control, the measured quantities can be variables free from the impact of control, such as upstream velocity or pressure. In feedback control, on the other hand, measurements include the interaction with control, such as local pressure and aerodynamic forces of interest.

Feedback flow control can be categorized in various ways. For example, Moin and Bewley (1994) divide it into adaptive schemes, schemes based on physical arguments, schemes based on dynamical systems and optimal control schemes. The criteria for this categorization are how to formulate the control problem and how to obtain the system information or control-to-flow relation. The adaptive schemes are defined as approaches tuning relevant parameters based on identification of the input-to-output relation of the flow-actuator system. In the category of schemes based on physical arguments, disturbance cancellation via counter-acting actuators in response to the upstream fluctuations is included. The schemes based on dynamical systems include dimension-reduction methods that truncate the dynamics of coherent flow structures. The control goal of these approaches is to keep system states within the stable manifold to stabilize the system. The optimal control schemes are defined as the approaches based on the minimization of a cost functional by solving adjoint differential equations or their simplified versions. According to the controller formulation, flow control with Navier-Stokes equations involves control laws such as proportional-integral, linear optimal, $H_\infty$ and Lyapunov-based laws.
In order for the control signal to achieve a target performance, a controller needs information about the plant or flow-actuator system, as well as measurements. Depending on the perspective of the applications and the class of the system to be controlled, various categorizations of feedback flow control are available. Since a flow control problem is characterized by the high dimensionality and nonlinearity of the system, which augment modeling uncertainties, a comprehensive classification can be based on whether the control system requires the information of a flow field or not, or more specifically, whether the approach requires a structured model for the flow physics of interest. According to this criterion, feedback flow control approaches can be divided into two groups: approaches based on specific flow-field models and ones based on general input-output models. Each category can be further classified according to the degree of modeling and the amount of information required by models.

Figure 1.2 First 4 double POD modes for the circular cylinder wake (reproduced from Fagley et al., 200969).

The first category is composed of control schemes based on specific fluid dynamics models, such as reduced-order system equations. Since the reduced-order equations approximate the flow field, this approach usually approximates all flow quantities or
states of the entire flow field. In practice, the controller needs a process that reconstructs the entire solution field or states from limited measurements. The first step of this approach is decomposing the flow solutions into distinct modes and reducing the infinite dimensional solutions into finite dimensional subsets. The most popular techniques are the proper orthogonal decomposition (POD) and Galerkin projection methods. POD provides a set of basis functions in a low-dimensional subspace on which the governing equations are projected\textsuperscript{70}. The Galerkin projection converts an infinite-dimensional partial differential equation into a finite set of ordinary differential equations. The optimal basis given by “empirical eigenfunctions,” which guarantees to capture the greatest possible kinetic energy with a set of spatial modes as shown in Figure 1.2, can aid the projection process. However, since POD is a linear procedure, optimality is only within linear representations. Since the efficiency of the model reduction is determined by the number of the spatial modes that can represent the entire flow field, this approach is especially attractive when the flow is dominated by coherent structures, such as shedding vortices and vortex structures in turbulent boundary or shear layers, or when the flow system has an unstable steady-state. Once a reduced-order model that can reasonably approximate the time-varying solution field is obtained, a state-space representation of the flow system is available, and a canonical control law, such as the linear quadratic Gaussian (LQG) or $H_\infty$ control, can be used. The state estimations based on limited measurements can be achieved by introducing state observers, such as the Kalman filter. Unstable vortex shedding from a high-angle-of-attack airfoil at $Re = 100$ is suppressed with LQR and a Kalman filter based on the reduced-order model with unstable modes\textsuperscript{71}. The reduced-order models can also be used to reduce the computational cost in the adjoint-based optimization method in flow control problems\textsuperscript{72}. Although this approach shows effective performance in, for example, suppressing unsteady force caused by low-Reynolds number vortex shedding, some difficulties should be addressed. Incorporating non-simple control input into the solution field in the process of model reduction is not straightforward and needs special treatment. For example, control input separation\textsuperscript{18} can be used in transforming boundary control into an explicit form in the dynamic model. Furthermore, since the solution reconstruction with
measurement and linearization of fluid dynamics is always accompanied by uncertainties, it is difficult to achieve an equivalent performance goal at off-design conditions.

The approaches of the second category – the input-to-output models – do not require a particular flow model structure but a generic dynamic model with a set of parameters. In this approach, only the relation between control input and measurement is modeled, and the relevant system dynamics need to be estimated. Since the system reference model only approximates the input-to-output relation and does not reconstruct the flow field, the control system setup is less complicated. Also, the flow structures that have minor impacts on system dynamics are not considered, resulting in a reduced susceptibility to modeling uncertainty. However, some features characterizing fluid dynamics, such as high dimensionality and nonlinearity, as well as unstable steady-state, are the major challenges to non-tailored dynamics models. The choice of system models and methods of parametric estimation, which determine control performance, can be restricted by flow conditions such as flow instability. Moreover, without all the flow field information, it is difficult to select effective control and/or measurement variables and locations, which is crucial information affecting control performance as well as observability and controllability. Kutay et al. (2007) apply a baseline PID controller compensated with an adaptive neural network to the closed-loop pitch control of a 2D wing. In recent work, a reduced-order model for aerodynamic force evolution based on wake vortex dynamics is introduced to extend the control bandwidth, and a LQR control law is augmented with the output feedback adaptive control based on a reference model to compensate for nonlinear system dynamics. In order to minimize flow separation on an airfoil, Pinda et al. (2002) uses an artificial neural network methodology with the nonlinear autoregressive with exogenous inputs (NARX) for both the system identifier and the controller. The online training using a gradient method with stochastic perturbation takes 20,000 and 40,000 time steps for steady and unsteady inlet conditions, respectively. Becker et al. (2007) detect and suppress flow separation on a high-lift airfoil with the use of a single-slotted flap using extremum-seeking and slope-seeking methods as an adaptive closed-loop controller. The techniques introduce harmonic excitation to search the slope of performance and achieve the maximum lift with relatively lower control effort. Although
these approaches require no reference model, which can be beneficial for avoiding modeling uncertainties, the applications are limited due to their low bandwidth and continuous harmonic actuation. Deb et al. (2007) use adaptive inverses to compensate for actuator parameter uncertainties while using synthetic jet actuators as aircraft flight control devices. The uncertainties incorporate the actuator parameters in the nonlinear model of virtual airfoil surface deflection due to synthetic jet actuation. An ARMARKOV/Toeplitz model-based adaptive control algorithm is applied to reducing the separation-induced pressure fluctuation on an airfoil and to minimizing the influence of free-stream unsteadiness in a 2D channel flow. Table 1.3 summarizes the closed-loop flow control applications.

Regardless of its control methodology, each approach shares several key challenges that are highlighted especially in flow control applications. First, nonlinearities should be properly quantified and addressed to avoid control failure. Although some nonlinear-modeling approaches have been adopted in flow control problems, most control laws are based on linear plant models, which are valid only within some bounds around the set point. The major nonlinearities in flow control applications lie in the nonlinear flow dynamics, which are subject to flow conditions such as Reynolds number and flow topology and the actuator’s nonlinear behavior. Second, the high dimensionality intrinsic to flow dynamics hinders the model identification or reduction as well as the choice of sensors and actuators. The sensor efficiency and control authority can be highly dependent on the flow structure and should be assessed accordingly to achieve a control objective. Finally, a control scheme should be robust for uncertainties in both dynamics and measurement. In practice, all these challenges can coexist and interact.
<table>
<thead>
<tr>
<th>Study</th>
<th>Controller and actuator</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ahuja and Rowley (2008)&lt;sup&gt;71&lt;/sup&gt;</td>
<td>Balanced truncation model, LQR, observer with force measurement</td>
<td>Stabilization of vortex shedding of low-Re 2D wing</td>
</tr>
<tr>
<td>Deb et al. (2007)&lt;sup&gt;76&lt;/sup&gt;</td>
<td>Nonlinear synthetic-jet model and its adaptive inverse, LQR</td>
<td>High-angle-of-attack separation control</td>
</tr>
<tr>
<td>Cortelezzi et al. (1997)&lt;sup&gt;80&lt;/sup&gt;</td>
<td>Closed-form nonlinear controller, reduced-order model with vortex model</td>
<td>Confine the 2D flat-plate wake in a recirculating bubble</td>
</tr>
<tr>
<td>Fagley et al. (2009)&lt;sup&gt;69&lt;/sup&gt;</td>
<td>POD + artificial neural network – autoregressive exogenous (ANN-ARX) identification</td>
<td>Wake control of a 2D circular cylinder</td>
</tr>
<tr>
<td>Pindera (2002)&lt;sup&gt;75&lt;/sup&gt;</td>
<td>Plant-inverse controller with nonlinear autoregressive with exogenous inputs -artificial neural network (NARX - ANN)</td>
<td>Multiple actuators capable of suction and blowing</td>
</tr>
<tr>
<td>Ito and Ravindran (1996)&lt;sup&gt;81&lt;/sup&gt;</td>
<td>Reduced basis method, optimal control</td>
<td>Elimination of the recirculating zone on the NACA 0012 airfoil</td>
</tr>
<tr>
<td>Tadmor et al. (2004)&lt;sup&gt;82&lt;/sup&gt;</td>
<td>Empirical Galerkin method (Karhunen-Loève decomposition)</td>
<td>Suppression of vortex shedding behind a circular cylinder</td>
</tr>
<tr>
<td>Muse et al. (2009)&lt;sup&gt;74&lt;/sup&gt;</td>
<td>Low-order vortex model, LQR + output feedback adaptive control</td>
<td>Vertical position control of a 2D wing</td>
</tr>
<tr>
<td>Tian et al. (2006)&lt;sup&gt;78&lt;/sup&gt;</td>
<td>ARMARKOV disturbance rejection algorithm</td>
<td>Suppression of pressure fluctuation on the airfoil surface</td>
</tr>
<tr>
<td>Santillo et al. (2007)&lt;sup&gt;79&lt;/sup&gt;</td>
<td>ARMARKOV disturbance rejection algorithm</td>
<td>Suppression of flow-speed fluctuation in a 2D channel</td>
</tr>
</tbody>
</table>
1.8 Scope of the dissertation

The rest of the dissertation consists of 3 Chapters.

In Chapter 2, the design and modeling issues of the DBD actuators are investigated using the surrogate modeling technique. First, the sensitivity of the actuator performance to the selected material and operational parameters is studied for the 2-species helium chemistry. Specifically, the positive-to-negative polarity ratio and frequency of the applied voltage and the dielectric constant of the insulator are chosen as design variables. The objective functions are force generation and power consumption. Some key features of charge, electric field and force evolutions are explored by Pareto front analysis to achieve possible optimal conditions. Furthermore, global sensitivity analysis formulates parametric dependencies. Second, the surrogate modeling techniques are also applied to improve the fidelity of the bilinear body force model, while maintaining the computational efficiency.

In Chapter 3, the feedback control of low-Reynolds number unsteady aerodynamics is explored for a rectangular wing with the SD7003 geometry at $Re = 300 \sim 1000$. In order to understand the underlying physics, open-loop flow control with different wing aspect ratios, actuation positions and Reynolds numbers is investigated first. Then, some identification techniques – impulse response test, recursive least squares$^{83}$ and real zero identification$^{84}$ – are applied to estimate system parameters of the flow-actuator system at different flow conditions. The retrospective cost adaptive control algorithm is used to achieve disturbance rejection control. The disturbance stabilization mechanisms and non-linearity issues such as variation of system parameters are also studied.

Finally, Chapter 4 is devoted to the summary and conclusions of this study. In this chapter, the outcome and findings of this study are clarified and linked, and contributions are addressed. The surrogate-based parametric study of the DBD actuator not only extends to the investigation of optimal conditions but also bridges the gap between first-principle based simulations and the cost effective reduced-order model. The adaptive control of the flow-actuator system achieves the stabilization of unsteady aerodynamics,
illuminates the interplay between DBD actuation and flow dynamics, and suggests the design guidelines to enhance control performance. Furthermore, the issues relevant to the closed-loop control of unsteady low-Reynolds number aerodynamics of the high-angle-of-attack wing are discussed in detail. In addition, conceivable future works led by the current study are suggested.
CHAPTER 2
SURROGATE-BASED PARAMETRIC STUDY OF DBD ACTUATOR

2.1 Design and modeling issues with DBD actuator

As an active flow control device, the performance efficiency of the DBD actuator, such as force generation per power consumption, should be adequate for practical purposes. Moreover, considering the limited control authority of the DBD actuator, designing an optimized actuator is critical. The design process requires an understanding of design variables, a valid design space defined by constraints and parametric relations between design variables and objectives.

The design variables for the DBD actuator belong to three categories: geometric, operational, and material parameters. For the conventional DBD actuator setup, the geometric parameters include the dimensions and geometry of the electrodes, the distance between the electrodes, and the thickness of the insulator. The operational parameters are characteristics of the applied voltage, such as voltage amplitude, waveform – most commonly, sinusoids and pulses – and frequency. Finally, the material parameters are the dielectric constant of the insulator and electrode materials.

Some features of the relation between the DBD parameters and actuation performance can be found in other studies. For example, force generation or induced velocity is directly proportional to voltage, frequency, and rate of voltage change\(^{47-49, 85}\). Materials with a larger dielectric constant (\(\varepsilon_d = 30\) compared to \(\varepsilon_d = 2\)) are observed to produce larger forces due to the increase in electric field strength and plasma volume at the cost of...
increased power\textsuperscript{49}. In a similar manner, a thinner dielectric material induces higher flow velocity until the electric field is high enough to produce filamentary discharge, which causes smaller momentum transfer to the neutral flow\textsuperscript{47}. Abdoli \textit{et al.} (2008)\textsuperscript{86} investigate the effect of the direction and effective region of the plasma actuator on the efficiency of airfoil separation control by using constant electric field and dimensional analysis. As reviewed by Moreau (2007)\textsuperscript{12}, various factors such as type of discharge, number of actuators, geometry and voltage input have been investigated by many research groups with the idea of enhancing the performance of actuators in flow control applications.

In this study, surrogate modeling techniques\textsuperscript{54, 87} are used to explore the parametric characteristics of the DBD actuator. The study focuses on understanding the effect of three chosen parameters – the waveform and frequency of the applied voltage and the dielectric constant of the insulator – on the DBD actuator performance characterized by power input and force generation in the flow direction using surrogate models. The main objective is to understand the impact of those variables which have significant interaction. The accuracy of each surrogate model for this application is also addressed and the surrogate models with reasonable accuracy are shown to contribute to successfully refining the design space, resolving the region of interest with higher accuracy.

For the DBD simulations, the fluid plasma model\textsuperscript{38} is used to generate the performance data – force generation and power consumption. To simplify the problem, the 2-species helium gas chemistry is adopted. Furthermore, only the effects of the selected parameters are investigated, while other variables known to have significant impact (such as geometry) are treated as fixed. Error and performance of the various surrogate models for this application are also discussed in detail. Once a satisfactory modeling approach is established, the scope of the model can be extended to cover air chemistry as well as other geometric and operating parameters.

On the other hand, the design process should incorporate the application to the flow of interest. Not only the operational efficiency of the actuator but also the performance gains of the flow-actuator system need to be assessed appropriately. As described earlier, the numerical flow simulation with DBD actuation requires a cost-effective actuator model.
For example, the bilinear body-force model\textsuperscript{37} simplifies the quasi-steady DBD body force with the constant charge density confined in the bilinear electric field. Even with the aggressive simplification, the bilinear model captures the key features of the induced flow field with reasonable accuracy. However, since the model only involves the applied voltage, actuator size and electrode gap as DBD parameters, its application is limited.

In order to overcome these limitations and address the issues with reduced-order modeling, the surrogate modeling techniques are applied to develop an approximate body-force model that can bridge the first principle-based model and the flow control applications. The sampled data, parametric exploration and design guidelines provided by the surrogate modeling methodology in the first part of the chapter are employed in the later part to develop the approximate body-force model.

### 2.2 Surrogate modeling methodology

A common modeling procedure based on surrogate models is shown in Figure 2.1.

![Figure 2.1 Surrogate-based modeling procedure.](image)
An engineering design can be defined by specifying design variables, the design space – i.e., design variable constraints – and objective functions. Once a design problem is established, design points (or sampling points) are obtained through the design of experiments. Then, the objectives are obtained through numerical or experimental simulations for the design points. For most engineering problems, this process is the most time-consuming part of the procedure. The data sets of design points and objectives are then used to train multiple surrogate models. After examining the fitting quality of surrogates using pertinent error measures, sometimes including additional test points, further analysis can be performed, or the design space can be refined by repeating the whole process. In the following sections, each process is presented in detail.

### 2.2.1 Design of experiments

The surrogate-based modeling constructs surrogate models based on a set of design points and simulation results for these points. Due to the significant cost of most high-fidelity simulations, the number of design points is limited by computation resources. As a result, an efficient sampling strategy is required to cover the entire design space as well as to avoid missing the region of interest. The design of experiments is the sampling scheme for a given design space.

Since the characteristics of the design space – the dimension, shape of the boundary, and the gradients of the objective functions – are highly problem-dependent, no single design of experiments can be universally best. There are several popular approaches among which are the three methods used in this study: face-centered composite design (FCCD), Latin hypercube sampling (LHS), and distance-based design.

For a hypercube that represents a normalized design space, FCCD samples a design point at each vertex, and the center of each face and the cell, resulting in \(2N+2^N+1\) points for \(N\)-dimensional space (or \(N\)-design variables). Compared to other designs, this approach populates more points on the boundaries of the design space. As a result, it provides a better resolution on the bounds, which is beneficial for problems that have a region of interest, such as the maximum, minimum and high gradient of objective functions, near the bounds. However, since the number of vertices increases exponentially as the
Dimensionality of the problem grows, this approach is not efficient and becomes prohibitive for higher-dimensional design space.

LHS\textsuperscript{88}, on the other hand, divides the axes of design variables into the same number of strata, and a stratum of each axis is assigned one design point, so that each design variable has a uniform probability of sampling within the bounds. Since this approach ensures the even distribution of design points along each dimension of the design space, high dimensional design space can be filled efficiently with a given number of samplings.

Distance-based design\textsuperscript{58} distributes sampling points to minimize the volume of the void space. Starting from a reference point, one can sequentially add the next point by maximizing the minimum Euclidean distance between the sampling points. This approach provides design points evenly filling the design space, which can be especially beneficial when the geometry of the design space is complex with irregular boundaries.

The schematics of the aforementioned design of experiments are shown in Figure 2.2.

![Figure 2.2 Design of experiments.](image)

### 2.2.2 Surrogate models

a. Polynomial response surface (PRS): The polynomial response surface approximation of a function $y(x)$ is
\[ \hat{y}(x) = \sum_i b_i f_i(x) \]  

(2.1)

where \( b_i \) is the estimated value of the coefficient associated with the \( i^{th} \) basis function.

The coefficient vector \( b \) is obtained by minimizing the error in the approximation (given by \( e(x) = y(x) - \hat{y}(x) \)) at \( k \) sampled design points in a least square sense as

\[ b = \left( X^T X \right)^{-1} X^T y \]  

(2.2)

where \( X \) is the matrix of basis functions and \( y \) is the vector of responses of the design points.

b. Kriging (KRG): Kriging estimates the value of an objective function \( y(x) \) at design point \( x \) as the sum of a linear polynomial trend model \( \sum_i \beta_i f_i(x) \) and a systematic departure \( Z(x) \) representing low frequency (large scale) and high frequency (small scale) variations around the trend model.

\[ \hat{y}(x) = \sum_i \beta_i f_i(x) + Z(x) \]  

(2.3)

The systematic departure components are assumed to be correlated as a function of distance between the locations under consideration. There are various correlation functions such as Gaussian, linear exponential, cubic and spherical. Gaussian is the most commonly used correlation function\(^{59, 60} \).

\[ C(Z(x), Z(s), \theta) = \prod_i \exp \left( -\theta_i (x_i - s_i)^2 \right) \]  

(2.4)

The parameters \( \beta_i \) and \( \theta_i \) are obtained using maximum likelihood estimates. In addition, the linear correlation function is also used. The Kriging software developed by Lophaven et al. (2002)\(^{60} \) is used to construct a Kriging model.
c. Radial basis neural network (RBNN): For radial basis neural networks, the objective function is approximated as a weighted combination of responses from radial basis functions (also known as neurons).

\[ \hat{y}(\mathbf{x}) = \sum_{i=1}^{N_n} w_i a_i(\mathbf{x}) \]  

(2.5)

where \( N_n \) is the number of neurons, \( a_i(\mathbf{x}) \) is the response of the \( i^{th} \) radial basis function at design point \( \mathbf{x} \) and \( w_i \) is the weight associated with \( a_i(\mathbf{x}) \). Usually, a Gaussian function is used for radial basis function \( a(\mathbf{x}) \) as

\[ a(\mathbf{x}) = \exp\left(-b \| \mathbf{s} - \mathbf{x} \| ^2 \right) \]  

(2.6)

where \( b \) is inversely related to a user defined parameter “spread constant” that controls the response of the radial basis function \(^{61,89}\). A higher spread constant would cause the response of neurons to be very smooth and very high spread constant would result in a highly non-linear response function. Typically, the spread constant is selected between zero and one. The number of radial basis functions (neurons) and associated weights are determined by satisfying the user defined error “goal” on the mean square error in approximation, which is done by using the native neural networks Matlab toolbox\(^{90}\).

d. PRESS weighted-average surrogate (PWS): Although one surrogate can outperform the others in terms of error measures, a better representation of the whole design space with the surrogate is not guaranteed. It is always possible that one surrogate with poorer global error measures can approximate some regions better than others. PWS is used to minimize the uncertainty associated with choosing the best surrogate by blending multiple surrogates together. The surrogate model is defined as

\[ \hat{y}_{PWS}(\mathbf{x}) = \sum_{i=1}^{N_{sm}} w_i(\mathbf{x})\hat{y}_i(\mathbf{x}) \]  

(2.7)

where \( N_{sm} \) is the number of surrogate models, \( \hat{y}_{PWS}(\mathbf{x}) \) is the predicted response of the weighted average of the surrogate models, \( \hat{y}_i(\mathbf{x}) \) is the predicted response by the \( i^{th} \) surrogate model.
surrogate model, and \( w_i(x) \) is the weight associated with the \( i^{\text{th}} \) surrogate model at design point \( x \). Furthermore, the sum of the weights must be such that, if all the surrogates coincide, \( \hat{y}_{PWS}(x) \) should be equal to one of them. Weights are determined as follows:

\[
E_{\text{avg}} = \frac{1}{N_{sm}} \sum_{i=1}^{N_{sm}} E_i; \quad \beta < 0, \quad \alpha < 1
\]  

(2.8)

\[
w_i = \frac{(E_i + \alpha E_{\text{avg}})^{\beta}}{\sum (E_i + \alpha E_{\text{avg}})^{\beta}}
\]  

(2.9)

where \( \alpha = 0.05 \) and \( \beta = -1 \) are used, and \( E_i \) is the global data-based error measure for \( i^{\text{th}} \) surrogate model. The error measure is substituted with the square root of the predicted residual sum of squares (PRESS), which is defined in the next section. This weighting scheme is used with polynomial response surface (PRS), Kriging (KRG) and radial basis neural networks (RBNN) approximations such that,

\[
\hat{y}_{PWS} = w_{PRS}\hat{y}_{PRS} + w_{KRG}\hat{y}_{KRG} + w_{RBNN}\hat{y}_{RBNN}
\]  

(2.10)

The SURROGATES toolbox\(^9\) is used for the implementation.

Figure 2.3 shows an example of fittings with different surrogate models.

![Figure 2.3 Surrogate models.](image-url)
2.2.3 Error estimations and design space refinement

Since the surrogate representation is a significant model reduction from high-fidelity simulations, error estimation is a critical process for assessing the reliability of a surrogate model. Furthermore, since not the true model but only a set of sampled relations is known, the global error – the sum of the differences between the actual function and the surrogate prediction – can only be estimated. Among several popular error measures, the root mean square error for test points and the square root of predicted residual sum of squares (PRESS) are used. When simulation results for test points other than the design points are available, the prediction quality of a surrogate model can be assessed by calculating the root mean square of the differences between the test results and predictions.

When test points are not available or limited, PRESS can estimate the prediction error based on the set of design points. Instead of using all design points to train a surrogate, we can leave one point out for a test point and construct a surrogate model using a set with the other design points. By doing this for all the design points and summing the prediction error with respect to the left-out point, the global prediction error can be evaluated. In other words, PRESS can be calculated as follows.

\[
PRESS = \frac{1}{N_x} \sum_{i=1}^{N_x} (y_i - \hat{y}_i^{(-i)})^2
\]  

(2.11)

where \( \hat{y}_i^{(-i)} \) represents the prediction at \( x^{(i)} \) using the surrogate constructed using all sample points except \( (x^{(i)}, y_i) \). Compared to other error measures, such as the standard deviation of the prediction error and the adjusted coefficient of multiple determination for PRS, which are based on the fitting quality, PRESS provides a more reliable prediction measure of a surrogate model.

The poor error measures for all the surrogates indicate the performance deficiency of the given surrogate models. This deficiency could be caused either by the lack of design points or by the excessive design space size. The fidelity of a surrogate can be highly dependent on the sampling density in the design space. Although the appropriate number
of design points for a design space should be determined by the complexity of objective functions, it is rarely known a priori. Hence, considering the simulation cost, it can be more efficient to start from a design with coarser samplings and increase the prediction accuracy by refining the design space, especially the region of interest.

Design space refinement leads to a new modeling procedure. However, the bounds for the new design space can be more efficiently chosen based on the original surrogate outcomes. In order to investigate the regions of interest with the desired accuracy, the surrogate-based design can consist of multiple levels of iterative refinements.

2.2.4 Pareto front

One of the critical issues in engineering design problems is to uncover the optimal set of design variables that results in the best performance of the objectives, such as maximum force generation, minimum aerodynamic drag and minimum impact of disturbances. Furthermore, the design goal, in most cases, incorporates multiple objectives. An example of such a goal can be to design a flow control device that maximizes aerodynamic lift over drag of a wing with minimum power consumption. Since it is highly probable that one design cannot achieve the best performance for all objectives at the same time, most practical design processes involve a compromise of multiple objectives – improvement of one objective at the cost of the other. As a result, it is important to locate not just a single parameter set that enhances one performance or the other, but parameter combinations that are candidates for being the optimal set, depending on the operation need.

The Pareto front (also known as Pareto-optimal solutions) is a hyperplane ($n-1$ dimensional geometry in $n$-dimensional space) that is composed of a set of design points that are not dominated by any other design. A design is dominated by another if it is no better in any of the objectives and worse in at least one objective.

2.2.5 Global sensitivity analysis

A surrogate model $f(x)$ of a square integrable objective as a function of a vector of independent input variables $x$ in domain $[0, 1]$ is assumed and modeled as uniformly
distributed random variables. The surrogate model can be decomposed as the sum of functions of increasing dimensionality as

\[
f(x) = f_0 + \sum_i f_i(x_i) + \sum_{i<j} f_{ij}(x_i, x_j) + \cdots + f_{12\ldots N}(x_1, x_2, \ldots, x_N)
\]  

(2.12)

where \( f_0 = \int_0^1 f \, dx \). If the following condition

\[
\int_0^1 f_{i_1\ldots i_s} \, dx_k = 0
\]

(2.13)
is imposed for \( k = i_1, \ldots, i_s \), then the previous decomposition is unique. In the context of global sensitivity analysis, the total variance denoted as \( V(f) \) can be shown to be equal to

\[
V(f) = \sum_{i=1}^{N_x} V_i + \sum_{i=s, j \neq N_x} V_{ij} + \cdots + V_{12\ldots N_x}
\]

(2.14)

where \( V(f) = E\left( (f - f_0)^2 \right) \) and each of the terms represents the partial contribution or partial variance of the independent variables \( V_i \) or set of variables to the total variance and provides an indication of their relative importance. The partial variances can be calculated using the following expressions:

\[
V_i = V\left( E\left[ f \mid x_i \right] \right)
\]

\[
V_{ij} = V\left( E\left[ f \mid x_i, x_j \right] \right) - V_i - V_j
\]

\[
V_{ijk} = V\left( E\left[ f \mid x_i, x_j, x_k \right] \right) - V_{ij} - V_{ik} - V_{jk} - V_i - V_j - V_k
\]

(2.15)

and so on, where \( V \) and \( E \) denote variance and expected value respectively. Note that \( E\left[ f \mid x_i \right] = \int_0^1 f_i \, dx_i \) and \( V\left(E\left[f \mid x_i \right]\right) = \int_0^1 f_i^2 \, dx_i \). Now, the sensitivity indices can be computed corresponding to the independent variables and set of variables. For example, the first and second order sensitivity indices can be computed as
Under the independent model inputs assumption, the sum of all the sensitivity indices is equal to one. The first order sensitivity index for a given variable represents the main effect of the variable, but it does not take into account the effect of the interaction of the variables. The total contribution of a variable to the total variance is given as the sum of all the interactions and the main effect of the variable. The total sensitivity index of a variable is then defined as

$$S_i = \frac{V_i}{V(f)}$$

$$S_{ij} = \frac{V_{ij}}{V(f)}$$ (2.16)

where

$$S_{total}^i = \frac{V_{total}^i}{V(f)}$$ (2.17)

$$V_{total}^i = V_i + V_{i,z}$$ (2.18)

where $V_i$ is the partial variance of the objective with respect to $x_i$ and $V_{i,z}$ is the measure of the objective variance that is dependent on interactions between $x_i$ and $Z$. Similarly, the partial variance for $Z$ can be defined as $V_z$. Therefore the total objective variability can be written as

$$V = V_i + V_z + V_{i,z}$$ (2.19)

The above expressions can be easily computed using Gaussian-quadrature points for numerical integration of different partial variance terms. The SURROGATES toolbox is used for the implementation.

### 2.3 2-species fluid plasma model for DBD actuator

#### 2.3.1 Governing equations

The set of governing equations used in modeling the DBD actuator are the continuity and momentum equations derived from the Boltzmann equation and the electric field
equation derived from the Maxwell’s equations. Since the atmospheric pressure is high enough to assume local thermodynamic equilibrium, the fluid model is reasonably accurate and the local electric field density can be used to approximate the phenomena related to the collision processes – ionization/recombination, diffusion and drift - instead of solving the energy equation\textsuperscript{92}. Governing equations are given as Eqs. (2.20)-(2.23) for two species - $He^+$ (subscript $p = i$) and electron (subscript $p = e$).

\begin{equation}
\frac{\partial n_p}{\partial t} + \nabla \cdot (n_p \mathbf{u}_p) = n_e S_{ie} - r n_i n_e \tag{2.20}
\end{equation}

\begin{equation}
n_p \mu_p \mathbf{E} - \nabla (n_p D_p) = n_p \mathbf{u}_p \tag{2.21}
\end{equation}

\begin{equation}
\nabla \cdot (\varepsilon_d \mathbf{E}) = \frac{q_i n_i - q_e n_e}{\varepsilon_0} \tag{2.22}
\end{equation}

where $n_p$ is the particle number density, $\mathbf{u}_p$ is the species drift velocity, $S_{ie}$ and $r$ are the ionization and recombination rate coefficients, and $\mu_p$ and $D_p$ are the mobility and diffusivity of charged particles, respectively. $\mathbf{E}$ is the electric field, $q$ is the electric charge of one species particle, and $\varepsilon_0$ and $\varepsilon_d$ are the permittivity of the vacuum and the insulator, respectively.

Eq. (2.21) is the well-known drift-diffusion equation, which is valid also for ions in high pressure (atmospheric regime) discharge. To solve this set of equations, the source terms are handled with the 4\textsuperscript{th} order Backward Differentiation Formula (BDF) and the Poisson equation with the algebraic multigrid method, and the second-order central difference and upwind methods are employed for the diffusion and convection terms respectively\textsuperscript{38,93,94}. The charged particle densities and electric field are coupled by solving the Poisson equation between the predictor and corrector steps where the first order source splitting is used\textsuperscript{38}. The coefficients of gaseous properties of helium regarding particle collisions and ionization/production are obtained from McDaniel (1964)\textsuperscript{33}, Mitchner and Kruger (1973)\textsuperscript{34} and Ward (1962)\textsuperscript{95}. 
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Figure 2.4 Geometry and applied voltage for the DBD actuator simulation.

The computational domain with the actuator geometry is presented in Figure 2.4. The insulator thickness $h_d$ is set as 5 mm, and the upper electrode length $l_{eu}$ and lower electrode length $l_{el}$ are 2 mm, which is the same as the gap distance $d_e$. The applied voltage to the upper electrode is a modified sinusoidal wave with the fixed amplitude of 1 kV and variable positive-to-negative half cycle ratio $r_f$. Boundary conditions for the charge species on the dielectric surface are set to satisfy the current continuity that allows for the accumulation of particles, and only electrons can be absorbed into the upper electrode without secondary emission. Gas pressure of helium is set as 300 mmHg, and the ion temperature is 300 K. The electron temperature is calculated as a function of the local electric field strength using a local field approximation approach.$^{38}$
2.3.2 Model assessment

The performance of a DBD actuator is subject to various factors such as the insulator material, actuator geometry and waveform of the applied voltage. Furthermore, the fact that most of the experiments are based on air hinders the validation of the current numerical model, which adopts the simplified helium chemistry. Although the purpose of this study is not a quantitative comparison but a preliminary parametric survey, it is necessary to assess the fidelity of the result. The 1-dimensional simulation of DBD using the current model is consistent with other numerical and experimental work that uses helium as the operating gas\textsuperscript{38}. In addition, some characteristic features of DBD such as surface charge evolution, dependency of force on the applied voltage, and electric current time evolution, can be compared for the purpose of a qualitative validation of the current model.

In Table 2.1, three different models from other studies are presented for comparison with the current model. Although every model adopts a conventional DBD actuator setup, such as asymmetrically positioned electrodes and the sinusoidal waveform of applied voltage, there exist diversities in geometric dimensions, operating gas and other parameters. Compared to other models, the current model features a thicker insulator relative to the electrodes, as well as lower voltage, which results in a comparatively weaker electric field as well as lower particle densities. Also the effects of negative ions are absent in the current model due to the choice of a simplified helium chemistry.
<table>
<thead>
<tr>
<th>Models</th>
<th>Geometry</th>
<th>Operating parameters</th>
<th>Chemistry</th>
</tr>
</thead>
<tbody>
<tr>
<td>The current model (numerical)</td>
<td><img src="image1.png" alt="Diagram" /></td>
<td>$\varepsilon_d$ 4.5</td>
<td>2 species helium</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$f_v$ 5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$V_{app}$ 0.25~2.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>&lt; case for Figure 2.5</td>
<td></td>
</tr>
<tr>
<td>Van Dyken et al. (2004) (experimental)</td>
<td><img src="image2.png" alt="Diagram" /></td>
<td>2.9~3.9 5</td>
<td>Air</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1~6</td>
<td></td>
</tr>
<tr>
<td>Enloe et al. (2008) (experimental)</td>
<td><img src="image3.png" alt="Diagram" /></td>
<td>6 5 7</td>
<td>Air</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&lt; case for Figure 2.6</td>
<td></td>
</tr>
<tr>
<td>Unfer et al. (2008) (numerical)</td>
<td><img src="image4.png" alt="Diagram" /></td>
<td>4 8 8</td>
<td>3 species air</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&lt; case for Figure 2.7</td>
<td>air, positive ion,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>negative ion and e⁻</td>
</tr>
</tbody>
</table>
As shown in Figure 2.5, the current model predicts power-law dependency of force generation on the amplitude of the applied voltage. The resultant force normal to the surface $F_y$ of the current model is compared to the experimental work of Van Dyken et al. (2004). Despite the difference in species dynamics between helium and air, as well as the range of applied voltage, the power of 2.7 is comparable with the experimental result with the power of 3.1.

![Figure 2.5 Force dependency on the applied-voltage amplitude.](image)

Since the electric potential and the actuator dynamics are characterized by the charge accumulation on the dielectric surface as well as the applied voltage, the surface charge evolution represents a key aspect of the overall mechanism. In Figure 2.6, the surface potential distribution is compared with the experimental result for four different time instants that are evenly spaced over one period of a cycle. The upper or exposed electrode exists at the left of zero and the $x$-coordinate indicates the distance from its edge, which is limited to 6mm for the current model. There are noticeable differences in geometry, frequency, amplitude of applied voltage, and operating gas between cases as summarized in Table 2.1. Nevertheless, qualitative observations for various investigations can be made. For example, when the applied voltage is near zero, the accumulated charges,
especially electron at $t/T = 0$ and ion $t/T = 0.5$, show similar residual potential distributions. This demonstrates that the charge transfer mechanism predicted by the current model is reasonable. Furthermore, despite the restricted computational domain, the potential evolution – especially near the upper electrode edge – coincides qualitatively with experiments throughout the cycle.
In Figure 2.7, the time history of electric current is compared to Unfer et al. (2008)\textsuperscript{35}. The smaller current and absence of the peaks can be mostly explained by the electric current calculation which only reflects charge flux through the upper electrode as defined in Table 2.1 and the lower magnitude of the applied voltage in the current study. However, there are similarities between the current time histories, especially the instants where the maximum current occurs and the discharge of the positive half cycle ends. Although the current model with reduced helium chemistry does not capture all the features shown in
air applications, the characteristics of the overall discharge process and the evolution of the charged species are in qualitative agreement with other studies.

(a) current DBD model

(b) reproduced from Unfer et al. (2008)

Figure 2.7 Time history of the electric current.
It should be noted here, that only a qualitative comparison is presented and hence no attempt was made to match the experimental parameters consistently in this study. The current work, however, is meaningful as a framework for developing an efficient flow control strategy and it can be directly applied to the extended air chemistry and different geometric/operating conditions. Also, the qualitative consistency of the results sheds light on further design refinement as well as characterizing parametric correlations in different chemistries.

2.4 Background study about DBD actuator

2.4.1 Evolution of plasma structure in DBD actuation

In order to understand the plasma dynamics and resultant force generation, a case with the 1 kV amplitude 5 kHz frequency sinusoidal voltage is analyzed. The time- and space-evolution of the discharge structure delivers insights into the force generation mechanism and parameters that may influence the actuation performance.

The discharge mechanism of the DBD actuator is characterized by the time-varying applied electric potential insulated by the dielectric material as well as the reaction mechanism and transport dynamics of the charged particles. The local strength of the electric field determines the rate of the ionized particle generation. Depending on the polarity of the exposed electrode, the electrons and negative or positive ions are attracted to or repelled from the electrode. Moreover, it is known that the charged particles deposited on the insulator at some time instant limit the discharge by counterbalancing the applied electric potential. Since the force generation is determined by the net charge density and electric field, the evolution of the features described above is critical to assess the performance of the DBD actuator.
(a) domain-averaged ion number density over time

(b) instantaneous snapshots of the ion density [$\times 10^{15}/m^3$] at different instants over a cycle

Figure 2.8 Ion density evolution for one voltage cycle (5 kHz, 1 kV actuation).
Figure 2.8 shows the evolution of the domain-averaged ion density and contour snapshots corresponding to 10 different time instants. As the applied voltage increases, the ion density decreases and reaches its minimum at C, when the voltage starts to decrease. During this part of the cycle, ions move away from the exposed electrode that is charged positively, and they are deposited on the dielectric surface. As the voltage decreases at instants D, E and F, the surface charge build-up is decelerated and the electric potential generated by the built-up ions releases ions, resulting in a density increase. After reaching the maximum ion density between F and G when the negative exposed-electrode facilitates the charge release process from the dielectric surface, the ion density decreases to the equilibrium value where the ion release is balanced with the ion absorption through the exposed electrode.

The time history of the domain-averaged \(x\)-directional force and contour snapshots for the same case are shown in Figure 2.9. The average force consists of positive and negative parts, which correspond to the positive and negative half-cycles, respectively. In Figure 2.9(b), the positive force region in B, C and D (the region on the right dielectric surface), and the negative force regions in F, G and H (the regions near the exposed-electrode edge and on the left dielectric surface) are the regions where the ion density is high, which indicates that ions contribute mostly to the \(x\)-directional force generation. In the negative half-cycle of F, G and H, there is a region on the right dielectric surface with a positive \(x\)-directional force. This region is where the electron is deposited. Similar to ions in the first half-cycle, electrons accumulate in the second half-cycle, resulting in a polarity reversal at the end of the cycle. As a result, the negative average \(x\)-directional force at the end of the second half-cycle is choked. Since electrons deposit much faster than ions due to their higher mobility, this limiting process is more noticeable at the plateau region around I in the force time history.
(a) domain-integrated $x$-directional force ($F_x$) variation in time

(b) instantaneous snapshots of the $F_x$ field [N/m$^3$] at different instants over a cycle

Figure 2.9 Force evolution for one voltage cycle (5 kHz, 1 kV actuation).
In summary, the discharge limiting process due to charged particle accumulation is important in force generation. Specifically, the mobility disparity between ions and electrons results in different accumulation rates and force variations for two half-cycles. Considering the time-averaged impact of the force variation on the neutral fluid, this asymmetry in the force history is critical to the actuator performance. In the following sections, the impacts of the voltage frequency and dielectric constant on the force evolution are presented as examples of operational and material parametric effects.

2.4.2 Effects of voltage frequency

The voltage frequency is one of the operational parameters that influence the discharge process. In Figure 2.10, the time histories of the domain-integrated $x$-directional force, and electron and ion number densities are compared for two different frequencies of 5 and 20 kHz. As shown in Figure 2.10(a) and (b), the increased frequency provides a shorter time for ionization at each half-cycle, which means less ionization. In addition, the charge accumulation rate is lower in the normalized time scale with the higher frequency, resulting in the slower electron saturation at the end of the second half-cycle. Since the electron saturation is related to the discharge limiting, the case with higher frequency allows for the longer second-half or negative discharge in normalized time. As a result, the higher voltage frequency results in delayed and intensified negative force generation, as shown in Figure 2.10(c), which decreases the time-averaged force generation.

The time and domain averaged $x$-directional force for different voltage frequencies is shown in Table 2.2. For the test conditions, the average force decreases as the frequency increases.
(a) domain-averaged electron number density

(b) domain-averaged ion number density

(c) domain-integrated x-directional force

Figure 2.10 Impact of the applied voltage frequency.
Table 2.2 Time-averaged domain-integrated x-directional force with the voltage frequency.

<table>
<thead>
<tr>
<th>Frequency (kHz)</th>
<th>$F_{x,ST}$ (mN/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.0125</td>
</tr>
<tr>
<td>10</td>
<td>0.0095</td>
</tr>
<tr>
<td>20</td>
<td>0.0059</td>
</tr>
</tbody>
</table>

2.4.3 Effects of dielectric constant

The dielectric constant is the permittivity ratio between a material and a vacuum, meaning the degree of polarization of the material for a given electric field. Under the same applied electric field, a material with a higher dielectric constant results in the decrease of the electric field and higher charge storage in the material. Since the ability of transmitting an electric field is determined by this constant, it also affects the electric field near the dielectric surface of the DBD actuator. Some materials with different dielectric constants are shown in Table 2.3. In this study, two different dielectric constants of $\varepsilon_d = 1.0$ and $30$ are used for the DBD simulation while keeping the voltage and its frequency to $1$ kV and $20$ kHz, respectively. Although it may not be feasible to adopt insulators with those values of dielectric constant, the simulations shed light on the impact of the constant.

Table 2.3 Dielectric constant of materials (at $25$ °C, $10$ kHz).

<table>
<thead>
<tr>
<th>Material</th>
<th>Air</th>
<th>Plasticell$^{99}$ (polyvinyl chloride)</th>
<th>Glass-epoxy$^{48}$</th>
<th>Alumina</th>
<th>Thallium bromide$^{99}$</th>
<th>Barium titanite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dielectric constant</td>
<td>1.00054</td>
<td>1.04</td>
<td>5.2</td>
<td>10</td>
<td>30.3</td>
<td>1200</td>
</tr>
</tbody>
</table>

In Figure 2.11, the time histories of domain-integrated x-directional force and snapshots of the force density contours are shown. Compared to $\varepsilon_d = 1$, the force history of $\varepsilon_d = 30$ has much larger force variation. Particularly, the negative peaks at $t/T = 0.7$ and $1.0$ are absent for $\varepsilon_d = 1$. The force contours at these two time instants in Figure 2.11(b) show the definite negative force regions – one near the exposed-electrode edge and the other on the
right dielectric surface – for $\varepsilon_d = 30$, which do not exist for $\varepsilon_d = 1$. This difference can be attributed to the deformation of the electric field line, and the different near-wall electric field strength and resulting charged particle movement when we change the dielectric constant.

Figure 2.11 Effect of the dielectric constant on force generation (20 kHz, 1 kV).
The electron and ion number density contours in Figure 2.12 show that the concentration of ions at $t/T = 0.7$ is distinctively high for $\varepsilon_d = 30$ near the upper electrode, which is consistent with the high-force region. On the other hand, the electron density contours show that the moments when the electron accumulation is saturated and the discharge limiting occurs are different for $\varepsilon_d = 1$ and $\varepsilon_d = 30$: $t/T = 0.7$ for the former and $t/T = 1.0$ for the later. In Figure 2.11, these moments correspond to the instant when the force plateau starts for $\varepsilon_d = 1$, and the instant when the second force dip occurs for $\varepsilon_d = 30$.

The $x$-directional electric field magnitudes ($E_x$) at different time instants are compared in Figure 2.13 as functions of the distance along the right dielectric surface from the right edge of the exposed electrode. The comparison of the two cases indicate that the higher dielectric constant results in a higher value and steeper slope of $E_x$. As mentioned, the higher dielectric constant means a higher polarization tendency and thus decreased electric potential near the wall, resulting in its higher gradient, i.e., electric field. This effect is prominent when the applied voltage reaches the positive and negative peaks at which the effect of the particle accumulation is weak. The magnitude and distribution of $E_x$ is closely related to the generation of charged particles as well as instantaneous force generation. In Figure 2.13(b), the higher peak value near the electrode ($x = 0$) at $t/T = 0.7$ for $\varepsilon_d = 30$ explains the distinctive ion generation around this region mentioned above. Moreover, the flat part of the curve starting from $x = 0.004$ m corresponds to the region where the electron accumulation is saturated.
(a) electron number density contours and electric field lines

(b) ion number density contours and electric field lines

Figure 2.12 Effect of the dielectric constant on charge densities (20 kHz, 1 kV).
There are various geometric, operational and material parameters that affect the force generation of the DBD actuator. Among them, the impacts of the lower electrode size, waveform and voltage are also discussed in Jayaraman et al. (2008)\(^{96}\). In brief, a larger
lower-electrode results in increased force peaks and average force; the variation in the waveform, specifically in the positive and negative slopes, results in the charge generation rate; the induced force increases as the voltage amplitude increases according to the power law with the exponent close to 3.

### 2.5 Parametric study of DBD actuator

#### 2.5.1 Surrogate modeling for design exploration

The observations in the previous sections imply that there are some design parameters which have non-trivial effects on the time- and domain-averaged force by affecting both the positive and the negative peak values of force evolution and asymmetry in its waveform. Among the operational and material parameters, three design variables – the dielectric constant of the insulator material $\varepsilon_d$, the frequency of the applied voltage $f_v$, and the positive-to-negative half cycle ratio $r_f$ – are chosen in this study. The bounds for each design variable are based on the choice of materials and the range of widely adopted operation conditions. The objective functions are chosen so as to represent the actuator performance, namely the average $x$-directional force ($F_{x,ST}$) in the domain and average power input to the electrodes ($P_T$). The time-averaged domain-integrated Lorentzian force acting on the charged particles is assumed to be equivalent to the body force acting on the neutral gas, especially at atmospheric pressure conditions. The actual power input to the discharge device can be calculated by considering the charge and displacement currents in the volume of the medium. For the purpose of simplicity in this study, only the charge current through the upper electrode is considered. The definitions and parameter ranges are presented in Table 2.4. Although the current investigation focuses on identifying the combination of the design variable to maximize $F_{x,ST}$ and minimize $P_T$, as will be discussed later, there are cases which produce negative $F_{x,ST}$. Therefore, the absolute value is used and one objective is chosen as minimizing $-|F_{x,ST}|$, where the minus sign is chosen for the convenience of minimizing both objective functions.
Table 2.4 Design variables, bounds and objective functions.

<table>
<thead>
<tr>
<th>Design variables</th>
<th>Bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_d$</td>
<td>Dielectric constant of the insulator $\quad 2 \leq \varepsilon_d \leq 15$</td>
</tr>
<tr>
<td>$f_v$</td>
<td>Frequency of the applied voltage $\quad 5 \leq f_v \leq 20$ [kHz]</td>
</tr>
<tr>
<td>$r_f$</td>
<td>Positive-to-negative half cycle ratio $\quad 0.5 \leq r_f \leq 1.5$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Objective functions</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-</td>
<td>F_{x,ST}</td>
</tr>
<tr>
<td>$P_T$</td>
<td>Power input for one cycle by the charge current through the upper electrode $\quad [\text{W}]$ $\quad P_T \triangleq \frac{1}{T} \int_T I (t) V_{app} (t) , dt$ where net charge flux, $\quad I (t) = \int_{x=0}^{T} { q_n (i) u_{r} (i) - q_e n_e (i) u_{r,e} (i) } , dx$ $\quad S$: gas domain area $\quad T$: period of the applied voltage</td>
</tr>
</tbody>
</table>

Since the number of sampling points is restricted by the computational cost, the design of experiments needs to be chosen carefully. In this study, a two-stage surrogate modeling process is used. In the first stage, in order to assess the entire design space, FCCD combined with LHS is used to support the design of experiments. The choice of the design of experiments relies on the observation that FCCD is efficient for second-order design in a cuboid design space by spreading the design points towards bounds, and LHS provides more space-filling points with an even chance for each design variable. Based on the outcome of the global investigation, we develop refined surrogate models focusing
on the regions of favorable DBD performance. Since the main interests in the refined regions are in the interior portion of the sub-domains, the distance-based design combined with LHS is used. Since the distance-based sampling minimizes the void of sampling in the design space, it efficiently distributes points in the refined space, whose constraints are curved surfaces in the objective space. In summary, the sampling points are chosen to characterize the entire design space, followed by a refinement study focusing on the regions of interests. The number of sampling points at each design of experiments is set to 20, which is double the number of coefficients of a 2nd order polynomial response surface representation. The refinement study will be presented in detail later.

Four different surrogate models, namely 2nd order PRS, KRG, RBNN, and PWS, are adopted in this study, and the relevant functions and parameters are presented in Table 2.5. As mentioned earlier, the weight of each model in the PWS is set to allow higher contribution to the surrogate with the smaller PRESS.

**Table 2.5 Functions and parameters for the surrogate models.**

<table>
<thead>
<tr>
<th>Surrogate model</th>
<th>Functions and parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation function: Gaussian</td>
</tr>
<tr>
<td>Kriging</td>
<td>Regression model: Polynomial</td>
</tr>
<tr>
<td></td>
<td>Initial guess of $\theta_i$: 15</td>
</tr>
<tr>
<td>Radial basis neural</td>
<td>Spread, $b$: 0.75</td>
</tr>
<tr>
<td>network</td>
<td>Goal: $\left{0.025 \times \left(\text{sample mean}\right)\right}^2$</td>
</tr>
</tbody>
</table>

Main and total effects of variables in the global sensitivity analysis are computed using the Gaussian-quadrature. In order to identify the appropriate design variables capable of promoting the two objectives – force maximization and power minimization – the Pareto optimal set is constructed by seeking a set of points that are not dominated by any other points in the objective function space. A survey of the trade-off points on the Pareto front
is accompanied by a few design space refinements based on the error statistics of the surrogate models in the original design space.

![Diagram](image)

(a) design of experiments (FCCD + LHS)  
(b) simulation results and $\varepsilon_d$ contours

(c) simulation results and $f_v$ [kHz] contours  
(d) simulation results and $r_f$ contours

**Figure 2.14 Design points in design space and objective function space – level 0.**

### 2.5.2 Design exploration

The first level design of experiments, level 0 using the combination of 15 FCCD points and 5 LHS points and the simulation result of those 20 points are presented in Figure 2.14. Although the sampled points are well distributed in the design space, the response points cluster in some parts of the response space, as shown in Figure 2.14(a), (b) and (c). As a
result it is hard to get an idea of the objective function dependency of the design variables with sufficient accuracy, but some noteworthy features can be observed from the contours. With the higher dielectric constant of the insulator both power and magnitude of force, $|F_{x,ST}|$ tend to increase. In the context of the current conditions, the lower frequency generally leads to lower power. The ratio of the first and second half cycle shows more complex effects and makes it hard to deduce any tendency.

The surrogate models are obtained using these sampled points and their PRESS errors are presented in Table 2.6. Due to the insufficient number of sampled points and their complex response, significant PRESS errors exist at this level especially in force prediction. For this case, KRG shows the best performance in predicting the force while PWS does the same for power.

**Table 2.6 PRESS of the surrogate models – level 0.**

<table>
<thead>
<tr>
<th>Objective functions</th>
<th>KRG</th>
<th>PRS</th>
<th>RBNN</th>
<th>PWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-</td>
<td>F_{x,ST}</td>
<td>$</td>
<td>0.0020 (16)*</td>
<td>0.0027 (22)</td>
</tr>
<tr>
<td>$P_T$</td>
<td>0.0032 (5.0)</td>
<td>0.0033 (5.2)</td>
<td>0.0063 (9.9)</td>
<td>0.0023 (3.6)</td>
</tr>
</tbody>
</table>

*: $(\%) \% = 100 \times \text{PRESS} / (X_{\text{max}} - X_{\text{min}})$, $X = -|F_{x,ST}|$ or $P_T$ in level 0.

In order to explore the objective function distribution corresponding to the design space, a grid with $31^3$ points evenly distributed in the whole design space is employed. Among the surrogates, the prediction points of PWS along with the design points are shown in Figure 2.15. It can be observed that the Pareto front is not continuous and there are two distinct regions that are marked with two windows and correspond to the higher magnitude of force generation. Though they both lie on the same side of the force axis due to our adopting the absolute values of the force, the one with higher power corresponds to the negative – negative $x$-direction in Figure 2.4 – force generation, and the lower to the positive. In terms of magnitude, the negative force generation is larger than the positive. Simply changing the direction of the actuator can be beneficial for maximizing the force generation. On the other hand, the region corresponding to the
positive force generation accompanies a better power efficiency. The power ratio between those two regions is about 5~6 compared to the force ratio of 2.

Figure 2.15 Design and predicted points, and Pareto front by PWS in level 0.

The mechanism of the force generation over the two half-cycles has been a subject of interest with different suggestions by researchers, such as whether it consists of two consecutive positive or positive-negative alternating patterns. It has been reported by some researchers that the dominant positive and small negative force generations for the first and second half cycles respectively exist for sinusoidal voltage excitation or pulse-mode operation. Because of the charged species with different polarities and other factors, such as geometry, it is difficult to compare the solution directly. Also, in the numerical models there are other factors such as boundary treatment, domain size and surface reaction modeling that affect the overall force generation. In the current study, there are positive and negative alternating contributions of force generation during the two half cycles, and in a certain part of design space, the negative portion exceeds the positive, resulting in a negative time-averaged force generation.
As Figure 2.15 shows, since the distribution of sampled points near the Pareto fronts are too sparse to resolve the regions of interest properly, two windowed regions are used as the constraints for design space refinement.

Level 1-1, low power region: 
\[-0.009 \leq -F_{x,ST} \leq -0.005 \quad [\text{mN/m}]\]
\[0 \leq P_T \leq 0.02 \quad [\text{W}]\]

Level 1-2, high power region: 
\[-0.014 \leq -F_{x,ST} \leq -0.009 \quad [\text{mN/m}]\]
\[0.05 \leq P_T \leq 0.07 \quad [\text{W}]\]

The design variable constraints corresponding to these objective function constraints, namely design-space-constraints, are generated based on the surrogate models at level 0. In order to generate the constraint surfaces, responses of a set of grid points uniformly distributed in the design space are obtained by using the surrogate models, and the surfaces confining the points whose responses satisfy the objective function constraints are specified. Although PWS has a smaller PRESS error in $P_T$ as presented in Table 2.6, the design space confined by its design-space-constraints is included in that of KRG, and the refined regions are chosen conservatively to cover as much space as possible. Figure 2.16 shows the iso-force and iso-power surfaces and the design-space-constraint surfaces based on KRG (blue is for the lower bounds and red the upper bounds). Considering the lower and upper bounds of the objectives, each level has one refined space along with constraint surfaces. Since these surfaces are contours of constant force or power, it can be said based on their slopes that the force generation is relatively less sensitive to the dielectric constant than power.

Since the design space corresponding to level 1-1 and 1-2 constraint windows is an irregular shape, it is impossible to use the design of experiments for a rectangular hexahedron or sphere. For the design of experiments at the refined level, in order to sufficiently characterize the design space, the LHS is utilized to generate 5000 points. Then, 20 points are selected by maximizing the minimum distance between those points.
The design points generated by this approach are also shown in Figure 2.16 along with the constraint surfaces.

(a) level 1-1: low power region

(b) level 1-2: high power region

Figure 2.16 Constraints and design points for the design space refinement.
The simulated result of design points in each region is used to generate the surrogate models. With the refinement, model prediction accuracy is improved both in relative and absolute measures as shown in Table 2.7 and Table 2.8. It can be seen that the PRESS error for the polynomial response surface in the refined levels is much improved, which means that the physical complexity is adequately captured in these refined regions.

Table 2.7 PRESS of the surrogate models – level 1-1.

<table>
<thead>
<tr>
<th>Objective functions</th>
<th>KRG</th>
<th>PRS</th>
<th>RBNN</th>
<th>PWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-</td>
<td>F_{x,ST})</td>
<td></td>
<td>5.2×10^{-4} (9.5)*</td>
<td>3.7×10^{-4} (6.7)</td>
</tr>
<tr>
<td>(P_T)</td>
<td>1.9×10^{-4} (1.1)</td>
<td>1.4×10^{-4} (0.80)</td>
<td>6.9×10^{-4} (3.9)</td>
<td>1.2×10^{-4} (0.69)</td>
</tr>
</tbody>
</table>

*: \(\% = 100 \times \text{PRESS} / (X_{\text{max}} - X_{\text{min}})\), \(X = -|F_{x,ST}|\) or \(P_T\) in level 1-1.

Table 2.8 PRESS of the surrogate models – level 1-2.

<table>
<thead>
<tr>
<th>Objective functions</th>
<th>KRG</th>
<th>PRS</th>
<th>RBNN</th>
<th>PWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-</td>
<td>F_{x,ST})</td>
<td></td>
<td>1.2×10^{-4} (3.8)*</td>
<td>1.1×10^{-4} (3.4)</td>
</tr>
<tr>
<td>(P_T)</td>
<td>2.0×10^{-4} (1.1)</td>
<td>0.55×10^{-3} (0.31)</td>
<td>9.4×10^{-4} (5.3)</td>
<td>0.90×10^{-4} (0.51)</td>
</tr>
</tbody>
</table>

*: \(\% = 100 \times \text{PRESS} / (X_{\text{max}} - X_{\text{min}})\), \(X = -|F_{x,ST}|\) or \(P_T\) in level 1-2.

Using the PWS in level 1-1 and PRS level 1-2, which have best PRESS values, the Pareto front is constructed again for each data set, as shown in Figure 2.17(a) and (b), along with the predicted points by the surrogate models. It can be verified that the majority of design points – 13 in the low power region and 15 in the high power region – reside in the constraint regions, which suggests the prediction accuracy of surrogate models based on level 0 is satisfactory, although the projected position of each design point may differ by at least as much as the PRESS values. Although there are differences between the Pareto fronts using level 0 and those using level 1-1 and 1-2, there is consistency in the shape and orientation of the fronts.
Figure 2.17 Design and predicted points, and Pareto front in refined levels.
2.5.3 Two distinctive regions and Pareto fronts

To investigate the design variable variation around the Pareto front branches, surrogate models are used as functions to represent the design space regions that correspond to the fronts. The region calculated based on level 0 is presented in Figure 2.18(a) and based on level 1 in Figure 2.18(b). Compared to the prediction by the level 0 surrogate model, the level 1 shows more coherent regions that correspond to the two Pareto front branches respectively. The two branches with the high and low power consumptions are separated by the whole design space in terms of the applied voltage frequency.

For the two regions, the most efficient points in force generation, i.e., minimum in \(-|F_{x,ST}|\), are separated from each other by the whole design space, although they occur at the same frequency of applied voltage \(f_v\). It can be observed that, when following the Pareto front line of the high power region, the dielectric constant \(\varepsilon_d\) is the most influential variable, while for the Pareto front line of the low power region, both \(\varepsilon_d\) and \(r_f\) need to be varied. Though it may be inconvenient to vary the material constant – such as \(\varepsilon_d\) – to accommodate a desired objective function state, if proper design variables are chosen, this type of information can be used to establish a basis for the performance of these actuators as effective flow control devices.

One can identify multiple optimal points on the design variable bounds – one for \(f_v\) and the other for \(f_v\) and \(r_f\) in Figure 2.18(b). To identify desirable performance of the actuator, the design space can be expanded. However, care needs to be taken to consider the discharge operating mode, which is known to significantly change the charge densities as well as the power consumption.
Figure 2.18 Prediction points on the Pareto front in the objective space along with two design points with minimum $-|F_{x,S_T}|$ in low and high power regions.
In order to investigate distinctive phenomena in these regions, two points corresponding to the minimum $-|F_{x,ST}|$ conditions are selected and the time history solutions are compared in Figure 2.19 and Figure 2.20. In Figure 2.19(a) and (b) it can be observed that for the case with lower frequency that belongs to the low power region, domain-averaged ion number density is higher. This can be explained by considering the fact that lower frequency allows more time to generate charged particles, as explained in 2.4.2. The electron saturation instances in these cases – about $t/T = 0.8$ in the low power and 0.9 in the high power – coincide with the start of the plateau or second dip in Figure 2.20, which is also mentioned previously as one of the key features affecting the force generation.

Based on the force history results, from which it can be deduced the ratio of first and second half cycles $r_f$ is an effective parameter for changing the force history profile, the ratio is chosen as one of the design variables in this study. Although positive force belongs to the first half cycle and negative to the second, elongating the period of each part in the applied voltage source does not necessarily induce increased force either in the positive or the negative direction. While decreasing $r_f$, i.e., increasing the second half cycle corresponds to the decreased $-|F_{x,ST}|$ point in the high power region, increasing $r_f$ does not mean increasing the duration of the positive force cycle. The value of $r_f$ corresponding to the maximum force generation in the positive $x$-direction is about 0.8 in the low power region according to the multiple surrogate model. The reason is that generating the positive force is mainly related to the plateau region of the second half cycle in the $F_{x,S}$ time history, as shown in Figure 2.20.
(a) low power region: $\varepsilon_d = 8.5$, $f_v = 5.0$ and $r_f = 1.0$

(b) high power region: $\varepsilon_d = 15$, $f_v = 20$ and $r_f = 0.5$

Figure 2.19 Domain-averaged particle number density evolutions for two design points.
Figure 2.20 Domain-integrated $x$-directional force and power evolutions for two design points.

(a) low power region: $\varepsilon_d = 8.5, f_v = 5.0$ and $r_f = 1.0$

(b) high power region: $\varepsilon_d = 15, f_v = 20$ and $r_f = 0.5$
This phenomenon is mainly caused by the difference in the amount and evolution of the electron and ion clouds that reside on the dielectric surface. In Figure 2.21, instantaneous contours of main physical quantities, especially around the upper electrode, are presented at the moment of $t/T = 0.95$, when the phase change in applied voltage is about to occur. At this instant, as pointed out in 2.4.1, the force generation mainly occurs near the dielectric wall and exposed electrode region caused by the electrons accumulated on the dielectric surface and strong electric field near the edge of electrode. For the low power region, ion clouds having been repelled from the surface through the second half cycle compensate the applied electric field, as in Figure 2.21(d), resulting in the small magnitude of negative force generation in the later part of the second half cycle, i.e., the plateau region. On the other hand, for the high power region, this ion cloud is much weaker, and there is a strong electric field near the upper electrode. As a result, the electron density near the wall is higher, causing the second negative peak at the end of the second half cycle.

On the other hand, the dielectric constant affects the asymmetry between the first and the second half cycles, as well as the amplitude of the generated force. These two effects of the dielectric constant contribute to the average force through competing mechanisms. For example, by increasing the dielectric constant one can increase the amplitude of the force history and consequently increase the time-averaged force generation, but the asymmetry between the two half cycles also decreases, thus decreasing the time-averaged force generation. As a result, for the low power region, the efficient force generation in Figure 2.18 occurs at $\varepsilon_d = 10.2$, which is not on the edge of the design variable range, $2.0 \leq \varepsilon_d \leq 15.0$. However, for the high power region, it occurs at the maximum value, 15.0.
Figure 2.21 Solution contour plots at $t/T = 0.95$ (upper: low power region, lower: high power region).

According to the present result, the average force generation has more monotonic dependency on the frequency of the applied voltage, at least around the Pareto fronts. For the high power region the higher frequency induces the larger average force, and for the lower power region the opposite occurs. But this is because we are dealing with the magnitude of the average force generation while ignoring its orientation. As mentioned earlier, the lower power region corresponds to the positive force generation, while the high power region corresponds to the negative force generation.
2.5.4 Global sensitivity analysis and dependency on parameters

Figure 2.22 shows the result of the variance-based, non-parametric global sensitivity analysis for each refined level. Compared to the level 1-2, level 1-1 shows stronger parametric correlations, which can be identified from the difference between total and main sensitivities. Also, the voltage frequency $f_v$ in level 1-1 has a significant effect on both the average force and power. On the other hand, in the high power region (level 1-2) the effect of the positive-to-negative time ratio $r_f$ is prominent compared to that of $f_v$, while the insulator dielectric constant is always important.

The local dependencies of the objective functions on each design variable are investigated by employing the surrogates with the best PRESS values shown in Table 2.7 and Table 2.8 for $|F_{x,ST}|$ and $P_T$. The performance variations as functions of each design variable are compared while fixing the rest of the variables. While $r_f$ is kept as 1.0, the sensitivity on the applied frequency and dielectric constant is shown in Figure 2.23. For the refined level 1-1 in Figure 2.23(a), the magnitude of force increases with the dielectric constant for $f_v = 5$ kHz, but decreases for $f_v = 10$ kHz. However, this trend reverses in level 1-2, as in Figure 2.23(b) – the magnitude of force increases faster for larger $f_v$. A similar trend is observed in the effect of $f_v$ with constant $\varepsilon_d$. The average force generation decreases with larger $f_v$ in level 1-1. In level 1-2, on the other hand, although the frequency variation range is small, the magnitude of force increases with increasing frequency as shown in Figure 2.23(b). The force sensitivity to the voltage frequency in level 1-1 is different from the frequency impacts reported by other studies. For example, it has been reported that for the frequency range of $O(1)$ kilohertz, body force linearly increases with frequency\cite{85,102} or saturates at around 2 kHz\cite{47}, which is a relatively low frequency. Along with previously mentioned negative average force generation, this aspect needs further examination while the current discharge model is improved.

The power increases monotonically with the dielectric constant and applied frequency, which is consistent with experimental results\cite{49}, although the average power used in this study does not accurately reflect the overall power input to the actuator.
Figure 2.22 Global sensitivity analysis result.

(a) $F_{x,ST}$ at level 1-1

(b) $P_T$ at level 1-1

(c) $F_{x,ST}$ at level 1-2

(d) $P_T$ at level 1-2
2.6 Surrogate-based body-force model

Although the unsteady discharge simulations can provide detailed actuator physics, the significant difference in plasma and neutral flow time scales at low-Reynolds number applications makes first-principle-based numerical approaches inefficient and infeasible. For example, the typical time scale of DBD operation is $O(10)$ kHz or $O(10^{-4})$ sec, which is 1000 times faster than the convection time scale of $O(10^{-1})$ sec for the flow over a wing with the chord length of 0.5 m and flow speed of 5 m/s, i.e., $Re = 1.7 \times 10^5$ under standard atmospheric conditions. This time-scale disparity justifies the application of quasi-steady
body-force models, which assume that the induced airflow only sees the impact of the DBD actuation averaged over the discharge time scale.

Based on this justification, various simplified DBD models are suggested to decrease the computational cost of DBD simulations. Shyy et al. (2002)\textsuperscript{37} approximate the discharge area with a triangular region of bilinear electric field and constant charge density. Hall et al. (2005)\textsuperscript{52} use a doublet in potential flow to mimic the DBD actuator. Suzen et al. (2005)\textsuperscript{52} solve electric potential and net charge distribution equations with the half-Gaussian charge distribution. Orlov et al. (2006)\textsuperscript{53} propose a lumped-element model which provides boundary conditions for the electric field equation and calculate the body force vector using the time variant force field. Opaits et al. (2010)\textsuperscript{103} adopt a self-similar wall-jet model\textsuperscript{104}.

These approximate models enable the simulation of DBD actuation with complex flow field, but at the cost of omitting detailed plasma physics. Specifically, the consideration of parametric influences on actuator performance is unavailable or significantly simplified. As a result, it is difficult to incorporate the characterization of actuation performance with the control system design.

Since surrogate modeling provides an approximation of the objectives as a function of design variables, it can be used to represent the quasi-steady body-force of DBD actuator and to associate DBD parameters with induced flow dynamics.

### 2.6.1 Quasi-steady body-force field

The time-averaged body-force fields calculated with 2-species fluid plasma model are shown in Figure 2.24, where x- and y-axes denote 2-dimensional coordinates as in Figure 2.4, and z-axis is force magnitude. The contour surfaces of x- and y-directional forces show nonlinear variations concentrated near the exposed electrode ($0.009 \leq x \leq 0.011$) and the dielectric surface. In addition, the y-directional force is dominantly negative, as opposed to $F_{x,T}$.
Figure 2.24 3D surface contours of time-averaged body-force field using 2-species fluid plasma model; $\varepsilon_d = 2, f_v = 12.5 \text{ kHz}, r_f = 1, V_{app} = 3 \text{ kV}$.
2.6.2 Surrogate-based approximate body-force model

In order to train surrogate models, the spatial coordinates of the body-fore fields and each force component are assigned as design variables and the objective, respectively. Figure 2.25 compares the original $F_{x,T}$ distribution based on 595 design points and its approximations using three different surrogate models. Due to the highly localized force peaks, PRS fails to capture the force distribution. On the other hand, RBNN and KRG approximate the distribution successfully.

![Spatial distributions of time-averaged x-directional body-force and surrogate-based approximations; 595 design points, RBNN (neurons: 595, spread: 0.001), KRG (regression model: 0th-order, correlation model: linear).](image)

(a) design points  
(b) 3rd-order PRS  
(c) RBNN  
(d) KRG
2.6.3 Body-force model and induced airflow

Considering the fitting accuracy and convenience in data structure, the force distribution approximated by KRG is chosen for the quasi-steady body-force among the trained surrogate models. For a comparison with experimental results, some actuator parameters are matched, as shown in Table 2.9. However, the geometry and voltage magnitude are not matched due to the computational cost with the fluid plasma model. As previously mentioned, the bilinear body-force model is based on linear spatial-force distribution in both $x$- and $y$-axis directions, and it is chosen as a reference approximate model for comparison. More details of the flow dynamics model and the bilinear model are available in 3.1.1 and 3.1.2, respectively.

Table 2.9 Actuator parameters for velocity profile comparisons.

<table>
<thead>
<tr>
<th>Study</th>
<th>Exposed electrode</th>
<th>Insulated electrode</th>
<th>Insulator thickness</th>
<th>Dielectric constant</th>
<th>Applied voltage</th>
<th>Voltage waveform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jacob et al. (2005)(^{105})</td>
<td>10 mm</td>
<td>10 mm</td>
<td>0.05 mm</td>
<td>Kapton</td>
<td>5 kV</td>
<td>4.5 kHz square wave</td>
</tr>
<tr>
<td>Hale et al. (2010)(^{106})</td>
<td>5 mm</td>
<td>50 mm</td>
<td>0.054 mm</td>
<td>Kapton</td>
<td>12 kV(_{p-p})</td>
<td>10 kHz sinusoid</td>
</tr>
<tr>
<td>KRG model(^{*})</td>
<td>2 mm</td>
<td>2 mm</td>
<td>5 mm</td>
<td>4.5</td>
<td>6 kV(_{p-p})</td>
<td>10 kHz sinusoid</td>
</tr>
<tr>
<td>Bilinear model(^{*})</td>
<td>The bilinear electric field covers electrodes of the KRG model</td>
<td>5 mm</td>
<td>-</td>
<td>6 kV(_{p-p})</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

\(^{*}\): The body-force field is scaled by 50 times to generate the induced velocity comparable to experiments.

The velocity profiles of induced flow are compared in Figure 2.26 at different sections along the streamwise direction, i.e., 0, 5, 10 and 30 mm from the downstream edge of the exposed electrode. The velocity profiles in the vicinity of the exposed electrode are complex and not consistent between two experiments. Likewise, the bilinear and KRG body-force models have difficulties in predicting the velocity near the electrode, and show reasonable comparisons as $x$ increases. Although the actuator parameters of the
surrogate-based body-force model match better with Hale et al. (2010), the comparison is more consistent with Jacob et al. (2005).

The bilinear model performs better in the positive velocity part. Whereas, the KRG model shows the negative velocity region in the vicinity of the exposed electrode, which is shown in Jacob et al. (2005) but absent in the bilinear model. Moreover, compared to the bilinear model, the KRG model shows profiles with a higher-shear layer near the wall due to the body-force concentrated near the dielectric surface.

Figure 2.26 Sectional velocity profile comparison; $x$ is the distance from the downstream exposed-electrode tip.
2.7 Summary of the chapter

The parametric effects of the DBD actuator in helium are analyzed by simulating a 2-species fluid model with the help of surrogate modeling techniques. For different levels of refinement and different regions in design space, different surrogates offer the most accurate approximation, which justifies the application of multiple surrogate models. It is found that there are multiple branches of the Pareto front in low and high power regions where parametric impacts and performance variables differ significantly. The degree of correlation and global sensitivity of design variables are very different in the low and high power regions. Average force and power show distinct variation in magnitude and/or direction. Surrogate models combined with detailed solution analysis help us understand various parametric dependencies, as summarized below.

**Dielectric constant**

The dielectric constant affects the amount of charged particle clouds above the insulator wall during the second half cycle. With a smaller constant, particle clouds thicken, increasing the asymmetry between the two half cycles. As a result, the average force, \( F_x \), increases. On the other hand, the dielectric constant also affects the density of the charged particle layer on the insulator surface. With a larger constant, a higher electric field is produced, resulting in an increase of \( F_x \) magnitude, but in a negative direction. The amount of overall charged particle generation is also affected by the dielectric constant. With a larger dielectric constant, higher electric field and power consumption occur.

**Frequency of applied voltage**

The applied voltage frequency affects the amount of overall charged particle generation. With a higher frequency, the discharge duration decreases, and the asymmetry between the two half cycles decreases, resulting in larger \( F_x \) in a negative direction. A higher frequency accompanied by a higher dielectric constant induces larger power usage.

**Positive-to-negative half cycle time ratio**

This ratio also contributes to the overall charged particle generation. With a larger ratio, the first half cycle discharge becomes more prominent. As a result, \( F_x \) increases. On the
other hand, the amount of charged particle clouds above the insulator wall during the second half cycle is also influenced. The larger ratio induces a lower level of charged particle generation, which means an insufficient electric field for the plateau region in the second half cycle. As a result $F_x$ decreases.

KRG and RBNN models can successfully provide approximate body-force fields for a single design point. Despite the limitations on geometry and operational voltage in the 2-species fluid plasma model, the surrogate-based body-force combined with airflow simulation results in a reasonable agreement in normalized velocity profile with experiments. The bilinear model performs slightly better in the region with the positive velocity. However, due to its simplicity, the model doesn’t allow a reverse flow structure to develop, which is more comprehensive surrogate model can handle more satisfactorily. Overall, both approaches are fast and can be useful to facilitate the development of flow control algorithms.
CHAPTER 3
FEEDBACK FLOW CONTROL USING MARKOV PARAMETERS

In this chapter, the flow around the finite and infinite wings with the SD 7003 airfoil geometry and the DBD actuator installed on their upper surfaces are chosen as the flow-actuator system. Although application of the DBD actuator is suitable for higher Reynolds numbers, usually larger than \(10^4\), Reynolds numbers in the range of 300 ~ 1000 are chosen in this study to facilitate the development of an effective flow control framework. For \(Re = 1000\), considering the body-force magnitude of a typical DBD actuation, the physical wing chord and free-stream speed correspond to \(O(1)\) cm and \(O(1)\) m/s, respectively. Under high-angle-of-attack flow fields accompanying massive flow separation, the aerodynamic lift and drag of the wing are chosen as performance measures of the flow-actuator system, and the control goal is to stabilize the performance under unsteady aerodynamics.

3.1 Open-loop control of low-Reynolds number flow

3.1.1 Flow dynamics model

The flow fields are analyzed by solving the incompressible Navier-Stokes equations using Loci-STREAM\textsuperscript{107}, a parallelized pressure-based unstructured finite volume code. Since the ion and electron states in the actuation region are non-equilibrium, and the ion temperature is comparable to the neutral fluid, the neutral fluid is treated as being isothermal. Considering the time scale disparity between the low-Reynolds number flow physics and the gas discharge dynamics of radio frequency (RF), the force acting on the
neutral fluid is assumed to be a quasi-steady body force. The body force felt by the neutral fluid is equivalent to the Lorentz force or Coulomb force (since there is no magnetic field) acting on the net charge density. For the unsteady operation of the actuator, based on the time-scale-difference argument, only voltage variation with time scales much larger than the RF operation is considered.

In index notation, the relevant conservations are, for \( i, j = 1, 2, 3 \),

\[
\frac{\partial u_i}{\partial x_j} = 0, \tag{3.1}
\]

\[
\frac{\partial u_i}{\partial t} + \frac{\partial (u_i u_j)}{\partial x_j} = \frac{F_{bi}}{\rho} - \frac{1}{\rho} \frac{\partial p}{\partial x_i} + \nu \frac{\partial}{\partial x_j} \left( \frac{\partial u_i}{\partial x_j} \right), \tag{3.2}
\]

where \( F_{bi} \) is the DBD body-force vector defined in the next section. Here, \( x_i \) is Cartesian position in the global coordinate system, \( u_i \) is the flow velocity, \( \rho \) is the density, \( p \) is the pressure, and \( \nu \) is the kinematic viscosity of air.

Figure 3.1 Schematics of DBD actuator model.
3.1.2 DBD actuator model

A simplified model representation with a bilinear electric field proposed by Shyy et al. (2002)\textsuperscript{37} is used in this study to approximate the force field generated by discharge. This approach, which couples the neutral flow field with the reduced-order model via body force, shows good agreement with experimental results\textsuperscript{108}. The reduced order model has been applied to studies of flow control in airfoils at low Reynolds numbers\textsuperscript{28, 29}, low-pressure turbines\textsuperscript{109} and bluff-body flows\textsuperscript{31}, resulting in separation elimination or delay, or significant drag reduction.

The DBD actuator is modeled with the bilinear electric field and constant net charge density\textsuperscript{37}. As shown in Figure 3.1, this model prescribes the localized body-force distribution confined in a triangular plasma region, which is bounded by the exposed electrode and dielectric surface. The electric field distribution inside the plasma region is approximated by the spatially bilinear relation

$$ E'(x'_1, x'_2, t) = \begin{cases} \frac{E'(x'_1, x'_2, t)}{k_2} - \frac{E'(x'_1, x'_2, t)}{k_1}, & 0, \\ \frac{1}{k_1^2 + k_2^2}, & 0, \\ \frac{1}{k_1^2 + k_2^2}, & 0, \\ \frac{1}{k_1^2 + k_2^2}, & 0, \\ \frac{1}{k_1^2 + k_2^2}, & 0, \end{cases} $$

$$ E'(x'_1, x'_2, t) = E_0(t) - k_1 x'_1 - k_2 x'_2, \quad E_0(t) = \frac{V_{app}(t)}{d}, $$

where \((x'_1, x'_2)\) is the actuator local coordinate system, \(d\) is the insulator thickness, and \(k_1\) and \(k_2\) are the electric-field slopes in the \(x'_1\) and \(x'_2\) directions, respectively. This is a solution of Gauss’ equation with the assumption that the charge density is constant in the plasma region. In Eq. (3.4), the maximum electric field intensity \(E_0(t)\) is defined using the applied voltage \(V_{app}\) and insulator thickness \(d\). The electric-field slopes, which are set to allow breakdown voltage at the plasma boundary with the minimum electric field strength, indicate electric field attenuation away from the exposed electrode and insulator surface. This analytical-empirical model results in the body force acting on the neutral fluid give by
where \( f_c \) is the frequency of the AC voltage applied to the DBD actuator, \( \Delta t_d \) is the discharge duty cycle, and \( E(x_1, x_2, t) \) is the electric field distribution in Eq. (3.3) transformed to the global coordinate system. Since the constant charge density \( \rho_c \) with unit charge \( q_c \) is present only inside the plasma region, \( \delta(x_1, x_2) \) is set to 1 inside and 0 outside of the region. The actuation is assumed to be 2-dimensional within the wing span, and there is no variation in the actuator parameters along the \( x_3 \)-axis on the wing. For this study, the horizontal electric field length \( l_h \) and vertical length \( l_v \) are 0.05\( c \) and 0.025\( c \), respectively. The discharge duty cycle is the portion of time during which effective force generation occurs per operation cycle. The applied voltage depends on the control signal, resulting in a time-varying body force. Since the reduced-order DBD model Eqs. (3.3)-(3.5) is based on the quasi-steady assumption, the control input is meaningful only when its timescale lies between those of low-Reynolds-number flow and plasma operation. The DBD model has been validated against experimental data of force generation\textsuperscript{110} and maximum induced flow velocity\textsuperscript{108}.

### 3.1.3 Flow and actuation conditions

As shown in Figure 3.1, a single DBD actuator covering the wing span is located on the upper surface of the wing at \( x_{\text{act}} \) from the leading edge. The parametric study to assess the impact on control performance is done for the Reynolds number based on the chord length \( Re \), wing aspect ratio \( AR \), actuation position \( x_{\text{act}}/c \) and nominal actuation voltage \( V_{\text{app},0} \). When the Reynolds number is changed, the ratio of the free-stream inertial force and DBD body force is maintained constant.

The identification of system parameters for the nominal actuation voltage is done without any disturbance. For the feedback control cases, the disturbance is simplified as a harmonic fluctuation in the vertical free-stream speed as explained in the following section.
3.1.4 Impact of DBD actuation on flow field

a. DBD actuation and high angle of attack low-Reynolds number flow

In this study, an Angle of Attack (AoA) of 15° is used to explore the dynamics of unsteady flow separation without actuation. An example flow structure around an infinite wing with \( Re = 1000 \), based on the free-stream speed \( U_\infty = \sqrt{U_1^2 + U_2^2 + U_3^2} \), where \( (U_1, U_2, U_3) \) is free-stream velocity, is shown in Figure 3.2. Without any disturbance in the free-stream flow, the separated flow is unstable and induces unsteadiness in the flow field. Specifically, the vortex structure evolves with a non-dimensional period of 1.61; the compact vortex pair causing maximum lift evolves to a single weak vortex generating minimum lift.

Figure 3.2 Streamlines and pressure contours without actuation (\( Re = 1000, \) AoA = 15°).
If there is a disturbance in the free-stream flow, for example in the vertical flow speed, the vortex instability in the separated flow region is coupled with the free-stream unsteadiness.

![Figure 3.3 Drag and lift time-histories with the sinusoidal disturbance in vertical free-stream speed (Re = 1000, AoA = 15°).](image)

In this study, the free-stream velocity is \( U(t^*) = \left( U_1, U_2 \left( 1 + \alpha_d \sin \left( 2 \pi t^* / T^* \right) \right), U_3 \right) \), where \( t^* = U_{\infty} t / c \) is the non-dimensional time, \( \alpha_d \) is the disturbance amplitude, and \( T^* \) is the non-dimensional disturbance period. As shown in Figure 3.3(a), if the frequency difference between the instability of the separated flow and the free stream unsteadiness is large, the two time scales are separated. However, if the two time scales have the same...
order of magnitude, as shown in Figure 3.3(b), two fluctuations are coupled, resulting in larger amplitude variations in drag and lift even with the lower disturbance amplitude.

![Figure 3.4](image)

(a) velocity vectors, streamlines and pressure contours without free stream

(b) streamlines and pressure contours with free stream

**Figure 3.4 Flow field with the actuation of $V_{app} = 1$ kV (actuator length: $l_h/c=0.05$, position: $x_{act}/c = 0.2$).**

When the actuator is activated, the body-force field generates an induced flow near the airfoil surface as shown in Figure 3.4(a). The reduced-order DBD actuator model approximates the body-force field inside the ionized gas volume with quasi-steady linear distributions of positive $x_1$-directional and negative $x_2$-directional forces. The actuation $V_{app} = 1$ kV induces a maximum flow speed comparable to the free-stream speed $U_\infty$. For $V_{app} = 1$ kV, the maximum non-dimensional body force, normalized by the inertial force of the free stream condition, is approximately 97.2. While inducing the flow entrained from the surrounding air and accelerated downstream, the actuator generates suction and
pressure regions upstream and downstream of the actuation position, respectively. As a result of the induced wall jet, the additional wall shear stress contributes to the drag increase. When this wall-jet is applied to the flow with $\alpha = 15^\circ$, the separated flow region decreases, and the unsteady separated region is stabilized with a reduced separated-flow region as shown in Figure 3.4(b).

b. Actuation voltage

In Figure 3.5, the flow structure, streamlines at the symmetry plane and pressure distribution of the flow fields with different actuation voltages between 1 ~ 6 kV are compared for $Re = 300$ and 1000. Although the angle of attack is high as 15°, the flow with the wing aspect ratio of 8 is mostly 2-dimensional except the wing tip. Without actuation, the flows over the airfoil are entirely separated at both Reynolds numbers with a recirculation region surrounded by shear layers. Compared to $Re = 300$, the separated flow region at $Re = 1000$ is larger with thinner shear layers, and suction peaks in the sectional pressure distribution are more localized near the leading edge.

For both Reynolds numbers, when the actuation of $V_{app} = 1$ kV is applied, the separated flow region is decreased. The sectional pressure coefficient distributions show that the actuation results in a 2-dimensional (little spanwise variation except the wing tip) intensified suction peak near the leading edge and a pressure peak near the actuator. Compared to $Re = 300$, the enhanced suction peak is more noticeable for $Re = 1000$, and the velocity deficit in the shear layers decreases more significantly than $Re = 300$. As $V_{app}$ increases, flow separation is reduced accordingly. No recirculating flow is observed for $V_{app} > 4$ kV.

For $Re = 300$, though the flow separation can be suppressed, the velocity deficit downstream of the wing hardly decreases for $V_{app} > 1$ kV, and the negative pressure on the upper surface of the wing cannot be recovered near the trailing edge. As voltage increases, although the suction pressure near the leading edge increases and contributes to enhancing lift, the pressure peak near the actuator is intensified at a higher rate, contributing unfavorably to lift.
Figure 3.5 Streamlines on the symmetry plane, $V_x$ contours and pressure distribution at 6 wing sections, and iso-velocity-magnitude surface of $|V| = 0.3$; left column: $Re = 300$, right column: $Re = 1000$ ($AR = 8, AoA = 15^\circ, x_{act} = 0.2c$).
On the other hand, for $Re = 1000$, the increase of the suction pressure, especially near the leading edge, is more prominent, which is an indication of lift enhancement and drag decrease. The velocity deficit in the shear layers is reduced continuously as the voltage increases up to 6 kV, and the pressure recovery at the trailing edge is facilitated, implying a reduction in pressure drag.

In Figure 3.6, the aerodynamic lift and drag as functions of the applied voltage are shown. The lift and drag coefficients, $C_L$ and $C_D$, are based on the total surface forces acting on the wing, whereas the pressure lift and drag coefficients, $C_{L,p}$ and $C_{D,p}$, only reflect the pressure forces on the wing. In Figure 3.6(a) the total drag increases with the voltage increase, whereas the pressure drag decreases. The former can be explained by considering that the viscous forces due to the induced jet overcome the impact of pressure forces at low Reynolds numbers. The latter is because the suction region near the leading edge intensified by the actuation decreases the pressure drag. For lift, on the other hand, the difference between the total lift and pressure lift is much less than drag, as shown in Figure 3.6(b). Moreover, compared to the monotonic increase of lift with actuation at $Re = 1000$, the dependency of lift on actuation voltage is not monotonic at $Re = 300$. As discussed in previous studies, the voltage-lift relation is dependent on aspect ratio and actuation location, as well as Reynolds number.

The voltage range in Figure 3.6 can be divided in two according to the slope of the voltage-performance relation. For up to $V_{app} \approx 1$ kV, the actuation is more influential in aerodynamic forces than higher voltages. The higher sensitivity to voltage can be attributed to the existence of the separated flow region at lower voltages. At higher voltages, once the flow is almost attached, only the intensified suction region and pressure peak induced by the actuator dominate the resultant aerodynamic forces. The drag increase rate with voltage is sustained as the voltage increases, and the slope is insensitive to the Reynolds number. On the other hand, the lift increase rate is reduced, which is thought to be caused by the pressure peak that counteracts the favorable contribution of the upstream intensified suction region to lift.
Figure 3.6 Applied voltage and aerodynamic forces ($AR = 8, x_{ref}/c = 0.2$).
The relation between the applied voltage and lift-to-drag ratio is shown in Figure 3.6(c). At $Re = 300$, since the actuation deteriorates both lift and drag, the lift-to-drag ratio becomes lower as the voltage increases. At $Re = 1000$, on the other hand, the lift-to-drag ratio increases with voltage for $V_{app} < 1$ kV. This non-monotonic relation is caused by the steep increase of lift at lower voltages. Due to the lift increase even for higher voltages, the lift-to-drag ratio can be enhanced by actuation compared to the case without actuation, although the lift-to-drag ratio starts to decrease for $V_{app} > 1$ kV.

c. Impact of wing aspect ratio

![Diagram](image)

Figure 3.7 Streamwise vertical-velocity distributions for (a) infinite wing and (b) finite wing (reproduced from Pope, 1951[11]).

The major 3D flow effect on a finite wing is the impact of wing tip vortices, which are absent in 2D flows. The influence of 3-dimensionality increases as the angle-of-attack increases and wing aspect ratio decreases. As shown in Figure 3.7, where vortex theory illustrates the streamwise variation of the flow velocity normal to the free stream due to
the wing-bound vortex, the downwash flow of a finite wing decreases the upward upstream flow and increases the downward downstream flow. As a result, the downwash flow induced by wingtip vortices decreases the effective angle of attack, resulting in lower lift and higher drag compared to 2D cases. According to vortex theory, the vertical velocity increases to plus and minus infinities upstream and downstream of the lifting line, respectively, and the impact of downwash on the vertical flow velocity converges to its maximum as the flow goes downstream.

With the DBD actuation at the angle-of-attack of 15°, the vertical (x_2-directional) flow velocity variation along the streamwise direction is shown in Figure 3.8. All cases with different voltage and aspect ratios consistently show upward upstream and downward downstream flows similar to Figure 3.7, except near the leading and trailing edges of the wing where the actual flow speed should be zero and far downstream where the wing tip vortices dissipate. In addition, Figure 3.8(a) shows that the impact of wing tip vortices, similar to Figure 3.7, exists with the moderate actuation. With the higher actuation voltage of 33 kV as shown in Figure 3.8(b), the maximum upward upstream velocity increases by 80 % for the 2D case. For the 3D case, however, the change is lower, especially at the leading and trailing edges. The difference between the 2D and 3D cases implies that the DBD actuation amplifies the influence of 3-dimensionality, which is characterized by the downwash effect for finite wings.
Figure 3.8 $y$-directional velocity distributions along $y = 0$ on the symmetric plane ($AR = 4$, $AoA = 15^\circ$, $Re = 300$, wing chord is located at $0 \leq x/c \leq 1$).
For the same flow conditions, the distributions of pressure coefficients at different sections for 3D are compared with 2D in Figure 3.9. In Figure 3.9(a), since the flow is massively separated without actuation, no suction peak exists near the leading edge and the pressure distributions are flat across the upper surface. The actuation helps to recover the suction pressure as well as induces the pressure peak near the actuator as shown in
Figure 3.9(b). Though the suction pressure near the leading edge is enhanced with actuation for 2D and 3D sections at $z/c = 0.2$ and $z/c = 1.8$, the pressure recovery in the suction region diminishes as there exists more 3D flow effect ($2D > 3D$ at $z/c = 0.2 > 3D$ at $z/c = 1.8$), implying that the 3D effect is increased with actuation. As shown in the previous section, although the flow topology is changed by actuation from separated to attached flow, the pressure distribution downstream of the actuation position is barely changed, which is attributed to the dominant viscous effect at such a low Reynolds number. Since the actuation increases the 3D effect while keeping pressure distributions downstream of the actuator, including the pressure peak, the impact of actuation on aerodynamic forces is expected to be less favorable for finite wings at this Reynolds number.

The impact of wing aspect ratio on the relation between voltage and aerodynamic forces is shown in Figure 3.10, where the left column corresponds to $Re = 300$ and the right to $Re = 1000$. At both Reynolds numbers, as the wing aspect ratio increases, the higher lift can be achieved with the lower drag at a given voltage. Moreover, the higher aspect ratio results in the steeper slope of the voltage-lift relations. At $Re = 300$, while the lift of the infinite wing can be enhanced with the actuation, the actuation voltage higher than 1 kV decreases the lift of the wings with $AR = 4$ and 8. As a result, the lift-to-drag ratio cannot be enhanced by introducing the actuation at this lower Reynolds number. These unfavorable impacts with finite wings are consistent with the 3D effect with actuation explained above. At $Re = 300$, as a result, only decreasing pressure drag or increasing pressure lift for $AR \geq 8$ is feasible with the DBD actuation. On the other hand, for $Re = 1000$ in the right column, the impact of aspect ratio on the voltage-lift slope is more noticeable. Especially for the infinite wing, when the voltage is in the range of $0 < V_{app} \leq 1$ kV, the impact is significant enough to decrease drag. Since the lift increase at $Re = 1000$ is more considerable compared to $Re = 300$, there is a voltage range ($0 \sim 1$ kV for $AR = 4$ and 8, and $0 \sim 4$ kV for $AR = \infty$) where the lift-to-drag ratio can be enhanced by actuation. An additional observation is that, for $V_{app} > 1$ kV, the slopes of the voltage-pressure drag relations are insensitive to Reynolds number and aspect ratio.
Figure 3.10 Applied voltage and aerodynamic forces with wing aspect ratio; left column: $Re = 300$, right column: $Re = 1000$. 
In Figure 3.11, flow fields of the infinite wing and $AR = 4$ are compared to explore the significant change in the voltage-drag relation for $0 < V_{app} \leq 1$ kV, depending on wing aspect ratio. Without actuation, the 2D flow shows a periodic evolution of flow structure, and an instantaneous flow field is shown in Figure 3.11(a). Compared to $AR = 4$ in Figure 3.11(b), which shows the flow at the symmetry plane, the lower pressure inside the separated region near the trailing edge for the 2D case contributes higher drag. For $V_{app} = 1$ kV, the fore part of the separated flow is attached; the suction peak is intensified, and the pressure peak downstream of the actuator appears. Compared to $AR = 4$ in Figure
3.11(b) and (c), the 2D flow in Figure 3.11(a) shows that the higher increase in the suction peak and lower increase in the pressure peak contribute favorably to drag reduction, though the size of the separated region is larger and the pressure recovery near the trailing edge is less than for $AR = 4$. As mentioned earlier, the impact of actuation on drag is notable for $0 < V_{app} \leq 1$ kV, where the resizing of the separated flow region performs an important role in the force changes. As the voltage increases to $V_{app} \geq 4$ kV, however, the induced wall jet further increases the friction drag whose impact overcomes the benefit of the decreased pressure drag, resulting in the increase of the total drag.

d. Impact of the actuation location

For $Re = 300$, the impact of the actuation location on the voltage-force relations is compared in Figure 3.12 for $x_{act}/c = 0.2$ and 0.7. As the actuation position moves to downstream, the slopes of the voltage-pressure forces – pressure drag $C_{D,p}$ and pressure lift $C_{L,p}$ – are affected significantly. For the airfoil geometry of SD 7003, the surface normal vector at $x_{act}/c = 0.2$ points slightly upstream, and inclines to downstream at $x_{act}/c = 0.7$. The increase of pressure drag with voltage increase for $x_{act}/c = 0.7$ can be explained by considering the direction of pressure forces heading downstream. As pointed out in the previous discussions, among the impacts of the DBD actuation on the aerodynamics forces, namely suppression of flow separation, intensified suction and pressure peaks, the latter two dominate the impact on aerodynamic forces at $Re = 300$. For $x_{act}/c = 0.7$, the enhanced suction pressure near the actuator acts on the surface facing downstream and increases pressure drag for the 2D case. As opposed to $x_{act}/c = 0.2$, it is interesting to observe that the voltage-pressure drag slope depends on aspect ratio at $x_{act}/c = 0.7$. As the wing aspect ratio decreases, the voltage-pressure drag slope becomes negative. The slope of the voltage-pressure lift relation, on the other hand, increases for $x_{act}/c = 0.7$ compared to $x_{act}/c = 0.2$, which means a favorable impact of actuation on lift. The impact is more noticeable for finite wings.
To summarize, the actuation location significantly affects control authority regarding pressure drag. On the other hand, the voltage-drag relation, which includes viscous forces, remains without much change according to the actuation location as shown in Figure 3.12.
This insensitivity of drag to voltage, as explained in the previous section, can be attributed to the friction forces dominating drag at $Re = 300$.

### 3.2 Markov parameter-based system identification

#### 3.2.1 Background

A dynamic system can be represented using a state space model. In discrete-time, a state space model or internal description of a model represents a system with a set of first-order difference equations in terms of the internal state, in addition to the input and output. A finite dimensional, discrete-time, time-invariant, linear system can be expressed as

$$x(k+1) = Ax(k) + Bu(k),$$

$$y(k) = Cx(k) + Du(k),$$

where $x(k) \in \mathbb{R}^n$ is the state, $u(k) \in \mathbb{R}^l$ is the control, $y(k) \in \mathbb{R}^r$ is the measurement for $k \geq 0$.

The matrices $A, B, C$ and $D$ are maps among control, measurement and state variables, and characterize the system dynamics. For example, the transfer function from $u$ to $y$ is

$$G(z) = C(zI - A)^{-1}B + D.$$  

The controllability and observability matrices, $V_r$ and $W_s$, respectively, can be defined as

$$V_r = \begin{bmatrix} C & CA & \cdots & CA^{r-1} \end{bmatrix}^T,$$

$$W_s = \begin{bmatrix} B & AB & \cdots & A^{r-1}B \end{bmatrix}.$$  

On the other hand, a time-series model, also called an input-output model or external description of a model, relates the input (control) and the output (measurement) only. For
example, common time-series models include the ARMA (autoregressive moving average) model,

\[ y(k) = \sum_{i=1}^{n} -M_i y(k-i) + \sum_{i=1}^{n} N_i u(k-i), \]

where \( M_i \in \mathbb{R}^{l \times l} \) and \( N_i \in \mathbb{R}^{l \times l} \) are system parameter matrices.

Since the input-output relation can be explicitly measured from experiments, the estimation of an input-output model is usually more convenient than that of a state space model, especially when the analytic description of system dynamics is not available. On the other hand, since the majority of system and control theories are based on the state-space representation, it provides more insight into the system dynamics. Moreover, for higher order systems, estimating the roots of the polynomials in the transfer function based on \( M_i \) and \( N_i \) in Eq. (3.11) is known to be more subject to numerical ill-conditioning than the calculation of eigenvalues of the system matrix \( A \) in Eq. (3.6).

The conversion from the state space model to the input-output model can be done by calculating the output using Eqs. (3.6) and (3.7) with known initial state and control. On the other hand, the conversion from the input-output model to the state space model requires solving a realization problem which involves the construction of state as well as system matrices. Generally, a system has infinite realizations that have the same input-output relation. The dynamic system Eqs. (3.6) and (3.7) is realizable if the system is controllable and observable, i.e., the ranks of matrices \( V_r \) and \( W_s \) are equal to the order of the system \( n \). Among various realization approaches, the eigensystem realization algorithm (ERA)\textsuperscript{113, 114}, which is introduced below, is widely used to get a minimum-order realization.

System identification is the process of obtaining the mathematical descriptions of a system from its inputs and outputs. Considering the infinite dimensionality and nonlinearity of real systems, system identification involves conducting model reduction and estimating relevant model parameters rather than obtaining an analytical model of the system. For the convenience of the identification process and further application to
adaptive control, time-series models are more useful for handling input-output data. Some examples are ARMA model in Eq. (3.11), ARMAX model, which includes the process of exogenous noise in ARMA, and nonlinear models such as the Hammerstein-Wiener model.

A linear, time-invariant system can be uniquely determined by introducing Markov parameters as the system parameters. Markov parameters are the impulse response of the system. By assuming the zero initial states, Markov parameters can be defined as

\[ H_i = \begin{cases} 
    D, & i = 0 \\
    CA^{i-1}B, & i \geq 1
\end{cases} \]

(3.12)

Since the impulse response of a system can be directly obtained through experimentation, Markov parameters are a powerful tool in system identification as well as a medium relating the input-output and state-space models.

For example, a rational transfer function of Eq. (3.8) can be related to Markov parameters by expanding the transfer function at \( z = \infty \), resulting in the Laurent series expansion

\[ G(z) = \sum_{i=1}^{\infty} z^{-i} H_i. \]

(3.13)

As shown in Santillo and Bernstein (2010), the truncated expansion of Eq. (3.13) includes the Markov-parameter polynomial

\[ p_r(z) = H_1 z^{-1} + \cdots + H_{r-1}z + H_r. \]

(3.14)

The Markov-parameter polynomial contains information about the relative degree, which is \( d \) when \( H_1 = \cdots = H_{d-1} = 0 \), and the sign of the high-frequency gain \( H_d \). Moreover, as \( r \) increases, the roots of Eq. (3.14) approximates the nonminimum-phase zeros of the transfer function, i.e., the complex numbers with magnitude greater than one where the transfer function equals zero. As explained in 3.3, since this model information is required by the adaptive controller adopted for this study, the approaches estimating Markov parameters are discussed further in the following sections.
3.2.2 Impulse response test

(a) impulse response and identified Markov parameters

(c) 197 roots of Markov parameter polynomial

Figure 3.13 Impulse response and system identification for lift ($Re = 1000, \alpha = 15^\circ, V_{app,\theta} = 1 \text{ kV}, \Delta V_{app} = 0.2 \text{ kV}, H_i: i\text{-th Markov parameter}$).

Since the output of a linear, time-invariant, causal system can be reproduced with its impulse response, the impulse response is a complete characterization of the system\textsuperscript{117}. Moreover, it is straightforward, with a relatively simple setup to obtain the impulse response of a system whose steady state outputs are stable. Especially compared to other
iteration-based algorithms, the system parameters can be estimated with a much smaller number of sampling points.

Figure 3.13 shows an example of the impulse response of the aerodynamic lift and system parameter estimates for the flow-actuator system. For the impulse response test, the actuator operates with the nominal voltage 1 kV, and a finite-magnitude impulse with $\Delta V_{app} = 0.2$ kV is applied at $t^* = 0$. The performance measurement and voltage update are done at every 10th flow time step, i.e., $\Delta t^*_c = 10 \Delta t^*_f$, where $\Delta t^*_c$ and $\Delta t^*_f$ are the control time step and the flow simulation step, respectively. As shown in Figure 3.13(a), since the measurement and voltage update occur after the flow field is calculated, there is a system delay of at least 1 in the control time scale unit, regardless of the flow time resolution.

The estimated Markov parameters include information about system zeros. More specifically, some of the roots of the Markov parameter polynomial shown in Figure 3.13(b) approximate the zeros that lie outside of the unit circle in the complex domain, i.e., the nonminimum-phase (NMP) zeros or unstable zeros of the linearized transfer function. There are one real and two complex NMP zeros in this case. In most test cases of the current study, the real NMP zero is consistently captured by the impulse response test, whereas the complex ones are not.

For the same case, Figure 3.14(a) demonstrates the impulse response of the aerodynamic drag, which shows less sensitivity to the same impulse and the opposite direction of initial response. Moreover, as opposed to lift, the drag response only shows complex NMP zeros as shown in Figure 3.14(b). In many cases with larger different impulse magnitudes, the linearized transfer function from control to drag shows no NMP zero, i.e., the drag transfer function tends to be minimum-phase. This difference can be explained by considering the flow dynamics under the influence of the DBD actuation.
The step response of a system with an odd number of NMP zeros has initial undershoot; that is, the step response initially moves in the direction opposite to its steady-state value. For example, the step response of a system with one real NMP zero, having positive steady-state output, initially decreases, then increases to reach the steady-state value. A system with multiple NMP zeros repeats the step response with ripples which cross the undisturbed value as many times as the number of real NMP zeros before...
reaching the steady-state output. Moreover, for a continuous-time system, the relative undershoot

\[
    r_y \triangleq \frac{y_u}{y_\infty} \geq \frac{0.98}{e^{\lambda t_s} - 1},
\]

(3.15)

where \( \lambda \) is the real NMP zero and \( t_s \) is the settling time, as shown in Figure 3.15 – i.e., the ratio of the undershoot amplitude and the steady-state value in a step response – is known to decrease as the NMP zero increases\(^{119,120} \). By relating the NMP zero and dynamic response of a system, the relative undershoot is informative for understanding the relative NMP zero positions of a system under different conditions. For example, the increased undershoot or decreased steady-state value means a smaller NMP zero as well as a larger relative undershoot. More details about the relation between the real NMP zero and relative undershoot for the flow-actuator system are discussed in 3.4.1.

![Representative impulse response of a system](image)

**Figure 3.15** Representative impulse response of a system (Reproduced from Stewart and Davison, 2006\(^{119} \)).

As noted earlier, the impact of the DBD actuation on the flow field under the flow and actuator conditions can be summarized as the intensified suction and pressure peaks around the actuation position, increased wall shear stress, and the reduction of flow separation. At these low-Reynolds numbers, the drag reduction due to the reduced separation region by the induced wall jet is less than the drag increase due to the viscous forces, resulting in the increase of the steady-state drag with actuation. Moreover, at the moment of actuation, the induced jet increases the local viscous drag before affecting the
separated flow region. As a result, the impulse actuation increases drag without undershoot, and the system for drag is either minimum-phase or NMP with an even number of complex NMP zeros. Lift, on the other hand, initially decreases due to the downward flow induced by the negative $x_2$-directional body force field, but then increases due to the intensified suction and the enhanced pressure recovery by the reduced flow separation, resulting in the step response with initial undershoot. It is consistent with this observation that the impulse response tests for lift show one real NMP zero. Since the initial impact of the actuation on aerodynamic forces determines whether the system has initial undershoot in the step response or not, the local variations of pressure and viscous force fields caused by the DBD actuation are major factors affecting the difference between systems with lift and drag as the performance.

### 3.2.3 Linearized system realization with ERA

As mentioned earlier, the eigensystem realization algorithm (ERA) utilizes Markov parameters to estimate system matrices. By defining the block-Hankel matrix as

$$
\mathcal{H}_{r,s}(j-1) = \begin{bmatrix}
H_j & H_{j+1} & \cdots & H_{j+s-1} \\
H_{j+1} & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots \\
H_{j+s-1} & \ddots & \ddots & \ddots \\
\end{bmatrix},
$$

and using the factorization of its first set

$$
\mathcal{H}_{r,s}(0) = P\Sigma Q,
$$

the system matrices $A$, $B$, $C$ and $D$ in Eqs. (3.6)-(3.7) can be estimated by

$$
A = \Sigma_0^{-1/2} P^r \mathcal{H}_{r,s}(1) Q^\top \Sigma_0^{-1/2},
$$

$$
B = \Sigma_0^{1/2} Q \begin{bmatrix}
I_k \\
0_{d_k \times d_k}
\end{bmatrix},
$$

106
\[ C = \begin{bmatrix} I_r & 0_{i \times n_p} \end{bmatrix} P \Sigma^{-1/2}_a, \]  
(3.20)

\[ D = H_0, \]  
(3.21)

where \( \Sigma_a \) is the diagonal matrix reduced from \( \Sigma \) by truncating the negligible singular values. If there are \( n \) dominant singular values in \( \Sigma \), in other words, \( \mathcal{H}_{r,\lambda}(0) \) is an \( n \)-rank matrix, the order of the model can be truncated to \( n \), resulting in a minimal realization.

Once the impulse response is available, the block-Hankel matrix can be constructed. For example, for the same case as Figure 3.14, the singular values of the block-Hankel matrix shown in Figure 3.16(a) indicate that the order of the system for lift is approximately 6. Figure 3.16(b) shows the estimation of poles and zeros along with the roots of the Markov parameter polynomial. Both estimations show good agreement in the NMP zeros approximation. In addition, all the poles are located in the unit circle, implying that the system is stable. The realization of the linearized flow-actuator system for drag in Figure 3.17 shows similar trends in the dynamics estimation.
Figure 3.16 Realization of the linearized flow-actuator system for lift $(AR = \infty, Re = 1000, \alpha = 15^\circ, V_{app,0} = 1 \text{ kV}, \Delta V_{app} = 0.2 \text{ kV}, \sigma_i: i\text{-th singular value})$. 

(a) singular values of the block-Hankel matrix

(b) estimated poles and zeros
Figure 3.17 Realization of the linearized flow-actuator system for drag ($AR = \infty$, $Re = 1000$, $\alpha = 15^\circ$, $V_{app,0} = 1$ kV, $\Delta V_{app} = 0.2$ kV, $\sigma_i$: $i$-th singular value).
3.2.4 Recursive least squares (RLS) algorithm

Although the impulse response test can provide Markov parameters directly, the test may not be available, especially when the system is unstable or online system identification is necessary. Instead of using the whole set of input and output data, a recursive system-identification algorithm seeks the system parameters by updating the estimates of the parameters using an input-output pair at each time step. Since a specific mode of a system can or cannot be excited depending on the input signal, the choice of an appropriate input signal is critical in any iterative identification algorithm. In order to provide a broad bandwidth input signal, the white noise signal, which is a random signal having constant probability density in frequency domain up to the Nyquist frequency, is widely accepted.

As described in Ljung and Soderstrom (1983)83, a linear, time-invariant system can be expressed with the regression relation

\[
y(t) = \theta^T \varphi(t) + v(t),
\]

where \( \varphi(t) \) is the regressor vector composed of input and output data, \( \theta \) is the system parameter vector, and \( v(t) \) is the prediction error or noise. Then, by minimizing the prediction error using a least squares function, the system parameter vector for \( t = N \) can be estimated as

\[
\hat{\theta}(N) = \left[ \sum_{i=1}^{N} \varphi(t)\varphi^T(t) \right]^{-1} \sum_{i=1}^{N} \varphi(t)y(t).
\]

By introducing a recursive formulation, the system parameter vector can be updated at each time step by

\[
\hat{\theta}(t) = \hat{\theta}(t-1) + \frac{1}{T}R^{-1}(t-1)\varphi(t)[y(t) - \hat{\theta}^T(t-1)\varphi(t)],
\]

\[
R(t) = R(t-1) + \frac{1}{T}[\varphi(t)\varphi^T(t) - R(t-1)].
\]
Using the matrix inversion lemma

\[
[A + BCD]^{-1} = A^{-1} - A^{-1}B\left[DA^{-1}B + C^{-1}\right]^{-1}DA^{-1},
\]

(3.26)

which is valid for arbitrary matrices \(A, B, C\) and \(D\) with compatible dimensions, the recursive formulation is equivalently

\[
\hat{\theta}(t) = \hat{\theta}(t-1) + \mathcal{L}(t)[y(t) - \hat{\varphi}^T(t-1)\varphi(t)],
\]

(3.27)

\[
\mathcal{L}(t) = \frac{P(t-1)\varphi(t)}{1 + \varphi^T(t)P(t-1)\varphi(t)},
\]

(3.28)

\[
P(t) = P(t-1) + \frac{P(t-1)\varphi(t)\varphi^T(t)P(t-1)}{1 + \varphi^T(t)P(t-1)\varphi(t)}.
\]

(3.29)

The initial values can be chosen as \(P(0) = cI\) and \(\hat{\theta}(0) = 0\) with a large constant \(c\) for a faster decay of the effect of initial values.

Usually the RLS algorithm requires a much larger number of data points than the impulse response test to identify system parameters. Instead of the flow-actuator models Eqs. (3.1)-(3.5), the state-space model realized by ERA with the Markov parameters of the flow-actuator system is used to assess the RLS algorithm. Figure 3.18 shows the original impulse responses of lift and drag of the flow-actuator system compared with the reconstructed impulse response of the ARMA model that is estimated with the RLS algorithm. The estimation is done by applying the white noise input to the state-space model. The lift and drag responses estimated with 500 data points show good agreement with the original impulse responses.
Figure 3.18 Impulse response estimation with ERA and RLS (50 samplings of the impulse response, 500 white-noise data points).
3.2.5 Identification of a real nonminimum-phase zero

When it is known that there is one nonminimum-phase (NMP) zero for a stable rational transfer function, an adaptive input along with the RLS algorithm can be used to estimate the zero as shown in Rojas et al. (2009)\textsuperscript{84}. In their study, an arbitrary finite-dimensional, stable, linear time-invariant system with a NMP zero is modeled with a two-parameter FIR model

\begin{equation}
    y(t) = \varphi^T(t) \theta,
\end{equation}

where \( \varphi(t) = [u(t-1) \ u(t-2)]^T \) and \( \theta = [\theta_1 \ \theta_2]^T \). Then, the regular recursive least squares algorithm in Eq. (3.24) and Eq. (3.25) can be combined with the adaptive input

\begin{equation}
    u(t) = \rho(t-1)u(t-1) + r(t-1)\sqrt{1 - \rho^2(t-1)}
\end{equation}

where \( r(t) \) is a sequence of zero-mean random variables independent of the exogenous noise, and \( \rho(t) \) is a variable dependent on the estimate of the NMP zero \( \hat{z}_{NMP}(t) \). By using \( R(t) = \begin{bmatrix} 1 & \rho(t-1) \\ \rho(t-1) & 1 \end{bmatrix} \), it is shown that the NMP zero can be estimated as

\begin{equation}
    \rho(t) = \frac{1}{\hat{z}_{NMP}(t)} = -\frac{\hat{\theta}_1(t)}{\hat{\theta}_2(t)}.
\end{equation}

For example, the algorithm is applied to the estimation of the real NMP zero for the case of \( Re = 300 \) and \( x_{act} = 0.6c \). As described in the previous section, ERA is used to approximate the flow-actuator system with the linearized transfer function. Figure 3.19(a) shows that the convergence of the estimate requires a large number of data points, compared to the impulse response and RLS algorithm. However, if some uncertainty is allowed, say 10\%, the data set can be much shorter, such as \( O(100) \). As shown in Figure 3.19(b), although the estimation algorithm is based on the simplified model structure, the real NMP zero can be approximated with good accuracy.
Figure 3.19 Real NMP zero identification \(^{84}\) \((Re = 300, \ A_oA = 15^\circ, \ x_{act} = 0.6c)\).
3.3 Retrospective cost adaptive control algorithm

Adaptive control is a control scheme based on adjustable controller gains. In this approach, the controller gains are dynamically updated in response to changes in the plant and disturbance dynamics\(^{121}\). Compared to fixed gain control, which is designed for a known range of parameter uncertainties, adaptive control is capable of achieving target performance with larger parameter uncertainties\(^{122}\). Adaptive control especially aims at adjusting system and/or controller parameters under uncertainties from disturbances, and time-varying and unmodeled system dynamics. Although adaptive control is regarded as a less-model or model-free approach, it requires a certain amount of knowledge of the system to be controlled, which is one of the key issues in this technique\(^{123}\).

In this section, the adaptive control algorithm shown in Santillo and Bernstein (2010)\(^{116}\) is summarized for a single-input, single-output control system. Consider the single-input, single-output linear discrete-time system

\[
\begin{align*}
x(k+1) &= Ax(k) + Bu(k) + Dw(k), \\
z(k) &= E_ix(k) + E_0w(k),
\end{align*}
\]

where \(x(k) \in \mathbb{R}^n, z(k) \in \mathbb{R}, u(k) \in \mathbb{R}, w(k) \in \mathbb{R}^l\) are the state, performance, control and exogenous command and/or disturbance signal with \(k \geq 0\). The adaptive controller minimizes the performance variable \(z\) in the presence of the exogenous signal \(w\), which could be a disturbance, a command, or both. In this study, the performance variable is the variation of the aerodynamic lift acting on the airfoil under inlet flow conditions with a sinusoidal disturbance from its nominal (undisturbed) value.

For the general control problem given by Eqs. (3.33)-(3.34), a strictly proper time-series controller of order \(n_c\), similar to Eq. (3.11), can be defined as

\[
u(k) = \sum_{i=1}^{n_c} M_i(k)u(k-i) + \sum_{i=1}^{n_c} N_i(k)z(k-i),
\]

where
where, for all \(i = 1, \ldots, n_c\), \(M_i(k), N_i(k) \in \mathbb{R}\) are given by the adaptive law given below. The control can be expressed as

\[
u(k) = \theta^T(k) \phi(k),
\]

(3.36)

where

\[
\theta(k) \triangleq \begin{bmatrix}
N_1(k) & \cdots & N_{n_c}(k) & M_1(k) & \cdots & M_{n_c}(k)
\end{bmatrix}^T \in \mathbb{R}^{2n_c}
\]

(3.37)

is the controller parameter matrix, and the regressor vector \(\phi(k)\) is given by

\[
\phi(k) \triangleq \begin{bmatrix}
z(k-1) \\
\vdots \\
z(k-n_c) \\
u(k-1) \\
\vdots \\
u(k-n_c)
\end{bmatrix} \in \mathbb{R}^{2n_c}
\]

(3.38)

For positive integer \(\mu\), the extended control vector can be defined by

\[
U(k) \triangleq \begin{bmatrix}
u(k) \\
\vdots \\
u(k-p_c+1)
\end{bmatrix} \in \mathbb{R}^{p_c}
\]

(3.39)

where \(p_c \triangleq \mu + 1\). From Eq. (3.36), it follows that the extended control vector \(U(k)\) can be written as

\[
U(k) \triangleq \sum_{i=1}^{p_c} L_i \theta^T(k-i+1) \phi(k-i+1),
\]

(3.40)

where
Next, define the retrospective performance

\[ \hat{z}(\hat{\theta}, k) \triangleq z(k) - \overline{B}_{zu} \left( U(k) - \hat{U}(\hat{\theta}, k) \right), \quad (3.42) \]

where \( \hat{U}(\hat{\theta}, k) \triangleq \sum_{i=1}^{d} L_i \hat{\theta}^T \phi(k - i + 1) \), \( \hat{\theta} \in \mathbb{R}^{2n_u} \) is an optimization variable, and the control matrix \( \overline{B}_{zu} \) is given by Eq. (3.53) below. Note that \( \hat{z}(\hat{\theta}, k) \) is obtained by modifying the performance variable \( z(k) \) based on the difference between the actual past control inputs \( U(k) \) and the recomputed past control inputs \( \hat{U}(\hat{\theta}, k) \), assuming that \( \hat{\theta} \) had been used in the past.

Now, consider the retrospective cost function

\[ \hat{J}(\hat{\theta}, k) \triangleq \hat{z}^2(\hat{\theta}, k) + \alpha_l (\hat{\theta} - \theta(k))^T (\hat{\theta} - \theta(k)), \quad (3.43) \]

where the learning rate \( \alpha_l \) affects the transient performance and the convergence speed of the adaptive control algorithm. Substituting Eq. (3.42) into Eq. (3.43) yields

\[ \hat{J}(\hat{\theta}, k) \triangleq \hat{\theta}^T A(k) \hat{\theta} + b^T(k) \hat{\theta} + c(k), \quad (3.44) \]

where

\[ A(k) \triangleq D^T(k)D(k) + \alpha_l I_{2n_u}, \quad (3.45) \]

\[ b(k) \triangleq 2D^T(k)(z(k) - \overline{B}_{zu}U(k)) - 2\alpha_l \theta(k), \quad (3.46) \]
\[ c(k) \triangleq (z(k) - \mathbf{B}_{zu}U(k))^2 - \alpha_i \theta^T(k) \theta(k), \]  

and \( D(k) \triangleq \mathbf{B}_{zu} \sum_{i=1}^{\nu} \left( L_i \phi^T(k-i+1) \right). \) Since \( A(k) \) is positive definite, \( \dot{J}(\hat{\theta},k) \) has the unique global minimizer \(-\frac{1}{2} A^{-1}(k)b(k)\). Thus, the update law is given by

\[ \theta(k+1) = -\frac{1}{2} A^{-1}(k)b(k). \]  

The adaptive controller in Eq. (3.36) and Eqs. (3.45)-(3.48) requires limited model information of the system in Eqs. (3.33)-(3.34), i.e., knowledge of \( \mathbf{B}_{zu} \). In this study, \( \mathbf{B}_{zu} \) is constructed using estimates of the system’s relative degree, first nonzero Markov parameter and the nonminimum-phase zeros of the transfer function from \( u \) to \( z \). Consider the transfer function from \( u \) to \( z \) given by

\[ G_{zu}(z) \triangleq E_1(zI - A)^{-1}B, \]  

which can be written as

\[ G_{zu}(z) \triangleq H_d \frac{\beta(z)}{\alpha(z)}, \]  

where the relative degree \( d \geq 1 \) is the smallest positive integer \( i \) such that \( i \)-th Markov parameter \( H_i \) is nonzero, and \( \alpha(z) \) and \( \beta(z) \) are monic coprime polynomials. If \( \beta(z) \) has the factorization

\[ \beta(z) = \beta_u(z) \beta_s(z), \]  

where \( \beta_s(z) \) is a monic polynomial of degree \( n_s \) whose roots lie inside the unit circle, and \( \beta_u(z) \) is a monic polynomial of degree \( n_u \) whose roots lie on or outside the unit circle. Then, \( \beta_u(z) \) can be written as
By letting $\mu = n_u + d$, the resulting system parameter matrix $\overline{B}_{zu}$ is given by

$$
\beta_u(z) = z^{n_u} + \beta_{u,1} z^{n_u-1} + \cdots + \beta_{u,n_{u-1}} z + \beta_{u,n_u}.
$$

(3.52)

Note that $\overline{B}_{zu}$ is constructed using the relative degree $d$, the first nonzero Markov parameter $H_d$, and the NMP zeros the transfer function from $u$ to $z$. Other constructions of $\overline{B}_{zu}$ are shown in Santillo and Bernstein (2010)116.

3.4 Identification of flow-actuator system

3.4.1 Step response test

As mentioned in 3.2.2, the step response of a system can help to characterize system parameters. Typical step responses of the flow-actuator system for drag and lift are shown in Figure 3.20. The step response of drag shows no undershoot. The maximum as well as steady-state values are lower when the Reynolds number is higher. Lift, on the other hand, decreases first under the step actuation and reaches a positive steady-state value. It is interesting to notice that the undershoot magnitude does not change much with the Reynolds number, whereas the steady-state value is very sensitive to the Reynolds number.

The observations can be related to the influence of the DBD actuation on the flow field. The induced flow due to the actuation accompanies the high shear layer near the actuation location, resulting in a monotonic drag increase, along with the secondary effect of the changes in wake and separated-flow regions. The lift evolution, on the other hand, is more affected by the pressure and suction peaks, as well as the changes in wake and separated-flow regions. Due to the difference in the response time between these impacts, the reverse-direction lift variation (or undershoot) precedes the lift increase, which is prominent with the higher Reynolds number.
3.4.2 Real NMP zero with flow and actuator conditions

For the test cases, the identified system parameters, or more specifically the first nonzero Markov parameter and real NMP zero, are dependent on the flow and actuator conditions. The relevant questions can be summarized as the following. How much do the system
parameters change according to the flow and actuation conditions, and actuation itself? How accurately should the system parameters be estimated or how much tolerance to their changes does the control system have? Is it possible to minimize or incorporate the parametric changes with the control algorithm to achieve control goals? The nonlinearity caused by the parametric change can invalidate the linear model assumption on which the control algorithm is based. Thus, assessing the parametric change helps to address the limitation of the current framework and to suggest directions to improve control performance.

For a continuous-time system, since the real NMP zero value is inversely proportional to the relative undershoot, as mentioned in the previous section, the change in either the undershoot magnitude or the steady-state value in the lift step response indicates the variation of the real NMP zero; the NMP zero increases if either the undershoot amplitude decreases or if the steady-state lift increases. The same trend is observed for the discrete-time flow-actuator system in this study. As an example, the relation between the relative undershoot and the real NMP zero in lift for $Re = 300$ is shown in Figure 3.21(a) for different actuation locations. For both pressure lift and total lift, the real NMP zero increases, as the actuation position moves downstream. Since the increase of the steady-state lift caused by the increase of $x_{act}/c$ results in the decrease of the relative undershoot, the relation between the relative undershoot and real NMP zero is consistent with the one in continuous-time systems.

For different flow conditions, the impact of the wing aspect ratio on the real NMP zero is shown in Figure 3.21(b), and the trend of the NMP zero variation is consistent with the impact of the actuation location, i.e., the enhanced steady-state lift with a higher aspect ratio wing decreases the relative undershoot.
As discussed in 3.5, in this study it is observed that the feedback performance is significantly affected by the disturbance period in the range of $T^* = 5 \sim 100$ and magnitude of the disturbance in vertical free-stream speed. A higher disturbance magnitude changes system dynamics by changing both the instantaneous angle of attack and flow speed. Furthermore, the control voltage variation at each time step should be
increased as the disturbance amplitude increases. As mentioned in 3.3, the system parameters required by the adaptive controller include the NMP zero and the first nonzero Markov parameter. Figure 3.22 shows that both parameter estimates are dependent on the impulse magnitude. The real NMP zero of lift is asymmetric with respect to the sign of the impulse voltage and decreases as the impulse magnitude approaches zero. On the other hand, the first nonzero Markov parameter increases as the impulse magnitude approaches zero. These parametric drifts indicate the sensitivity of system parameters on voltage increment or disturbance magnitude. In Figure 3.22, it is also shown that the change in vertical free-stream speed also induces the parametric drifts.

In Figure 3.23, the variations of the real NMP zero and first nonzero Markov parameter according to the Reynolds number, as well as the voltage increment, are shown. As the Reynolds number increases between $Re = 300$ and 1000, the real NMP zero becomes larger, which is analogous to the trend with the relative undershoot, considering the increase of the steady-state lift at higher Reynolds numbers. Although the undershoot magnitude is observed to increase as the Reynolds number increases, the impact of the steady-state-lift increase at a higher Reynolds number dominates the relative undershoot. On the other hand, the impact of Reynolds number on the first nonzero Markov parameter is the opposite, as shown in Figure 3.23(b); the parameter decreases as Reynolds number increases. Considering the absolute value of the parameter, however, the trend represents the increased high-frequency gain for a higher Reynolds number.

As mentioned earlier, there exist flow and control time scales in the current flow control simulations. The non-dimensional time resolution of flow simulations in this study is fixed to $\Delta t^* = U_\infty \Delta t_f / c = 0.05$. Since the discontinuous voltage update at each control time step induces high-frequency input to the flow-actuator system, the flow time resolution should be sufficient to resolve flow dynamics critical in system parameters. In Figure 3.24(a), for example, the impulse responses with $\Delta t^*_f = 0.05$ (case A) and with $\Delta t^*_f = 0.01$ (case B) are compared, while keeping the control time resolution the same. The transient oscillation between $t^* = 5$ and 12 is not captured with the coarser time resolution. However, the overall responses (or system parameters) are consistent with
each other, and the estimated real NMP zero remains virtually same, implying the current flow time resolution is sufficient to capture key flow dynamics of the system.

Figure 3.22 Impulse magnitude and system parameters \( Re = 1000, \frac{x_{act}}{c} = 0.2 \).
Figure 3.23 Reynolds number and system parameters ($x_{ac}/c = 0.2$, $V_{app,0} = 1$ kV).

(a) NMP zero

(b) first nonzero Markov parameter
The control time resolution, on the other hand, significantly affects the system parameters. For example, the comparison between $\Delta t^*_c = 0.5$ (case B) and $\Delta t^*_c = 0.1$ (case C) in Figure 3.24(b) indicates that the smaller control time step not only causes reduced impact of the impulse and resolves higher frequencies, but also results in the noticeably different flow response. Moreover, the estimated linearized transfer function of the actuator-flow system with $\Delta t^*_c = 0.1$ (case C) shows three NMP zeros located close to the unit circle, as opposed to the one real NMP zero with the larger control time step. As a result, it is observed in this study that the increase of control time resolution can limit performance of feedback control. Although the higher sampling and updating rate is known to be beneficial in control performance, the result implies that there can be some optimal control time step, which achieves sufficient bandwidth of the control system and favorable locations of NMP zeros at the same time.
Figure 3.24 Flow and control time resolutions and system parameters for lift 
\[(\text{Re} = 1000, \alpha = 15^\circ, V_{\text{app,0}} = 1 \text{ kV}, \Delta V_{\text{app}} = 1 \text{ kV}).\]
3.5 Closed-loop control of unsteady aerodynamics

3.5.1 Closed-loop control setup

Assuming that no information about the flow unsteadiness is known \textit{a priori}, the retrospective adaptive controller is applied to the feedback loop to eliminate the impact of the flow unsteadiness. The ratio of control and flow time resolutions is set to 10 to limit the bandwidth of the control system. For sampling data, the zero-order-data hold\textsuperscript{124}, which keeps the control constant between control time steps, is used.

in Figure 3.25, the feedback control setup is shown with block diagrams. The input to the flow-actuator system is the actuation voltage $V_{\text{app}}$, which is the summation of the control input $u$ and the nominal voltage $V_0$. The measurement is aerodynamic lift of the wing, which comprises the performance $z$. In order to regulate the orders of variables, the performance and control input are scaled accordingly inside the controller.

The performance is defined as the difference between the current lift deviation from the nominal value and the target lift increment. When the control objective is command following, i.e., adjusting the lift coefficient according to a command signal, the target lift increment can be set as the difference between the target lift coefficient and the lift coefficient under actuation with the nominal voltage. The disturbance-rejection control, on the other hand, can be realized by setting $\Delta C_{Lc}$ to be zero.
If the objective is command-following control while there exist disturbances to be cancelled, $\Delta C_{Lc}$ can simply be set to the command instead of zero. In the current study, only the disturbance-rejection cases are considered.

### 3.5.2 Disturbance rejection flow control

In this section, the retrospective adaptive controller is applied to mitigating the influence of sinusoidal disturbances in the vertical free-stream speed. The objective is to minimize the difference between the undisturbed lift with the nominal actuation and the measured lift under the influence of the disturbance. Two cases with different disturbance frequency and amplitude are shown in Figure 3.26(a) and (b). In both cases, the impact of sinusoidal disturbances on the airfoil lift is suppressed by the DBD actuator, with the time-varying voltage signal determined by the controller. The fluctuation of drag, on the other hand, is amplified for $T^* = 100$, while suppressed for $T^* = 10$, which implies that the actuation can be beneficial in both lift and drag, depending on the disturbance frequency.

The variation in vertical flow speed induces changes in both flow speed and angle of attack, and aerodynamic forces are also subject to the response of the separated flow to the changes. As shown in Figure 3.26(a), for a disturbance with a lower frequency and a higher amplitude, the phase difference between open-loop drag and lift fluctuations is larger than the one with a higher frequency and a lower amplitude, as in Figure 3.26(b). In addition, the closed-loop control voltage is close to the reverse of the lift variation for both cases, resulting in the suppression of the lift fluctuation. As a result, the control voltage signal of $T^* = 100$ is in phase with the drag fluctuation, amplifying the drag fluctuation. On the other hand, drag and lift are in phase with each other for $T^* = 10$, and the control voltage suppresses both drag and lift fluctuations.

For the case of Figure 3.26(a), streamlines and pressure contours under the open-loop (i.e., constant voltage) actuation are shown in Figure 3.27(a) and (b), where the lift is minimum and maximum, respectively. Since the amplitude of the closed-loop voltage variation is too small to cause a noticeable difference in the flow structure, the two instants in Figure 3.27 also correspond the phases when the closed-loop control voltage is maximum and minimum, respectively. The distribution shown with the dotted line is the
local pressure difference between the closed-loop and open-loop actuations at each phase. The sections with dotted lines inside and outside the airfoil geometry denote the regions where the voltage change causes pressure increase and pressure decrease, respectively.

Figure 3.26 Disturbance rejection of lift; drag coefficient, lift coefficient and applied voltage ($Re = 1000$, $AR = \infty$, $\alpha = 15^{\circ}$, $V_{app,0} = 1$ kV, learning rate = 200, $n_c = 50$, 3 system parameters capturing 1 NMP zero and delay).
Figure 3.27 Streamlines and pressure contours with 1 kV actuation, and compensated pressure distribution under feedback control ($Re = 1000, AR = \infty, \alpha = 15^\circ, T^* = 100, \alpha_d = 0.06, V_{app,0} = 1 \text{ kV}, x_{act}/c = 0.2$).

Since the jet induced by the actuator is almost horizontal and the viscous force augmented by the actuation hardly contributes to lift as a result, the variation in pressure distribution mostly contributes to the lift variation. Although the closed-loop voltage variation is not large enough to resize the separated flow structure, the relative pressure distributions suggest the lift stabilization mechanism. At the instant of minimum lift, the controller increases the actuation voltage, intensifying the suction pressure near the leading edge as shown in Figure 3.27(a). Though the pressure distributions downstream of the actuator and downside of the wing are hardly changed, the net pressure change
near the leading edge and the actuator contributes to enhancing lift. When the disturbance causes maximum lift, on the other hand, the controller decreases the voltage, reducing suction and pressure peaks as shown in Figure 3.27(b) to mitigate the lift increase.

The control performances for different wing aspect ratios are compared in Figure 3.28. Compared to the infinite wing, higher voltage variation is required for the finite wing, implying that the control authority on lift is decreased. Even with the same disturbance, there are phase differences in force responses between infinite and finite wings, and drag fluctuation is increased by stabilizing lift for the finite wing, as opposed to the reduced drag fluctuation for the infinite wing. It is observed that the control authority on lift decreases and penalty for drag increases, as the wing aspect ratio decreases.
Figure 3.28 Disturbance rejection of lift; drag coefficient, lift coefficient and applied voltage ($Re = 1000$, $\alpha = 15^\circ$, $T^* = 10$, $\alpha_d = 0.05$, $V_{app,0} = 2$ kV, learning rate = 300, $n_c = 50$, 3 system parameters capturing 1 NMP zero and delay).
3.5.3 Simultaneous stabilization of lift and drag

The observations in Figure 3.28 indicate that controlling lift can be either beneficial or detrimental to drag depending on wing aspect ratio. Although the drag fluctuation is not included in the performance, it would be advantageous in practice to be able to stabilize both lift and drag. In order to understand the impact of wing aspect ratio on the drag fluctuation, the time evolutions of pressure and viscous drags for the case of Figure 3.28(b) are shown in Figure 3.29, along with pressure and wall-shear stress distributions on the upper surface of the wing. For the two time instants with lower and higher voltage levels, denoted by A and B, respectively, both pressure and friction drags alternate their maximum and minimum values. With the lower voltage, the viscous drag decreases, while the pressure drag increases. With the higher voltage, on the other hand, the opposite occurs. Since the variation amplitudes of viscous and pressure drag evolutions are different, the total drag accompanies the steady-state fluctuation, as mentioned in the previous section.

The impact of wing aspect ratio can be addressed based on the pressure and friction force distributions on the wing. Due to the dominant 3-dimensional effect near the wing tip, the pressure distribution near the wing tip exhibits the loss of the enhanced suction peak, which is more noticeable for B. On the other hand, the friction force peaks distributing along the span are more influential near the wing tip. Moreover, higher voltage in B increases this effect. As a result, the finite wing with $AR = 4$, compared to the infinite wing, has reduced impact of the DBD actuation on the pressure force and increased impact of the actuation on the friction force, resulting in amplified drag fluctuation with feedback control.

Since various factors can affect the unsteady force evolutions the trend is subject to other flow conditions, such as Reynolds number, actuation location and disturbance frequency.
Figure 3.29 Pressure and viscous drag evolutions during feedback control: same case as Figure 3.28(b).
3.6 Summary of the chapter

For Reynolds numbers between 300 and 1000, the flow over the wing with the SD7003 airfoil geometry at the angle of attack of 15 degrees is controlled using the DBD actuator. The impacts of the open-loop DBD actuation on aerodynamic forces originate from: 1) pressure and suction peaks near the actuator; 2) pressure recovery in the wake due to reduced flow-separation; and 3) the additional friction force caused by the induced flow. Moreover, the impacts of the selected parameters on actuation performance are summarized in the following.

Actuation voltage

Higher voltage results in higher lift increase and more decrease of pressure drag, whereas total drag increases with voltage. The sensitivity of voltage on aerodynamic forces is noticeable for the lower voltage region especially $V_{app} \leq 1$ kV where the separated-flow region exists, and the impact declines as the flow attaches. The trend is also sensitive to Reynolds number and wing aspect ratio, i.e., higher $Re$ and larger $AR$ result in the favorable impacts of the DBD actuation on the aerodynamic forces.

Wing aspect ratio

Although the actuator is invariant along the spanwise direction, the DBD actuation intensifies the 3D effect of the flow field. For the infinite wing at $Re = 1000$, the DBD actuation can enhance lift and reduce drag simultaneously.

Reynolds number

For $Re = 300$, the DBD actuation can eliminate the flow separation but cannot decrease the velocity deficit in the wake region. For $Re = 1000$, on the other hand, the actuation shrinks the wake region, resulting in more favorable impacts on aerodynamic forces.

Actuation location

More downstream actuation benefits the lift enhancement, but at the cost of drag increase.
For the feedback control of the lift fluctuation under the influence of the free-stream unsteadiness, the retrospective cost adaptive control algorithm is adopted. The control law updates controller gains by minimizing the retrospective cost function with the information of system parameters, namely the first nonzero Markov parameter and NMP zeros of the linearized transfer function of the flow-actuator system. In order to estimate those parameters, the Markov parameter polynomial, whose coefficients consist of Markov parameters, is used.

Multiple identification techniques are applied to estimate the system parameters. For a stable nominal state, the impulse response of the flow-actuator system provides Markov parameters directly. The RLS algorithm can be applied to estimate the parameters recursively, implying its potential as an online identification tool. In addition, the recursive input signal can be used to estimate the real NMP zero more efficiently.

The identified system parameters indicate that the linearized transfer function of the flow-actuator system has one real NMP zero from voltage to lift, whereas it has no real NMP zero (or no NMP zero in many cases) from voltage to drag. The existence of the real NMP zero for lift is consistent with the fact that the step response of lift has initial undershoot, which is the property of a nonminimum-phase system with a real NMP zero.

Among the three impacts of the DBD actuation on aerodynamic forces, the pressure and suction peaks around the actuator mainly contribute to the disturbance rejection in lift. The performance of feedback lift control is explored further for different wing aspect ratios, and for disturbance amplitude and frequency. Lift fluctuations with free-stream unsteadiness under 10% can be stabilized by the control system. On the other hand, the drag fluctuations, while not intended, can be suppressed at the same time when the disturbance amplitude and period are small, especially for the infinite wing. Moreover, the difference in response time between the pressure variations and augmented friction forces due to the actuation determines the feasibility of simultaneous stabilization of lift and drag. As a result, the feasibility of reducing lift and drag fluctuations simultaneously is also dependent on the disturbance conditions.
The real NMP zero and first nonzero Markov parameter are subject to geometric, flow and actuation conditions, as well as the control time resolution: The more upstream actuation, lower wing aspect ratio and lower Reynolds number, the smaller the NMP zero. The lower vertical free-stream speed and smaller voltage variation induces the smaller NMP zero. The higher vertical free-stream speed, Reynolds number and voltage increment results in the larger absolute value of the first nonzero Markov parameter. The higher sampling rate decreases the magnitude of NMP zeros.

The drift of system parameters depending on the flow and actuation conditions indicates the degree of nonlinearities of the system. As a result, control performance, such as attainable bounds of controlled variables and controllable disturbance level, is limited. For the infinite wing, disturbance magnitudes up to 15 % can be suppressed, but with unfavorable transient responses. For finite wings, disturbances less than 8 % are manageable.

The selected parameters, their conditions and key observations are summarized in Table 3.1 and Table 3.2.
### Table 3.1 Summary of the impact of flow and actuator conditions.

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Reynolds number: ( Re = 300 \sim 1000 )</th>
<th>Aspect ratio: ( AR = 4, 8, \infty )</th>
<th>Actuation location: ( x_{act}/c = 0.05 \sim 0.7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order or the linearized transfer function</td>
<td></td>
<td>3~6 (delay is 1).</td>
<td></td>
</tr>
<tr>
<td>First nonzero Markov parameter(( H_1 )) and real NMP zero(( z_{NMP} )) for lift</td>
<td>(</td>
<td>H_1</td>
<td>) and ( z_{NMP} ) increase as ( Re ) increases.</td>
</tr>
<tr>
<td>Steady-state aerodynamic forces</td>
<td>Control authority on lift grows as ( Re ) increases. Penalty on drag decays as ( Re ) increases.</td>
<td>Control authority on lift grows as ( AR ) increases. Penalty on drag decays as ( AR ) increases.</td>
<td>Control authority on lift grows as actuation moves to downstream. Drag increase: no clear trend for ( Re = 300 ).</td>
</tr>
<tr>
<td>Dynamic aerodynamic force: lift</td>
<td>For higher ( Re ), undershoot is larger but the steady-state lift increase is more substantial, resulting in decrease of the relative undershoot.</td>
<td>The relative undershoot decreases as the actuator moves downstream and ( AR ) increases.</td>
<td></td>
</tr>
<tr>
<td>Feedback performance</td>
<td>At a higher Reynolds number both lift and drag fluctuations can be suppressed at certain disturbance frequencies.</td>
<td>Controllable disturbance magnitudes are limited by the reduced control authority for a lower ( AR ).</td>
<td>Only for 0.2.</td>
</tr>
</tbody>
</table>
### Table 3.2 Summary of the impact of operation conditions.

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Nominal voltage: $V_{app,0} = 1$ and $2 \text{kV}$</th>
<th>Impulse or step amplitude: $\Delta V_{app} = 0.1 \sim 5 \text{kV}$</th>
<th>Control time resolution: $\Delta t^* = 0.1$ and $0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order or the linearized transfer function</td>
<td></td>
<td>$3 \sim 6$ (delay is 1).</td>
<td>For $\Delta t^* = 0.1$, system order is 10 (delay is 1).</td>
</tr>
<tr>
<td>First nonzero Markov parameter($H_1$) and real NMP zero($z_{NMP}$) for lift</td>
<td>Not sensitive.</td>
<td>$</td>
<td>H_1</td>
</tr>
<tr>
<td>Steady-state aerodynamic forces</td>
<td>Lift mostly increases with the actuation. For $AR = \infty$ at $Re = 1000$, drag decreases with $V_{app} = 1 \text{kV}$; For others, the actuation results in the increase of drag.</td>
<td></td>
<td>Not relevant</td>
</tr>
<tr>
<td>Dynamic aerodynamic force: lift</td>
<td>Not sensitive.</td>
<td>Steady-state lift increases faster than undershoot as step amplitude increases, resulting in smaller relative undershoot.</td>
<td>For higher time resolution, undershoot is larger, NMP zero is smaller.</td>
</tr>
<tr>
<td>Feedback performance</td>
<td>Not sensitive but the lower voltage bound is limited by the breakdown voltage.</td>
<td>The NMP zero drift can limit the disturbance magnitude that can be suppressed.</td>
<td>Higher time resolution incorporates NMP zeros close to the unit circle. Lower time resolution causes higher steady-state error due to unresolved fluctuations.</td>
</tr>
</tbody>
</table>
CHAPTER 4
SUMMARY AND CONCLUSION

4.1 Outcome and findings

4.1.1 Surrogate modeling and DBD actuator

The performance of the DBD actuator, namely force generation and power consumption, is sensitive to the operational, geometry and material parameters of the actuator. Specifically, these parameters can, in certain combinations, facilitate the asymmetry between two half-cycles by affecting the discharge-limiting process, thereby enhancing the time-averaged force generation.

In order to aid systematic parametric-study and design guidelines, surrogate-based modeling is introduced. Multiple surrogate models are trained to approximate the first-principle-based simulations of the DBD actuator. Two operation parameters – the discharge frequency and the polarity time ratio of the applied voltage – and one material parameter – dielectric constant – are chosen as design variables. In order to achieve reasonable accuracy while reducing the computation cost, multiple levels of design space refinement are devised. Surrogate models at each level differ in fitting the original data and the weighted average surrogate provides good accuracy for this application. Although the surrogate models at the initial level are not accurate enough, they consistently supply beneficial information for the further refinement of the design space. The non-polyhedral design-space-constraints generated by the initial level surrogate models provide efficient design of experiments for the refined regions, resulting in higher accuracy in the regions of interest.
The surrogates at different levels consistently show that two branches of the Pareto front exist with different orientations of the average force. As sets of possible optimal operation, the parametric combinations along the Pareto front elucidate the mechanism of enhancing force generation, which is to increase the asymmetry between the first- and second-half cycles. Moreover, each front branch is found to be in one of two regions far apart from the others in the original design space. For the two regions, namely high- and low-power regions, parametric sensitivities differ significantly. Specifically, the dielectric constant is always influential, but the importance of the frequency and polarity time ratio alternates depending on the power capability.

Surrogate modeling can also provide reduced-order DBD actuator models, which link first-principle-based DBD simulations and induced flow simulations with a complex geometry and different time-scale. In the process of flow-control-system design, it is critical to assess the parametric impacts of actuator operation on control authority and to apply the understanding to the optimization of the control system.

### 4.1.2 Adaptive control of the flow-actuator system

In this flow-control study, unsteady aerodynamic forces on the finite or infinite wing with the SD7003 airfoil geometry under the influence of time-varying free-stream velocity are controlled with the DBD actuator. At Reynolds numbers between 300 and 1000 and at an angle-of-attack of 15 degrees, the wake instability can be prevented by open-loop actuation. On the other hand, the force fluctuations induced by the moderate free-stream unsteadiness can be stabilized by feedback control. The retrospective cost adaptive control algorithm based on the parameter estimates of the flow-actuator system provides the control voltage that minimizes lift deviation from the undisturbed lift.

For the system information required by the controller, the first nonzero Markov parameter and NMP zero of the flow-actuator system’s linearized transfer function are estimated using the Markov parameter polynomial whose coefficients are the impulse response of the system. In most cases, the linearized system model is nonminimum-phase for lift with a real NMP zero and shows undershoot in response to voltage increase. On the other hand, no real NMP zero exists for drag.
The open-loop actuation increases the steady-state lift by intensifying the suction peak and by recovering the pressure loss in the separated-flow region with the penalty of the increased friction drag. However, depending on the disturbance condition, the closed-loop actuation can be favorable to both lift and drag by suppressing the fluctuations of lift and drag simultaneously. The regulated time-varying pressure field, especially intensified pressure and suction peaks around the DBD actuator, is shown as the main disturbance rejection mechanism. Since the impact of the actuation on lift can be attributed to different sources with different time evolutions, the simultaneous attenuations of lift and drag fluctuations are dependent on the flow and actuation conditions, especially time scale of the disturbance.

For modest free-stream fluctuations, constant estimates of the first nonzero Markov parameter and real NMP zero are sufficient for the adaptive controller to stabilize the lift fluctuation. Those system parameters, however, are functions of flow and actuation conditions due to the nonlinearities of the system. The variable system parameters can limit the control performance especially under severe disturbance conditions, implying that the trends can be used to optimize geometric and operational conditions of the DBD actuator to enhance control performance.

4.2 Contributions

One of the key challenges in the application of the DBD actuator is to enhance its control authority with less power. The application of surrogate modeling techniques establishes an efficient design process in the flow control exercise, whose performance requirements span multiple operation points. In this study, various parametric influences on the actuation performance are explored to aid in the design process. The computational cost of simulating multi-scale plasma dynamics in the DBD actuation prohibits in-depth survey of the design space. The multiple surrogate models employed in this study not only provide reliable performance estimates with a significant design-cost reduction, but also portray the design space, clarifying the region of interest for further design-space refinement. The high- and low-power regions separated by the design space accompany disparities in modeling parameters such as force orientations, parametric sensitivities and
achievable optimal conditions. Multiple branches of the Pareto front suggest the possibility of flexible applicability to meet various performance requirements.

On the other hand, surrogate models can bridge the detailed discharge simulation and airflow simulation with complex geometries, providing modeling guidelines. The surrogate-based body-force model offers potential for capturing more realistic flow physics under the influence of actuator parameters than the bilinear body-force model.

The open-loop control results provide insight into the impacts of DBD actuation on the low-Reynolds-number aerodynamics around a rectangular wing for various flow and actuator conditions. In order to design the flow-actuator system with sufficient control authority, it is important to understand the trend of actuation-performance relations.

This feedback control study, which is based on the adaptive control law using the flow-actuator system’s Markov parameters, provides a prospective flow control framework. The information required by the controller is incorporated into compact system parameters, which are easy to identify, suggesting further extension to online identification in order to accommodate various flow regimes and inherent nonlinearities of the system. The applied identification methods and closed-loop flow control based on the retrospective cost adaptive algorithm prove the capability and validity of the current approach. Moreover, combined with the DBD actuator, the control system successfully alleviates the moderate flow unsteadiness, proposing an effective control scheme for low-Reynolds number aerodynamics.

Another goal of this study is to understand the interaction between unsteady actuation and aerodynamic performances – i.e., lift and drag of a wing – and the underlying physics. Since the controller outputs the actuation voltage appropriate for achieving the objective, namely minimizing the influence of free-stream disturbances, the resultant actuation and flow information can aid in understanding the control mechanisms suppressing lift fluctuation, which are valuable in designing a low-Reynolds number flyer. In this study, the mechanism of lift stabilization, impacts on the uncontrolled drag and feasibility of simultaneous suppression of lift and drag fluctuations are explicitly addressed for different flow and actuation conditions. In addition, the identified system parameters –
first nonzero Markov parameter and NMP zero – are related to the flow response to DBD actuation, and the impacts of flow and actuation conditions on these parameters are assessed. Furthermore, it is shown that different flow and actuation conditions cause the variations of parameter estimate, namely, parametric drift, which influences control performance and can restrict achievable performances. As a result, the parametric combinations – wing aspect ratio, actuation location, control time resolution – that are favorable to achieving control objective can be deduced for the purpose of enhancing control authority of the DBD actuator and improving control performance.

On the other hand, the limitations of the linearized-modeling approach are also highlighted by the parametric drifts, which indicate the nonlinearities of the flow-actuator system with respect to the conditional parameters as well as the actuation itself. The controller with constant system parameters identified at one operation point shows restrictions in the controllable disturbance magnitude and achievable steady-state performance variation. As a result, substantial free stream fluctuations cannot be controlled properly, and the manageable disturbance magnitude remains less than 10% of the vertical free stream speed.

### 4.3 Future work

In order to explore the plasma physics in the DBD actuation, 2-species helium chemistry is adopted with the fluid modeling approach. Although the fundamental mechanisms of actuator operation can be captured with the relatively simple model, the application of air chemistry with more ionized-species, especially negative ions, can improve the fidelity of the analysis. The limitations in the actuator geometry and computational domain size due to computational cost can be alleviated by introducing the capability of parallel computation to the DBD simulation.

The surrogate-based modeling approach offers the parametric investigation for three operation and material variables – applied voltage frequency, insulator dielectric constant and polarity time ratio of the voltage waveform. However, the force generation and power consumption are also affected by other parameters such as electrode size, insulator thickness, and amplitude of operation-voltage waveform, which are invariant in this study.
More design variables mean an increase in dimensionality, resulting in an exponential increase in sampling points. In such a case, additional surrogate techniques such as design space splitting and dimensionality reduction based on the global sensitivity indices can accelerate the design process.

Although some surrogates offer good approximations of force fields, the actuator conditions, such as material and operational parameters, should be incorporated with the spatial design variables in order to utilize these surrogates as a powerful design tool. More considerations are necessary to efficiently combine into a single data set the actuator parameters and spatial coordinates, which have very different sampling densities. Furthermore, in order to extend the simulation capability based on first-principle-models for more consistent geometry and operation conditions, further improvement of the 2-species fluid plasma model is required, especially in the number of species in the chemistry and computational efficiency.

In the feedback flow control, a single-input and single-output model is used for the flow-actuator system. Instead, more general multiple-input and multiple-output models can be adopted for the controller and the flow-actuator system. Although the extended model implementations are not extraordinarily laborious, the choice of measurements and actuators may require an extensive investigation. In addition, more realistic exercises can be simulated by adding noise models to the control system.

The Reynolds numbers between 300 and 1000 adopted in this study are sufficiently low to incorporate laminar flow throughout the entire domain. For higher Reynolds numbers of $O(10^4 \sim 10^5)$, turbulence effects as well as transition-to-turbulence need to be considered. Moreover, since the increased Reynolds number accompanies higher nonlinearity and decreased control authority, the problem becomes more complicated.

Finally, as shown in the feedback control examples, higher disturbance magnitude deteriorates control performance. The information about parametric drifts associated with flow and actuation conditions can provide a mapping from these conditions to the system parameters, resulting in variable parameter estimates. Some preliminary studies incorporating parametric mapping based on flow-velocity measurement with the adaptive
controller show an improvement in reducing lift fluctuation under high disturbance conditions.
REFERENCES


