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ABSTRACT

The purpose of this study was to investigate continuous cross-modulation
of microwaves in a steady state plasma. FEarlier explorations of the tech-
nique in the ionosphere demonstrated its usefulness in plasma diagnostics,
however, the measurements indicated that the phenomenon was not completely
understood. The theoretical analysis is extended in this study to include
effects arising from the dc conductivity, electron-ion collisions, and electron
density variations, as well as those due to electron temperature variations
which were considered in the previous work. Due to the heating effect of a
modulated disturbing microwave, all of these plasma properties are disturbed
and can cause variations in a second sensing microwave. The analysis describes
the relative importance of the properties in continuous cross-modulation.

One of the most favorable features of cross-modulation is that only a
relative measurement of the transferred modulation depth as a function of modu-
lation frequency is required. This suggests that the technique might be use-
ful for geometrically unwieldy plasmas since the analysis of standard micro-
wave absorption experiments become very difficult due to the complex
scattering pattern resulting from plasma inhomogeneity. The microwave scat-
tering patterns are most complicated when the free space wavelength is comparable
to the plasma dimensions, but they only contribute to the normalization of the
cross-modulation coefficient in g cross-modulation experiment.

Measurements were made in a large volume (4 cu ft) helium glow discharge
with 10 cm microwaves. In this case, cross-modulation depended primarily on
electron density variations. Using independent measurements of electron
temperature and density, the transferred modulation depth led to a value for
the probability of collision for electron momentum transfer, Pm(l8.7 + 2,1 emL
Torr=1 at 0°C), and to a value for the electron-ion recombination coefficient,
(3.6 £ 2.2 x 10-8 emd sec~l). These quantities are in good agreement with
other published values.

vii



I. INTRODUCTION

This experimental study was designed to measure the continuous cross-
modulation between two microwaves interacting in a steady state helium plasma.
The transfer of modulation is possible because of the nonlinear character of
the interaction of microwaves with a plasma. A variable amplitude "disturbing"
microwave can transfer energy to the plasma and cause time variations in the
macroscopic properties of the plasma. In particular, the disturbing micro-
wave can produce slow variations in the plasma conductivity, which will cause
variations in the amplitude of a second "sensing" microwave interacting with
the plasma.

The first report of cross-modulation was presented by Tellegenl in 19%3
for radio waves in the ionosphere. He reported that Luxembourg radio programs,
originally transmitted from Luxembourg on a carrier wave of 250 K Hz, were de-
tected on a 650 K Hz carrier wave. This latter signal was transmitted from
Beromunster, Germany to Einhoven, Holland via ionospheric reflection. Luxem-
bourg was located nearly midway between the other two sites. After a year of
speculation on the source of the interaction, Bailey and Martyng presented a
theory based on the nonlinear absorption of the two carrier waves in the
ionosphere to explain the phenomenon. Their analysis demonstrated the rela-
tionship between the amplitude of the transferred modulation and the electron
temperature relaxation time constant. Huxley and Ra,tcliffe,5 in a survey
article on cross-modulation, reported measurements made with two radio waves

in the ionosphere which determined the electron-neutral collision frequency



using the relative transferred modulation dependence on frequency. They noticed
that the transferred modulation depth consistently decreased faster with modu-
lation frequency than the theory predicted.

The first extensive application of cross-modulation to laboratory studies
of plasmas was reported by Goldstein et g;,,u beginning in 1955. They measured
the transmission of a sensing microwave passed through a plasma disturbed by
a pulsed microwave signal. In these experiments, the afterglow plasmas were
enclosed within the waveguide structure. They reported measurements of the
electron-neutral and electron-ion collision cross-sections and the electron
thermal conductivity.

For the studies cited above, the authors considered only the effects re-
sulting from changes in the electron temperature, due to the continuously modu-
lated or pulsed disturbing microwave. However, for some experimental condi-
tions, such as in a dc discharge, the disturbing electric field can cause
changes in the electron density through changes in the electron temperature.
The magnitude of the electron density fluctuation depends on the electron
density loss rate, as well as the electron temperature relaxation rate, com-
pared to the modulation frequency. Therefore, the electron density variations
exhibit a double frequency correlation with the modulation and the electron
'temperature variations exhibit primarily a single frequency correlation.

The relative importance of these variations in cross-modulation will also
depend on the plasma conductivity for the sensing microwave. If the collision
frequency for electrons is much less than the carrier microwave frequency, the

imaginary part of the conductivity will be proportional to the electron density



and nearly independent of the electron temperature. However, for this condi-
tion, the real part of the conductivity depends strongly on both the electron
density and the electron collision frequency which is a function of the elec-
tron temperature. When the sensing microwave interacts with the plasma
primarily through the imaginary part of the conductivity, cross-modulation will
depend strongly on the electron density variaticn. Furthermore, there are ex-
perimental conditions in which the change of the real part of the conductivity
with temperature is zero, and then the complex conductivity 1s sensitive only
to the variation in the electron density.

Our experiment was dominated by electron density variations. We measured
the continuous cross-modulation coefficient between two microwaves interacting
with a steady state large volume (4 cu ft) helium glow discharge as a function
of the modulation frequency. The measured frequency dependence of the relative
cross-modulation depth was fitted numerically to the theoretical transfer func-
tior.. This yielded an averaged electron-ion recombination rate and electron
temperature relaxation rate. These measurements, and Langmuir probe measure-
ments of the electron temperature and density, led to values for the electron-
ion recombination coefficient and the electron-neutral cross-section. To the
best of our knowledge, the electron recombination rate had not been observed
before in cress-modulation measurements.

In Chapter II a theory for the continuous cross-modulation of microwaves
is presented. ZElectron temperature and density balance equations obtained
from the Beoltzmann equation were taken as a suitable description of the plasma.

These equations related the variations of the macroscopic properties of the



plasma to the effects of the disturbing high frequency electric field. Our
analysis was complicated by the need to consider gradients in the density, the
effect of the dc electric field, and the electron-ion collision rate. The
balance equations, along with Maxwell's wave equation, were solved to determine
the sensing microwave signal seen by an antenna located outside the plasma.

In Chapter III the experimental apparatus is described. Chapter IV con-
tains a descripticn of the experimental techniques and resulting data with
cross-modulation and prcbe measurements in the large volume helium glow dis-

charge. The results are presented and discussed in Chapter V.



IT. THEORY OF CONTINUOUS CROSS-MODULATION

The task in this chapter is to describe analytically the continuous cross-
modulation between two microwave signals interacting with a steady state helium
glow discharge. In particular, we solve for the time varying output voltage
of an antenna receiving the "sensing” microwave. The amplitude modulation of
the sensing microwave results from its interaction with a plasma having slowly
varying macroscopic properties. The variations in the plasma are due to non-
linear heating by an amplitude modulated "disturbing" microwave.

The problem is nonlinear in space and time, and the general solution is
not easily found even for the simplest of real experimental conditions. We
begin the search for a useful solution, which can be approximated experimentally,
by considering small signal interactions. This approximation serves several
simplifying purposes. First, it allows us to separate the analysis into two
meaningful problems: the effect of an amplitude modulated disturbing micro-
wave on the macroscopic plasma properties and the effect of the disturbed
plasma on a small sensing microwave signal. That is, we can neglect self-
modulation of the microwaves and effects due to the coupling between the high
frequency components of the two microwave signals. Also, this small signal
assumption allows us to treat the leading high frequency components of the
electric field in the plasma as those corresponding to the applied frequencies.
However, we do not assume that the amplitude of the microwave electric field

vectors are constant over the plasma volume. Furthermore, we can assume that



the variations in the plasma properties due to the disturbing microwave are
small compared to the steady state values.

In Section A we solve for the small, time varying detector voltage out-
put of an antenna receiving the sensing microwave signal. Using Maxwell's
wave equation, we relate this response to the variations in the electron tem-
perature and density through the complex conductivity of the plasma. Guided
by the results of Sections B, C, and D, we consider linear balance equations
relating the small variations in the electron temperature and density to the
heating effect of the amplitude modulated disturbing microwave. We solve
these coupled equations to obtain the functional dependence of the time vary-
ing detector voltage on the modulation frequency.

In Section B, we derive balance equations for the time rate of change of
the electron temperature and density due to the presence of the disturbing
microwave electric field and a dc electric field. For this analysis we use
the conventional approach of solving the Boltzmann equation for the plasma
state by expanding the electron distribution function fe(g,z,t) using spherical
harmonics. We use the Pl-approximation by considering only the first two terms
of the expansion. We solve for the slow variations in the plasma properties
by averaging over the period of the high frequency disturbing electric field,
2n/¢b.

In Sections C and D, we consider reduced forms for the electron tempera-
ture and density balance equations, respectively, pertaining to our experi-
mental conditions. The nonlinear equations are solved by expanding the

averaged variables about their steady state values for the first order linear



variations in the plasma properties. Careful consideration is given to de-
scribing the restoring rates of the variations in the electron temperature and
density, as well as the coupling rates between the properties. As will be
shown, it is these rates compared to the rate of energy input, the modulation
frequency, which determine the relative magnitude of the cross-modulation co-
efficient of the sensing microwave detector voltage output.

In Section E, we discuss qualitatively a facet of our experimental result,
that is, the dominance of the electron density variations. We present pos-
gsible explanations for this observed response. However, these arguments are
not necessary for quantitative interpretation of cur results, but do hopefully
shed light on understanding the response.

Our analysis contains all the response to continuous cross-modulation
considered by previous authors with the additional effects due to dc conduc-
tivity, electron-ion collisions, and variations in the electron density. The
response due to these latter effects is quite important to the interpretation

of our experiment.

A, SENSING MICROWAVE RESPONSE TO TIME VARYING CONDUCTIVITY

-1t .
as a fixed

We consider here the sensing microwave, given by E(zt)e
input signal at the transmitting antenna located at X s interacting with a
plasma which can be characterized by the complex conductivity o. In order to
calculate the output field evaluated at the receiving antenna, we need to solve

Mexwell's wave equation which can be written, in the absence of space charge

effects, as5



2 ) < .
where
2 _ Wi Ly
,g — E‘; / ( s
(2.2)

We want to consider a plasma with properties which are varying slowly
about some steady state value. Describing these variations by 6k2(§,t) about

the value k§(§), we let 8E(x,t) be the desired change in the field about the

value §0(§), Then assuming that §0(§) is a known solution of Eg. (2.1) with

k§(§), we can find 8E(x,t) by solving

(Vi k )§Ek) = -8R ) £, () o)
2.

Solving Eq. (2.3) and evaluating the field at the receiving antenna located at

X , we obtain
-

6 £(x,,¢) = //5’50(5')@ (x' %) SRlx ) -
2.k

where x' corresponds to points in the plasma and the Green's function is

6
defined by



2
(\72 7 éo )Ga(’ﬁ/j X)) = §(x'-x,) (2.5)

A

where the right hand side is a Dirac delta function.
We now consider the measurable quantity. Since there is no mixing of the
polarizations, the vector signs are of no significance and may be dropped.
. . -1t
When the complex electric field [Eo(gr) + 6E(§r,t)]e , is detected and
measured with standard microwave equipment (e.g,, a diode and integrating cir-

cuit with ® << 1/RC << ® , where ® is the rate of variations of 6k2) the re-

sulting voltage is of the form

3
/ — E
Vi¢) = \4{:+ oF
E
o (26)
where e is the "power law" of the detecting circuit. The vertical bars

represent the absolute value of the complex quantity. VO is proportional to

A |EO(§T)|€. Since the second term of Eg. (2.6) is small, we expand V(t) as

veor =y (1 e R(E)+ SN )

In terms of the normalized perturbation, &e = SE/EO, only the real part is re-
quired for the first order variation in the detector voltage.
We write the normalized variation in the detector voltage, &v(t) = sV(t)/V ,

O

in terms of the variation in the conductivity, using Eq. (2.2), as
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Suer = €K ;"“}“A’ /(,/X Lk (xh ) ST .
. ' lo("f'\ ( ) o T 20

The high frequency complex conductivity of the plasma for the sensing micro-

wave is given by7 (see Appendix A)

% TN, (2.9)

2 2
where we have assumed that ws >> vy . The effective collision frequency for

electron-neutral atom collisions is

L - / A y
A ' no i~ e i
” 7 (2.10)
where g N is the total cross-section and for electron-ion collisions is
e
: - z)2 , L - et
). = I pf (Z) T j 88 / 36‘;’7£§_ )
e T 20 ez Jaim T i)
2 (6) ’ : (2.11)

where N and nl are the density of scattering centers and the remaining variables
are properties of the electrons. (We write the temperature as ee = kTe through-

out this report.) The complex conductivity is essentially a function of only
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the electron temperature and density. We Taylor expand o(&,t) about its steady

state value. Keeping only the first order"terms, we take

)]
\ﬁ(

e <

— | H Nt
J ) (2.12)

oT(x¢) = (aﬁ)ée +(

in terms of the variations in the electron temperature and density. We have

in mind letting ee(§,t) = e§(§) + aee(E,t) and ne(E,t) = nz(§) + Sne(ﬁ,t).

Further, treating the normalized variations in the electron temperature and

density as slowly varying functions of space, we expand them about the point
. e, e e, e .

x and neglect the gradients of &6 /eo and d®n /no. We shall discuss some of

the implications of this operation and the identification of Ep in Chapter V.

We can now write Eq. (2.8) as

ouU(d) = a ér + [ -./. : |
R 2.13
where
b - trase [ | N
Kk = !;.' - sz_’{"" (/X‘/:»(.f{ ,l(«‘- (,\»( i 9@6’(5/) _a__]__
(57 6 )| (2.14)
and
o | i$mioeE g - o Y7
& = f§< "gI”’MT’ A% Foix e (X S KT
£ 6) T L (2.15)
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To continue, we need to know the time variations of the electron tempera-
ture and density about their sﬁeady state values. We consider the effect of

an amplitude modulated electric field, with a leading term in the plasma

given by

(2.16)

on the electron temperature and density of an independently sustained plasma.
The modulation frequency ﬁh is much less than the carrier frequency ab, and
the modulation depth 60 is less than unity. This electric field produces slow
variations in the plasma properties of electron temperature and density. As

we shall show in the following sections, they are, to first order, solutions

of the linear equations

~ ¢ [
ro ek -6 .
e T e Dos
’ (2.17)
and
L pE  ipe Ae
=t L oY) é‘:
/l'oe C)f /’['J \\Q/C’
(2.18)

where
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Z C-“” /.. I R Voo ! "
/P = ff‘f‘;"”u‘;y/:."l T } bﬁ | C['S U‘;hu_(n + l 'M'Qg ’
PRI | ‘ (2.19)

The frequencies &%, wb’ QE, and. Qa in Egs. (2.17) and (2.18) will be discussed

in detail in Sections C and D of this chapter. As was discussed before Eg. (2.13),
these frequencies, as well as Pl, are to be evaluated at the particular point
in the plasma denoted by x .
P
We now solve the coupled set of equations, Egs. (2.13), (2.17), and (2.18),
for the time variation in the detector output voltage. We will neglect the
harmonic term in the source Pl’ since it varies like SO/M compared to the first

term. We obtain

5{/7—/.t) - ,/ ( i R {‘»/"\E, A ‘\: /) (2 20)

where

and ¢ is the phase corresponding to the complex function in the last factor.
In our experiment, we measured the cross-modulation coefficient 6(®m) as a

function of the modulation frequency ¢ﬁf To evaluate Eq. (2.21) we define



1k

CJ/ — //(C()ﬁ C‘)b éza)c Wy (2.22)

a *+ (D -
&2 7 2+ b 2—/7/(&) o) = (2.23)
and
Dy = CJp + b W
3 b a d
(2.24)

Using the relations discussed in the following sections for the four frequencies
(subscripts a, b, c, and d), we found that wl and w2 are real for our experi-

mental conditions. Hence, we consider only the case in which the normalized

cross-modulation coefficient is of the form

S (wm) _ (1 + (Om/w3)%)
So) [ (1# (com/))( 1+ (mle))

(2.25)

We wish to point out an important feature pertaining to the real variables
(a) and (b), defined in Egs. (2.1k) and (2.15). From Eg. (2.13), the relative
values of (a) and (b) determine the importance of the variations in the elec-

tron temperature and density, respectively, to the cross-modulation coefficient.
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Some authors have neglected the effect due to the density variation as a
primary response. From Eq. (2.18), this is equivalent to taking @, as zero,

e
since &a88 is the source term for the density variation. For this case S(Qm),

from Eq. (2.21), reduces to

Steom)  _ /

CS(O) 7/ /] -+ (wm /C(_)/)ZﬁL (2.,26)

This is the form considered by Huxley and Ratcliffe3 for continuous cross-
modulation of radio waves in the ionosphere and equivalent to the form con-
sidered by Geldstein et gl,,u for the pulsed cross-modulation of microwaves in
an afterglow plasma. (Langberg and Siege18 allowed electron density variation
due to a disturbing microwave, however their report deals primarily with radia-
tion emission.) In the two cases cited, neglecting the electron density varia-
tion appears justified. However, there are experimental conditions, such as
ours as we shall discuss in Section E of this chapter and in Chapter V, in which
(wdb/a) dominates MBO Therefore, we use Eq. (2.25) rather than the simplified
Eq. (2.26) to interpret our experimental results, to allow for density varia-
tion arising from temperature variation.

We now have the form of the continucus cross-modulation coefficient with
which we analyze our measurements. The remaining theoretical task is to de-
rive the linear electron temperature and density balance equations, Egs. (2.17)
and (2.18), in order to describe the functions ® , ® ., ® . and ® . This prob-

a’ b? C,

lem is considered in the next three sections of this chapter.
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B. FORMULATION OF ELECTRON DENSITY AND TEMPERATURE EQUATIONS

In this section, we are interested in developing suitable equations for
describing the slow variations in the electron density and temperature due to
the presence of an amplitude modulated high frequency electric field. The
slightly ionized plasma is sustained by a dc electric field. Let the singlet
electron velocity distribution function be defined by fe(g,z,t), such that

e 5 3

f d"xd"v is the number of electrons in the six dimensional element of volume

5

d xdav about x and v at time t. Tt follows that the electron density is given

by

J1x %) =fo/3“/(£ﬂ-cf)

(2.27)

and the electron temperature is defined by

. e
3 . v . 2
7%t @50 = ,(5/ s Lr fex, e ¢)
(2.28)
We take as a description of the variations of the singlet electron distribution

. function in the presence of an electric field the Boltzmann equation

3 LA - EETS =

3¢ (2.29)

where y& and y% are gradient operators in velocity space and configuration

space, respectively. The magnetic field effects are explicitly neglected.
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The term on the right hand side represents the net gains per unit time in the

distribution function due to collisions. That is,

e\ B
7=) (%)
CoLLisioNS
Vol

where the summation is for collisions with particles of all kind B.

(2.30)

We begin by expanding fe using spherical harmcnics. Keeping only the

first two terms of the expansion (Pl_approximation), we have

(2.31)

Substituting Eq. (2.31) into Eq. (2.29) and integrating over the solid angle

do, where @ = v/v, we obtain

(2.32)

Multiplying Eq. (2.29) by @ and then integrating we obtain

_9__‘—_7 e _ e
t 3 VA 3m

i

i n Jda
oV (2.33)
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The collision integrals on the right hand sides of Egs. (2.32) and (2.33)

have been discussed in great detail for this expansion by several authors.
) 10 11
Some of the earlier work was done by Lorentz,” Morse et al.,”  Chapman and
1 1 14 1

Cowling, 2 and, more recently by, Dreicer, 5 Desloge, and Bowe. 2 Although
the functional dependences of these terms are quite important to our analytical
solution, we shall make no effort to improve on the previous authors' results.

Under the approximation of m << M the collision integrals can be shown to be

/aﬂj

e 55 [ gn (ki + 67 )

I

Std) +

/Mu? :9—;

s (2.3%)
and
JQ.CZIZ :7 = - ( + 9 ) \;r
5hh C/I = (2.35)
where 6 is the temperature, (an), of the neutral atoms and ions. The colli-

sion rate for momentum transfer & is defined in terms of the differential

cross sections for electron-neutral atom and electron-ion elastic scattering

16

collisions, 4 and d respectivel; b
o 1 ’ qen qei’ p kX y) y

g = U—f( ) — Cos @CM)(/W/?M - m[dfez)

(2.36)
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where N and ni are the density of scattering centers, and © " is the angle
through which the electron is scattered in the CMCS. Electron-electron colli-
sions are explicitly neglected, however they are implicitly considered to be
responsible for keeping the electrons in equilibrium with themselves. In

Eq. (2.35), g, is the total collision rate for inelastic collisions suffered

1
by the electrons. Note that g = gm + gl is in general a function of x and t,

as well as v, due to its dependence on ni(§,t) ~ ne(z,t). The term in Eq. (2.3k)
identified as S(fo) represents collectively the dependence on inelastic colli-
sions, including ionization and recombination collisions, where it is suffi-
cient at this point to note that it is simply a linear functional of fo’ after
making the assumption that the inelastic collisions are isotropic in velocity
space.

We now substitute Eq. (2.35) into Eq. (2.33) in order to solve for

J(x,v,t) in terms of the distribution function fo(ﬁ,v,t)° We obtain

* u
Joyue) = [du L (gt &/f[" /3(5,u;t-a')c/uf]

(2.37)

where

—

= eC - 3f _ v?
L =mEsE 5%

NS

(2.38)

Substituting this result into Eq. (2.32) yields
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i u

Pﬂj — _Z. a’aé_(f-u)%g[_/oj(f-w)du']

> u
£ I s I
e S u-fo;/a L&) o[ (4-4) %b[—- [3(19 )du]}

(2.39)

Recall that we are interested mainly in the electron density and tempera-
ture as they are defined in Egs. (2.27) and (2.28). 1In the Pl—approximation

used here they become

o0

Nx,) = [c/v‘lfz{(x,u £)

(2.40)

and

0

#6x4) O ) = fa’r v L (1 v,¢)

(2.41)

Therefore, to obtain an electron density balance equation from Eq. (2.39), we
2
multiply through by v~ and integrate over the electron speed. The result of

this operation is

ane Jdrw Stt)

oo 124 u
. 2 - - (+-u) du
_(_7)*( [/U’U’ [du L (4 u)%[ [ﬁ u]

1

(2.42)
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The terms from Eq. (2.39) due to elastic scattering integrate to zero, which
is to be expected from consideration of the conservation of particles. The
last term in Eq. (2.39) also becomes a perfect differential, and therefore is
identically zero for the functions considered here.

To obtain an electron temperature balance equation we multiply Eq. (2.39)

by mvh/B and integrate over the speed v. We obtain

3996 oo e 1 2
/75%_ —+f¢’”"/’2(9 3”’”’)8(100)—%

(2]

+ 2 M

2 [arrg, (ot 0 2) =

de‘U‘Z( mu 2~ Q)IM [ (¢-u) %’o[ [g({- u)du]

2e . “
-5 dm;z du Eeo)-[ (4-u) e/,afo[— fg({—u’)du’]
0 0 4

(2.43)

e_ e
where we have substituted the term © on /ot from Eq. (2.42).

We now take the leading components of the electric field in the plasma as

£(x,4) =L, 1+, CoSa)m-t)Cos st + £, (%)
(2.544)

which represents a modulated signal with a modulation frequency ah and depth
60, plus a dc electric field. Note that there are two distinct time scales,

one associated with variations on the order of wD and one associlated with the
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much slower variations on the order of wm' As mentioned earlier, we are inter-
ested explicitly in the slow variations of the electron density and tempera-
ture. Therefore, consider the slow variations in n® and 6° by averaging Egs.
(2.42) and (2.43) with respect to t over the period of the high frequency elec-
tric field. During the extent of this time integration, (t - ﬁ/wb) to

(t + n/db), we neglect the changes in slowly varying functions of cos &%t and
fo(t), With this reasoning we find that the only surviving contribution of

the high frequency electric field is the first term of

2
<E(é)"é_(%-u)> = —gﬁ )/(é)fosa)bu —+ 5/2

¢ (2.45)

where

X[z‘) = (/-" 52—92) +250(Cosc)mt -+ i—oCoSZa)m—t) -

in the last term of Eq. (2.43). We now perform the indicated integration over
the time variable u, after noting that fo(t - u) and g(t - u') can be approxi-
mated by fo(t) and g(t). This approximation is justified by the fact that the
function exp(-gu) will make the entire integrand very small for u greater than
the collision period l/g, which is much smaller than the period of variations
of interest in fo or any macroscopic average property such as ni(t).

The balance equation for slow variations in the electron density is
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. e (v w2tk ) I
-V-£ dr ==+ 1/ fd“"— Z{ (2.47)

¢
2 ~ n ot _
PG [ g (med e ') =
_ 2t L Y 4 vE A, 2/,,<f”§_7_€ +
Im 2 g2+ W ) g o
L/ . e c 2
_ldrv?fsmvi-6 V{f de Voo _ U
fo (3 X 3m 3 QU" 33 _VX‘/:
2e . a Ul

We now make an approximation by assuming that the several averages, de-
fined in the two balance equations above, over the electron speed are ade-

quately described by taking fo(v) as the Maxwellian distribution function

3,
/4 I/}’)VZ

B e[\ [ mr?
flxie) = 4mr Q‘/“(zw B%4,4) ”/f’[ 2 6% t) (2.19)
2.
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The assumption of Eq. (2.49) has been discussed by Cahn17 and Margenaul8 to
be a good approximation, even in the presence of electric fields, when taking
averages over the electron speed.

In order to evaluate the collision rate gm(v), we take as the differential
cross-sections for the electron-neutral atom and ion collisions, for a helium

gas, respectively

B = G G
(2.50)
and
e, = %j/ﬁ” ;) &> 9
in' 2
- O J & < & (2.51)

The cut-off angle @O is taken as that scattering angle corresponding to a

screened Coulomb potential of separation kdﬁ where

m 2 o° )'/2

o= T (e
?\4 2Z2€ m (2.52)

Relating xd to the impact parameter of a two-body Coulomb collision we find,

19

o
since ® 1is small,

éBo — Y 7 63 T Ne &
m U—Z @&

(2.53)
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Substituting into Eq. (2.36) we obtain for the collision rate

s
9”” - /VZMU‘ M eu’j’

(2.54)
where
_ _?__62)2 my? 96)
/67 - 477(%? An pze’ [ rne (.55)

. 1
We evaluate r1, at the average energy by letting v = (BGe/m) /2 and will treat

el

both qen and r:i as constants throughout the remainder of this analysis for a
helium plasma. Also, we assume that g can be replaced by simply g since g
is expected to be relatively small. Further, we neglect y%ee and will discuss
this approximation in Chapter IV when we consider the data in Fig. L4.7.

We can now write the electron density balance equation as

_a__/_//_e - dv U‘ZSG‘:,) = V’[ﬂ?me + —D'—}Zeeé:{c]
a‘f' —X X Q ( 6)
o 2.5

where

_ 32 6°
ﬁ'-QVm%(l

y*99)
(2.57)

The effective collision frequencies v and v , are defined as
en el
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o o= 4 §6¢
o = 5 Ve Vi

(2.58)

and

= 4‘ (&)
%: " W’%ﬂzﬁ )

(2.59)

for singly ionized ions. The term g(y) is a tabulated auxiliary exponential

integral function defined as (see Appendix B)

0

_yx
gy = re de (&g)a}

Xt (2.60)

for the case considered here, y is a real variable given by

(2.61)

When evaluating the high frequency conductivity term in Eq. (2.48), first
term on the right hand side, we take the carrier frequency, &b, to be much
- 2 2
greater than the collision rate, g, and therefore neglect g compared to db.

With this additional assumption the electron temperature balance equation,

Eq. (2.48), becomes



2 1 L [ir (e5mr)SED + 28 (0% oo
L P ) + 2 £7 (q) E
- 3 ﬁcm 3 “de (M h 3ne(a/¢ _Vn)ep +

where the real part of the high frequency conductivity, normalized by ne, is

ﬁ(g;c)h = ’/,}‘;%702' (ﬂen * ﬂez")

(2.63)
the dc conductivity is, normalized by ne, (see Appendix A)
(77 ), = G711 Do (1= 4794 e
and
e = [ -9 -54° F
de
1=y M)J e

e
In the following sections of this chapter, we expand 6 (t) and ne(t)

about their steady state values as ei + See(t) and nz + Sne(t). By neglecting
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products of the small variables, we obtain linear equations for the electron
temperature and density time variations and nonlinear equations for the steady
state values. We take 92 and nz to be known solutions of the steady state
equations and solve for the variations 6ee(t) and 6ne(t) in terms of them.

For the electron temperature balance equation, treated in the next sec-
tion, we reduce Eq. (2.62) in order to obtain a useful solution. We noted
that the measured steady state electron temperature and dc electric field
(using Langmuir probes as discussed in Chapter IV) correlate very well by
equat:ng the volume loss rate, third term on the left hand side of Eq. (2.62)
and the dc conductivity term. Hence, we neglect the variations in 6 due to
particle flow rates by dropping the last two terms of Eq. (2.62). Furthermore,
we neglect the variance-like term resulting from the inelastic collisions,
the second term on the left hand side of Eq. (2.62).

For the electron density balance equation, treated in Section D, we con-
sider the effects due to electron-ion recombination and electron-neutral atom

ionization collisions by taking

(c/u—uzg({;) = gh - o (ne)*
Jo (2.66)

where B is the ionization rate and « is the recombination coefficient. We
e
assume that the coefficients are not explicit functions of n , although they
e
may depend on © ., The entire right hand side of Eq. (2.56) is retained since for

the steady state discharge used in this experiment the dominant contributions
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to ni, both in magnitude and spatial variation, come from the effects of dif-
fusion and mobility. Note that the dc electric field considered here is the

actual field in the plasma, which is to be measured if needed.

C. VARIATIONS IN THE ELECTRON TEMPERATURE

In the previous section we derived a fairly general electron temperature
balance equation. A reduced form of the equation, which neglects all gradients
in configuration space but retains the space dependence of all the variables,

can be written as

é
_S_QQS*) + L(g}f) = G()_(J%) + P()_(,f) -+ /,j(z,f)
ot (2.67)

where

L= 22 (0o (6~ 0)

(2.68)
6¥82££z 2
G - REEL
277 17 Yo [ J j (5.69)
L) 5
P G e 2)
2.70

and
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2
//D = 3;770—(’1)6,1"‘%,)(5@(6‘05 WOmt + 5"60} 2&)».{)

(2_.71)

The terms in Eq. (2.67) are given the following physical interpretations: L

is the electron temperature loss rate due to collisions with the neutral atoms
and ions; G is the electron temperature gain rate due to the dc electric field;
and (P + Pl) is the gain rate to the electron temperature due to the amplitude

modulated high frequency electric field.
We now linearize Eq. (2.67) for small variations in the electron tempera-
ture and density due to the slowly varying source term Pl. That is, we expand

e e e e e e e e
©® and n about their steady state value as 0 = eo + 3 and n = no + %n ,

e
and neglect all products in the small quantities of P 66e, and dn . The

l}

e
equation for the time variations of 86 is

(2.72)

where

. - o/
CE LT
(2.73)
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and

S

. = IL _ )& P
< 6| Ine 9ne Jne e pe

(2.74)

The coupling term in Eq. (2.72) proporticnal to wé results from the electron-

ion collision frequency through its dependence on the ion density. We are

assuming that the density of scattering centers for the electron-ion collision

e i

frequency can be taken as n instead of n” at each point in the plasma. Fur-

thermore, for the slow variations considered in this analysis, we have replaced
i, i e, e

5n /no by &n /nO in Eq. (2.72). The steady state electron temperature is

taken as the solution of the nonlinear equation

[(65,n) = G2 ne) + Pros, ng)
(2.75)

or more explicitly
2 2
of = or v £ttt (+5°) /5"7[/”"
6 1772 ¢ s 7T/ L2+ 4290y
(2.76)

_ e 2
Note that the last term is a nonlinear function of eo through y and v .
en
We will digress slightly to consider the plasma conditions discussed by
. . L ) 5 L
previous authors on cross-modulation in the ionosphere” and afterglow plas-
mas. In these examples, the dc heating, i.e., G, was not present or was

taken to be independent of the electron temperature. Also,for these experiments,
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e
the variations in n were neglected entirely. Under these conditions our elec-

tron balance Eq. (2.72) reduces to

CD5ee S 6° 26 L5 ) y
£ owog o, 06 = ——6———020‘, (2n+ %‘.)[Co:camf —/--é’CMZcJMi/

(2.77)
and Egs. (2.76) and (2.73) reduce to
2
o /] 6”72&)[)2 2
(2.78)
and
=
(g - [- élé — ;lf? J
JLe Npe
c/ C dé J o e
=6 (2.79)
or simply
m
Coo = B (o) D)
(2.80)

This expression for ﬁg agrees with the decay rate for pulsed cross-modulation
. kb 20 ,

derived by Dougal and Goldstein and by Bloch. The latter author's results

were for a general velocity dependence for the cross-section for electron mo-

2 2
mentum transfer, when &b >> vy  total.
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We can readily solve Eq. (2.77) for the time dependent variation in the

electron temperature. We obtain, after allowing the transients to decay,

2 -/ )
596 _ et 2(7)0\_,%‘_) 25°Cog(wm~6—72/1/ Zou
3 705 ° 2 z -
Cop —+ CWm

55 Cos (Za)mz‘ — TonS | Em

/a—)‘f + Lk

+

(2.81)

This result for the electron temperature will be identical to that of Huxley
and Ra,tcliffe,5 if we further neglect the effects due to the electron-ion
collisions. This approximation appears reasonable in the ionosphere, as was
considered by Huxley and Ratcliffe. However, in our plasma the effects of
the electron-ion collisions, dc electric field, and the variations in the
electron density are found to be important tc interpreting the experimental
results. Therefore, we will treat the entire effect on the electron tempera-
ture as given by Eg. (2.72), along with Egs. (2.73) and (2.74).

The electron temperature of the steady state plasma considered in this
experiment is larger than the neutral atom and ilon temperature due to the dc
electric field. For this case we can neglect the small effect due to the high

frequency heating, P. We take 62 as the solution of

[ (65 ne) = 65 ng)

(2.82)
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and ® as
a

(2.83)

where in writing Eq. (2.83) we have used Eq. (2.82) and defined the factor

o _[ef a6 LA A
) = | = = - =
2|5 S —

6e=6¢ 1= ‘?125”3”] (2.8L)

The values for Ps are plotted in Appendix B, Fig. B.1l, and vary from -0.5

2
to +1.5 as y = Evei/ven varies from O to «. After performing the indicated

derivative in Eq. (2.83) we can express the break frequency as

; . N
o= iR -G-0)¢ ]

-,

A (5 - Gr)f ] |

J (2.85)

A detailed study of the break frequency in Eq. (2.85) shows that the de-

pendence of the dc conductivity on the electron-ion collision frequency has an

n

important effect on the value of &g, At the equilibrium value of 62 = 90,

Eq. (2.85) reduces to Eq. (2.80) and wé increases with the electron density
through the electron-ion collision frequency. However, at electron tempera-

n
tures greater than 590/2 the effect due to the electron-ion collision frequency
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is eventually to decrease wa as the electron density increases. In fact, at
quite modest electron densities the break frequency will pass through zero and
take on negative values.* For example, at the electron temperature of 0.06 eV,
in a helium plasma at a gas pressure of 0.378 Torr and 62 = 0.025 eV, we find

. A 1.
that wé is zero at an electron density of about 6.2 x 10 1 elec/cc. This

5

, e -
condition corresponds to a fractional ionization, nO/N, of only 4.5 x 10
Another interesting extreme ccondition for wa’ in contrast to the thermo-

dynamic equilibrium condition,; is for high electron temperatures. When

L
6 >> 6" = 67, Eq. (2.85) becomes
O @] O

— RM(2+6 _
g = — [T G;) i%n ) Up;
M 6; e—] (2.86)

We have written Py 88 (-0.5 + 6pe) since at these higher electron temperatures
and modest electron densities, Spe is very small. Neglecting the electron-
ion contribution, the break frequency ® is about twice as large in Eq. (2.86)

as for the equilibrium condition in Eq. (2.80).

*The condition of negative values for ¥4 corresponds to the electron tempera-
ture runaway phenomenon in the presence of neutral atoms. This phenomenon
results from energy being absorbed by the electron gas from the dec electric
field at a rate exceeding the temperature lcss rate. Since the electron-ion
collision frequency varies inversely with the electron temperature this con-
dition can be obtained when the loss rate is dominated by the electron-ion
collisions., The phenomenon in a fully ionized gas is discussed by Dreicer2l
or for more references see Delcroix.22
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To evaluate the coupling rate &E, we can also neglect the small effect

due to the high frequency heating, P. We can then write it as

v = 53 (1-Z ) [+ Benr 2 (g01)]

(2.87)

The Pq is the same as given in Eq. (2.84), and recall that it varies from

-0.5 to +1.5 as the ratio of the electron-ion to electron-neutral atom colli-
sion frequencies increases from zerc. We see that d% is always a positive
quantity and varies approximately like (2m/M) Vi for high electron tempera-
tures and/or low electron densities. 1In the range of electron temperatures
and densities of interest in this experiment (see Fig. L4.6), . is found to be

of the same order as the frequency &%o

D. VARTATIONS IN THE ELECTRON DENSITY
In Section B we derived an electron density balance equation, neglecting

the gradients of the electron temperature, which can be written

N _ e ne - (ne)* + §

Jt (2.88)

. . . e e e .
where o is the volume recombination coefficient and Pn is the volume source

rate for electrons due to ionizations. The "leakage" term is given by

S5=Y.0Unt » LDk,

—X

(2.89)
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where

,O — 326° [/ 212g(j)]

/v Z%n
(2.90)

D is the electron diffusion coefficient and eD/ee is the electron mobility.
Note that Edc is the actual steady state electric field in the plasma at any
point due to the applied electrode voltage and space charge effects. Often,
Poisson's equation is used to eliminate the radial space charge electric field
and then the diffusion coefficient becomes the ambipslar diffusion coeff‘ic:‘.en‘c.,g2
This will not be necessary for our analysis.

We take the steady state electron density, ni, to be the solution of

oz, (ne) = gn. + S,

(2.91)

We then make the small variable expansion of n° and ee, about ni and ej, to

obtain an equation for the slow variations in the electron density. We neglect
e, e e, e .

the gradients of &n /no, as well as 80 /eo, and the products in the small

varistions &n° and 88° to obtain

L 3ENe o, 0N° = gy, 66°
nE ot ns &°
(2.92)

where
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Q’)b = QOCOVI(; - @O - (_@,_S:)
aﬁ ne )/]f
(2.93)
and
&, e I8 ne 2 JoC S
= = | 1" == + =22
4 l’?f[ 50e =" See * S5
B°=p¢
(2.9L)
We rewrite the break frequency wb by introducing the factor
2 3(9
- 2u*qty) - 47 D3
o = [ﬁeag] _ _[_/ <989 2 5%
n - ’——_—e - 2
S 9N, .. e [ 1 -y29t9 ]
(2.95)
which in terms of the previously discussed factor Po is simply
63 = - Jié + 3
n A 4
(2.96)

Subtracting anO from Bg. (2.93), using Eq. (2.91), we obtain

Ly = LN(2-0,)-6 (- 6)
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2 .
As the ratioy = gvei/ven increases from O, the factor pn varies from 1 to O.
e
Therefore, the break frequency &% ranges from aono’ when v _ is small compared
el
e
tov , to(2an -B ) when v , is the dominant collision frequency. The
en o0 o] el

term -BO is generally quite small and can be neglected compared to o ne°
oo

We can rewrite ah, by subtracting peSO and neglecting the gradient of

pe; as
OS5 [ Jdx . e
Wy = & s ((39 T, | gee ) + ¥ L. EZIQO
4 o ng
- @ (@ _ églde
*We g, 96°
o LOO% L, (2.98)
If we let ¢ have an electron temperature dependence of (ee)—5/2, then the coef-

ficient of the recombination rate in Eq. (2.98) varies from 1 to 3, as gvei/ven
increases from Oe25 The diffusion term is negative in most of the regions of
our plasma and, due to the large diameter of the plasma, is on the order of
aoni or less. The last term in Eqg. (2.98) is dominated by the derivative term
and is a positive contribution to wao However, since Bo is quite small the
entire term can be neglected,; except when the other two terms nearly cancel
each other. Clearly this brief discussion is not conclusive, but is presented
as an indication that aa can be a small positive number, about ani. It will
be calculated later in Chapter V when we discuss the evaluation of the experi-
mental response. However, the assumption that the frequencies wl and wé are

real numbers, Eqs. (2.22) and (2.23), is suppcrted by the above estimate and is

found later to be consistent with the experimental results.
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E. RELATIVE IMPORTANCE OF TEMPERATURE AND DENSITY VARTATIONS

The relative contributions to the detector ocutput voltage of the electron

temperature and density variations is predominantly determined by the values

of (a) and (b) in Eq. (2.13).

The results of this experiment indicate that

the ratio (a/b) was less than 1/20, and hence that the detector response was

primarily due to the variations in the electrcon density.

Since this result

may be surprising in contrast to the results and assumptions of other experi-

ments with cross-modulation, we present a qualitative discussion of the param-

eters (a) and (b).

From Egs. (2.14) and (2.15)

a= Kk

and

b =/

_LTesE NP3 L ) Gxts x,) By (x)

c2 E;(*—”») ’ 55‘1 , (2.99)
- “4/277—&)56 _f\”é;(/f')@o['fljﬁy)nf(’y) Q_g:
C* £ (1) one

0 (2.100)

The ratio is written as

Y e| %
@{E f’“g”é"@"[aee]o}

/fi{i fa’%’ége nel 9% _; 9%
£, ane  gnel

(2.101)
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The complex conductivity in these equations is given explicitly by, Eq. (2.9),

Eq. (A.9), or

e _2 2
ﬁ@ﬂ_é-ﬁeé

ST e e,

(2.102)

where v = v + v _. The imaginary part of o = o_ - io_ is independent of 6°
en el R I
. . 2 e
as a result of the approximation of v <K wsn

For the purpose of this discussion, we assume the logarithmic derivatives,

such as

aﬂ

3Ly 0r _ n¢g
3 Log 1€ G Ine

(2.10%)

to be slowly varying functions of position as compared to the remaining fac-
tors in the integrands. This approximation enables us to treat quantities
like Eq. (2.103) as constants and take them cutside the integrals. To be more
specific, we evaluate these slowly varying quantities at a certain point gp in
the plasma. Clearly, this approximation is equivalent to assuming that the
sensing microwave interacts locally with the plasma at the point Ep. Other
authors have demonstrated that when the collision frequency is much less than
the carrier frequency, the microwave begins to interact with the plasma quite

2k .
strongly when ¢§/®§ is near unity. The plasma frequency is defined by
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2 nee
Cp = 77 =5~

(2.10L)

and we use this to help define the point gp, This condition for the interac-
tion is particularly applicable for the reflected signal, which appeared to
be the major contribution to cross-modulation in our experiment.

With this reasoning, we define

;
/(/ = —Z_o,—(;(—;) dx Eyx) Gox'; x,) O (1)

(2.105)
and
K = L B G x,) G(X)
2 £,x,)
(2.106)
Equation (2.101) is now written as
o _ o:(0%se) | | &(%)G(3%/on)
b ne(d%/on) 2 (%) G (3%/5ne)
(2.107)

Evaluating the partial derivatives using Eq. (2.102), we obtain
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-/

— (éﬁe”_,é_??)“') / -+ @h"'y{’[) @[/«Z)
(2en +22:) (Don+22)) B(K))

a
b
(2.108)

Although the first factor in Eq. (2.108) vanishes when Ven = 3"ei (which is
satisfied in a cylindrical regicn at about half of the plasma radius under

the conditions of Fig. 4.6), the main reason for (a/b) to be small is perhaps
due to the large denominator, second factor in the equation. It is difficult
to evaluate the terms Re(Kl) and Re(Kg) appearing in Eq. (2.108) quantitatively
to demonstrate this point because they involve the Green's function for the
steady state sensing microwave. However, we can still gain some insight to

the magnitude of the second factor by considering a plane wave reflected from

a semi-infinite plasma. For this case, we find that the denominator (see

Appendix C for some of the details of this calculation) can be written as

=/

[/- “"fi)][/_ /7(2’/?)(/"2/7) +/73ﬂ/2/2$’
nd* 2(/—/7)[/3(/—/7) _(/—qmzol/z -nPdr ]

(2.109)

2,2 A
where n = (®2/®2) <1 and d° = (v7/w”) << 1. It can be shown that for low
p s s

electron densities, i.e., n << 1, Eq. (2.109) reduces to approximately

24°
3 (2.110)
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For higher electron densities, such that (1 - n) << 1, Eq. (2.109) reduces to
approximately

2R(1-n)d?

(2.111)

Both of the limits in Egs. (2.101) and (2.111) make the ratio (a/b) very
small.

From the preceding discussion, we conclude that there are experimental
conditions in which the variations in the electron density dominate the cross-
modulation measurement. This has been found experimentally to be the case for

our measurements.,



ITIT. EXPERIMENTAL APPARATUS

The experimental apparatus consisted c¢f a vacuum station and discharge,
microwave, and Langmuir probe circuits. A photographic view of the entire sys-

tem is shown in Fig. 5.1.

A, VACUUM SYSTEM

The discharge volume was a bell jar, 18 in. in diam and 30 in. in height,
supported by a 20 in. stainless steel base plate. A Kinney PV-4L0O vacuum sta-
tion proved satisfactory for this experiment. Tc obtain a stable vacuum-
discharge system it was necessary tc cycle the discharge and pumping periods.
This technique served to outgas the bell jar and "age" the cathode surface.
After several weeks of this conditioning procedure, the vacuum was stable for
discharge times over 12 hr with no apparent ocutgassing.

The pressure rise rate after the outgassing procedure was less than 10_5
Torr/hr or an equivalent leak rate of 3 x 10,7 Torr-liter/sec, At an operating
pressure of .5 Torr and for a discharge time of 12 hr this was less than a
.03% change in the pressure.

Helium (10 parts/million impurity) was used throughout this study as the
discharge gas. The gas was admitted to the bell jar through an inlet port
passing through the base plate (anode). The system pressure was recorded by
a thermocouple gauge, which was also mounted cn the base plate. The helium

pressure response of the thermoccuple gauge was calibrated using a Cenco McCleod

gauge. The standard deviaticn for reproducing a given pressure was less than

139,
45
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B. DISCHARGE SYSTEM

The high voltage discharge circuit is illustrated in Fig. 3.2. The power
supply was a Universal Voltronic BAL 6-300-M, with maximum output power of
1200 w. This power supply had a rated 2% rms ripple which resulted in a com-
parable oscillation in the discharge and an additional 30 Hz low pass filter
was necessary. This resulted in less than .02% rms ripple for a 20 kohm load-
ing.

- T @75hy 100001

——ll—-—oam—o—fm\—y—fm\—w\,

|
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| | L1
H.V. l '
POWER | | @ l Vic
SUPPLY | 1 rSpfd : - | _
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}

~—Ip¢

+

s ® P -+
L LOW PASS FILTER N

Fig. 3.2. High voltage discharge circuit.

The stainless steel base plate provided the grounded anode for the glow
discharge. The high voltage cathode was made of a 12 in. aluminum disc placed
24 in. above the anode. The cathode was supported by a 1/2 in. copper rod
which passed through the base plate at a radial point of 7 in. and was connected
to the top of the cathode. The edge and top of the cathode disc, as well as
the supporting rod, were insulated by teflon. The feed through supporting post
was made of low density polyethylene, which insulated and sealed the electrode

to the base plate (see Figs. 3.3 and 3.L).
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Fig. 5.5. Detail of the H.V. cathode supporting post
and its vacuum seal construction.
Aluminum was selected as the cathode material since it reportedly had a
. . 2> .
relatively low sputtering rate. Nevertheless, aluminum was evolved from the
cathode and depositions of the powder were noted on the bell jar walls and

supporting structure near the cathode.

C. LANGMUIR PROBE CIRCUIT

A very important diagnostic tool used in this experiment was the single
element Langmuir probe. Properly used, this probe can yield quantitative infor-
mation on the free electron density and temperature with reasonable spatial
resolution.

Two different probes were used., The first was a 1 cm length of 10 mil
tungsten wire and the second was a hairpin loop of 10 mil tungsten wire which

had a total exposed length of 1.8 cm. Both probes were mounted on a L ft



Fig. 3.4. Photographic view of electrode structure with bell jar removed.
As shown, the entire discharge was enclosed within a microwave absorbing
"bOX."
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length of 5/8 in. diam pyrex tubing. This support was sealed to the base
plate at a radius of 4-3/4 in. by a dual sealing rubber stopper. This seal
allowed the probe to be placed at any vertical pesition and at representative
radial positions. The probe leads were vacuum sealed by a Torr-Seal plug
moulded around the leads at the bottom of the glass tubing (see Fig. 3.5).

The complete probe circuit is shown in Fig. 3.6 and consisted of four
individual circuits. Circuit A provided a dc current of about 3 amperes to
heat the hairpin probe to a dull red. This feature of the loop probe yielded
a more stable probe surface condition. The single element probe used earlier
showed a continuous change in its response {on a time scale of seconds) after
heating by electron bombardment. This heating was provided by circuit B.
When the continuously heated hairpin probe was used, only long time changes
over several minutes were ncticed in the probe responses and these could be
"regeroed" by flash heating the probe by electron bombardment. The primary
probe circuit C provided a time varying vcltage to the probe through a decay-
ing RC circuit. The resulting probe voltage was reccrded directly on the X-
axis of a Mosely 2-D X-Y recorder. The prcbe current passed through a 1% pre-
cision 200 ohm resistor. This latter voltage was amplified with a gain from
2 to 10 and then the log of this vcltage was recorded on the Y-axis of the
recorder. This resulted in a semi-log trace cf the current-voltage response
of the probe in the plasma.

Because of the very low electron *temperature, the circuit D was used to
obtain a more sensitive measurement of the slcpe of the semi-log probe response.

The circuit consisted of a transistor controlled square-wave current source.
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The resistors Rl and R2 were chosen such that (Rl + Rg)/Rl = 2.72. Since the
voltage change in the electron transition region was exponential (see Eq. (M02>),
this choice of current ratio led to a direct calibration of resulting change

in probe vcltage, Avpr’ in terms of the electron temperature in electron volts.

The oscillating voltage was recorded directly on an oscilloscope.

D. MICROWAVE CIRCUITRY

The microwave equipment and related instrumentation were composed of two
independent systems. The first system generated and transmitted the disturb-
ing microwave signal to the plasma. This signal was produced by a 2K41 Sperry
klystron powered by a FXR Z-815B power supply with a supplementary power supply
to provide the grid current. The operating conditions were: beam voltage
1250 V, reflector voltage from 44O tc 600 V, beam current 50 mA and grid
current 15 mA. The signal freguency was 2.7 G Hz and klystron output power
was approximately 0.6 w. The sinuscidal modulation was provided by a Hewlett-
Packard signal generator model 20CCD. The disturbing signal was transmitted
to the plasma by S-band rectangular wave guides and horn, and partially col-
limated by B. F. Goodrich microwave abscrber.

The sensing microwave was generated by a 2KL2 Sperry klystron powered by
a FXR Z-815B power supply. The operating ccnditions were: beam voltage 100 V,
reflector voltage 550 V, beam current 4O mA, and grid current O mA. The sig-
nal freguency was 5.0 G Hz with klystron ocutput power of 0.1 w. The trans-
mitted and received sensing microwave signals were guided by H-band rectangular
wave guides and horns. A schematic drawing cof the microwave circuit is shown

in Fig. 3.7,
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The purpose of the receiving circuit, in the upper right of Fig. 3.7,
was to detect and record the modulation depth of the auvdio modulation trans-
ferred to the sensing wave from the disturbing wave via the plasma. It was
important nct to detect any of the disturbing wave directly. The H-band re-
ceiving horn and wave guides damped the 2.7 G Hz signal relative to the 3.0 G
Hz signal. Then the received signals were separated completely by the 20 M Hz
band width cavity tuned to 3.0 G Hz., This signal was rectified by a 1N23B
dicde and integrated, so that 1/RC was much greater than the modulation fre-
quency, ¢hp and much less than the carrier frequency, wsn The resulting sig-
nal was amplified and displayed on a Type 5L5A Tektronix oscilloscope with a
1A7 plug-in unit using & 1 K Hz to 500 K Hz band pass filter. The filter was
necessary to help eliminate modulation of the sensing wave due to plasma dis-
turbances which included 60 Hz variations from the cathode voltage source.

The modulation ¢f the received sensing microwave was a maximum of about
0.1% and the entire signal was 30 db less than the criginal transmitted sig-
nal. Much of the signal loss was due to plasma reflection. The oscilloscope
signal ac output was amplified by a factor greater than 20 and fed into the ac
(full wave rectifier) vertical input of the X.V recorder amplifier. The
recording was completed by sweeping the horizontal response with a voltage
related to the modulation frequency. The calibration curve in Fig. 3.8 was
the response, from the circuit point marked "Cal" in Fig. 3.7 to the recorder,

of the sinuscidal signal from the oscillator.
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E. ELECTRONIC NOISE SUPPRESSION

Even though the discharge was basically a dc power system, very small
60 Hz ripples and other oscillations on the power supply voltage affected the
measurements. Also, weak electric fields, such as local radio station signals,
were troublesome. In this experiment, the disturbing microwave was an unwanted
local electric field since any direct pickup in the receiving instrumentation
of this field cculd affect the measurement,

As can be seen in Fig. 3.1, the entire system was enclosed in screen
cages. There were actually six compartments constructed of slotted-sections
of angle iron with complete screen covering. All the joints were soldered
including the screen to angle iron contacts. The floor of each compartment
was a copper sheet with a heavy copper braided wire leading to the building
ground. The six compartments were: the power supply filter; movable disturb-
ing microwave system, sensing micrcwave system, discharge region, and two
receiving systems.

The 110 V, %0 Hz power leads entering each compartment passed through a
power line filter, as shown in Fig. 5.9. These 10 ampere filters worked quite
well for blocking the local radio station signals and high frequency transients
due to other research projects within the building. Coaxilal cable was used
for most leads and many had an additional braided copper shield. All instru-
ments were grounded by copper straps to the common ground plane.

Extra care was also taken with *he microwave circuits. The klystrons

were mounted in heavy Narda tube mounts. The mounts were enclosed in a copper
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Fig. 3.9. Low pass filter for 110 V, 60 Hz power lines.

box and the power leads were all coaxial cables. In both microwave circuits
20 decibel isolators were used to prevent nonlinear mixing of the signals with-
in the klystrons.

Mechanical vibrations were a noise source since any motion of the sus-
pended cathode caused small variations in the plasma. Therefore, mechanical

pumps had to be turned off during the measurements.



IV. EXPERIMENTAL TECHNIQUES AND DATA ANALYSIS

This chapter has two parts discussing the experimental measurements and
analysis of the data with the helium discharge system. Section A concerns
basic current-voltage-pressure and Langmuir probe measurements and Section B

concerns the cross-modulaticn measurements.

A. HELIUM GLOW DISCHARGE
The glow discharge used as the plasma scurce in this experiment was unique
due to the large volume and the length to diameter ratio of ocnly 2:1. Glow

discharges are generally classified as "normal” or "abnormal,"

depending on
whether or not the entire cathode is used for electron emission. The discharge
becomes abnormal when the icn bombardment covers the entire cathode. With
geometries having a larger length fo diameter ratio, the abnormal discharge
consists of well defined transiticn layers near the cathode and a low field,
nearly constant density, positive column to the anodeo25

The glow discharge used in this experiment was abnormal as defined above.
In fact, the normal discharge did not appear to be stable at any current for
gas pressures less than 1 Torr., Because cf the large diameter, diffusion
losses were low and the discharge did nct appear to have a positive column ex-
cept at very low currents. The main volume of plasma was partially controlled
by recombination losses and had some advantages over the positive column.
It did not generate the nouise which is found with moving striations in a typical

.. A . . 11
positive column. The electr:on density was somewhat higher, over 10 electrons/

cu cm, and the electron temperature was lower, about .04 to .10 eV, than

59
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usually obtained with abnormal glow discharge positive columns. A disadvan-
tage was that the plasma properties were more sensitive to the cathode surface
condition than were the positive column plasmas.

Figure 4.1 is a photograph of the glow discharge. The cathode was at
the top of the discharge. The discharge was usually a fairly uniform blue-
white and somewhat brighter in the inner half of the volume. Near the cathode
was a narrow region of emerald green with a dark transition region to the
cathode. It was this latter region, less than 1 in. thick, which suppcrted
the main voltage drop of the discharge. (This voltage drop accelerates the
ions for bombarding the cathode and liberaticn of the electrons.) At lower
discharge currents the lower region was dark and was supposedly the Faraday
dark space.25

As mentioned earlier a newly evacuated bell jar and a clean cathode pro-
duced a discharge with unstable properties. In particular, the current-
voltage-pressure relationship continued to charnge during the early stages of
the discharge. It was found after several weeks cf cycling the discharge and
evacuating periods that the properties stabilized. The experimental approach
to stability was accomplished by producing a plasma with the helium gas pres-
sure and discharge current held constant and recording the discharge voltage.
At first the voltage changed as much as a factor of two during a three hour
period. After a few weeks the voltage would change only during the first hour
and asymptotically approach a constant value. ZEventually this voltage was
stable within #5% for discharge times exceeding 12 hr. The asymptotic voltage

was alsc reproducible for different discharge runs to within +10%.
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Fig. 4.1. DPhotographic view of the helium glow discharge.
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Figure 4.2 is a plot of the asymptotic voltage drop across the helium

2
glow discharge versus the discharge current over the pressure squared, (I/P ).

The solid curve matching the data is from the expression

/2
L, (amperes)

P* (Torr?)

\/Dc(von's) = /70 +630
(L.1)

During the conditicning period, Langmuir probe traces were recorded. A
typical trace with the hairpin probe is shown in Fig. 4.3. The theory for
the current-voltage properties of a conducting element in an ionized gas was
first developed by Langmuir and Mott-Smith in 1924 and has been discussed by

26 , : . . .
several authors. The relaticnship needed in this experiment was for the
probe current, Ier, due to electron flow to the probe against a retarding

field. It is given by

e _ _ € e (Wor— %/)
_Z;r sa /0/70 ee,
(L.2)

where V  1s the potential of the probe and V 1 is the plasma potential sur-
T pl

e
rounding the probe, both with respect to the anode. Isa is the saturation

electron current given by

é
- e 6°
Z;{ — eh‘/zrm

(L.3)
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Fig. 4.3. Typical Langmuir probe trace.
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e e
where n 1is the local electron density, © 1is the local electron temperature
(KTe), and m is the mass of an electron. A semi-log plot of I;r Vs, Vpr has

a slope of e/eeﬂ which yields the electron temperature. A measurement of I:a
yields the electron density.

Another parameter of interest was the probe floating potential, Vf° This
open circuit voltage is maintained by the probe when the electron and ion flow
to the probe are equal. Vf differs from Vpl due to the difference in the ran-
dom speeds of the equally dense electrons and ions. Measurements of Vf, cor-
rected for the electron temperature, vs. prcbe position can yield information
on the dec electric field in the plasma.

Electron temperature measurements were also made using the oscillating

square-wave current source discussed in IV-C. From Eq. (L.2)

é
BY = Yy Vi = Gt
2 pr (o)
so that in the electron transition region the resulting oscillating probe vol-
tage will be proportional to the electron temperature. With the choice of

current ratio of 2.72, the voltage change 1s directly calibrated in terms of
ee, in electron VOltSog7

Figures 4.4 and 4.5 are plots of the electron densities and temperatures
measured by the Langmuir probe at the asymptotic current-voltage-pressure

conditions. All these measurements were taken at the microwave cross-over

point, i.e., 9-1/2 in. above the anode and cn the center line of the discharge.
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Note from Fig. 4.4 that a near maximum electron density is obtained here for

a pressure of about .378 Torr and for currents between 150 to 250 mA. Nearly
all cross-modulation measurements were made at these conditions. The electron
density decreases for higher or lower discharge currents or pressures. Figure
.5 shows that the high electron density regicn corresponds to the lowest elec-
tron temperature region. The uncertainties indicated on the figures include
the reproducibility of the measuremerts as well as an indication of their abso-
lute value. This latter uncertainty is based on locating the point Iia and
measuring the slope e/eeo

The radial distribution of the electron density and temperature are
shown in Fig. 4.6. It can be seen that the density variation is close to a
zero-order Bessel function. The rise in the electron temperature toward the
bell jar wall is due in part to the relatively negative potential of the wall
which repels the lower energy electrons. The electric field measured along
the radial path was 0.0%38 V/in. directed outwardly.

In Fig. 4.7 the axial variation of the electron density and temperature
are plotted. The axial plasma potential is shown in Fig. 4.8. Note that the
minimum electron temperature, for the conditicns indicated, occurred near the
region of zero axial field. The electric field which heated the electrons in
the lower region and contributed to the electron flow to the anode was 0.136
V/in., and directed toward the cathode. Because of the slow variation of e°
with position, we have neglected the gradient of ei in the balance equations,

Egs. (2.56) and (2.62).
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72

B. CROSS-MODULATION RESPONSE
. . . 24 . L ,
An analysis of the micrcwave abscrption theory  indicated that the dis-
charge conditions of 378 Torr and 150 = 50 mA would probably yield a measurable
cross-modulaticon between the carrier wave frequerncies of 2.7 and 3.0 G Hz. A

19
-

calculaticn ~f ®_, vhe electron temperature restcring rate, indicated that

fl = wl/En wou.ld lie between S and 12 K Hz for these discharge parameters.
Therefzre, the helium gas pressure was held a® .378 Torr and the modulation
frequency sat at 2 K Hz during the cressemodulatiosn tuning procedure., At
these conditions, and with the dis urbirg and sensing microwaves turned on,
the discharge current was varied <ver *he indicated rangs. The mcdulation on
the sensing microwave was displayed on an oscilloscope. To facilitate the
observation of the cross-modulation, the oscilloscope was phase locked with
the modulation signal from the oscillatvor.

When cross-mcdulation was ~bserved on the oscilloscepe, the task was to
stabilize the discharge at the currert which yilelded “he maximum cross-
modulati-n signal. Whenever the curren® was increased or decreased from a
stable conditicn it required about 50 min %5 restabilize. This discharge
current had t. be continucusly adjusted for the maximum cross-modulation sig-
nal as the stabilized conditicon was approacted asymptotically. Also during
the power adjustment perind, *he microwave wave guide equipment was tuned in
the preserce of *tLz plasma to yleld the maximum cross-modulation signal to
noise ratic. This noise was caused by macroscopic oscillations in the plasma
properties, mecharical vibraticns in the microwave recelving instrumentation,

and direct moduiatiin on fhe sensing wave such as that due to the cooling fan



[E;

vibrations in the klystron. During the final stage of this tuning period, the
X-Y recorder response to the ac modulation on the sensing microwave was used
to obtain the maximum signal tc noise ratio.

Once the entire system was tuned for maximum cross-modulation response,
the modulaticn frequency was varied from 0.5 to 50 K Hz and the ac modulation
was recorded over this frequency range. An example of this recording is shown
in Fig. 4.9. Bach horizoatal traverse of the recorder required about 2 to 3
sec because «f the 1w frequencies in the response. One or more traces were
made cver the *twc frequency ranges in order to average out the fluctuations in
the traces, as well as tc make sure that there were no changes in the response
cccurring during the single tracing. Often, the recording did not retrace and
the data were disregarded. The discontinuity occurring between 2 and 2.5 K
Hz in this example was caused by a short duration change in the discharge
which apparently restabilized. These were accompanied by very tiny momentary
arc sputs on the cathcde.

The response from Y = O to the Cross-Modulation Zero Line represents the
various sources cf modulation on the sensing microwave which were independent
of the modulation frequency, fmo At one time this level was several factors
larger than shown in Fig. 4.9 due to the 60 Hz ripple on the dc power supply
and cther stray ncise scurces., The filter shown in Fig. 3.2 and the shielding
explained in IIT-E partially corrected for the ncise level. The C-M Zero Line
represents the asympiotic cross-modulation high frequency response, as well as

the level cf the response with the disturbing microwave modulation turned off.
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The desired response was taken as the vertical displacement between the
C-M Zero Line and an average smooth curve indicated by the broken line in
Fig. 4.9. 1In this example the individual uncertainties of each data point
range from = 2% to + 32%. These data had to be corrected for the frequency
response of the instrumentaticn, C(fm)° This correction function is shown in
Fig. 3.8. Data were used for all the discrete frequencies indicated in Fig.
L .9 up to 17 K Hz. Each set of corrected data was fit, using the methods of

least-squares (see Appendix D). by a computer to the relation

(B Y
S = 500 2/ (/%)ZL
71+ /ey )1 +(hs))

(4.5)

This technique yielded the normalization &(c) and the break frequencies fl,

fa, and f5° In all cases analyzed f_ was much greater than fl and fg’

5
In Fig. 4.10 the solid curve is the computer solution to S(fm)/ﬁ(o) for

the average of the four individual sets of normalized data shown. The four

sets were taken at a constant discharge condition over about a 1/2 hr period.

The data with the error bars were from the recording in Fig. 4.9. For illus-

tration, the twoc functions

/
J e AT

(4.6)

and
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/
]// + (nfh)P

(L.7)

have been plotted in Fig. L4.10. The data points surrounding the upper curve
were simply the original data divided by the corresponding values of

Eq. (L4.7), and therefore they represent the "information" in the original data
which determines the break frequency flo Similar reasoning applies to the
other curve, although the data were not plotted in this case. A few of the
individual error bars have been indicated on the upper curve. The individual
values for fl determined by the four sets of data ranged from 5.8 to 7.2 K Hz.
This indicates the reproducibility of the measuring and analyzing technique.
The fractional standard deviation of the mean value between the data and the
matching transfer functiony28 Eq. (M°5)9 for this example was about * 2%
(standard deviation for one more data point was about = 10%).

Over a six week period, 107 sets of data were taken and analyzed in the
preceding manner. These data are tabulated in Appendix E along with other
information on each measurement. Alfthcough the data appear to vary over a broad
range of values for the break frequencies, no correlation was found during the
extent of the experiment between the variations and the average plasma proper-
ties or microwave circuitry alignment. Therefore, the sets of data were
treated collectively by finding their average and root-mean-square deviation.

As an illustraticn of this interpretation the number of break frequency measure-
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ments for fl and f2 occurring in a fixed frequency interval vs. the frequencies
are plotted in Fig. 4.11. The distribution plots are compared with the normal-
distribution function based on the averages and root-mean-square deviations
indicated abcve., The area under the normal-distribution curve and the bar

graphs are equal for each of the two plots. The results of this analysis were

|
H

6.34 + 3% K Hz (L4.8)

£ o= 1.65

i+

3% K Hz (L.9)

with the average plasma conditions of

. 170 + 8% mA (L.10)
e C 965 + 8% V (L.11)
PO = .378 * 3% Torr (L.12)

The indicated uncertainties are the standard deviations of the mean values for

f. and Eg, the spread in the values cf ID

L and ?D o» and the reproducibility of

C

P .
o
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V. RESULTS AND DISCUSSION

The results of the theory for cross-modulation from Chapter II showed that
the normalized variation in the detector output voltage, in respoﬁse to the

received sensing microwave signal, is given by* Eq. (2.21),

S = Sh) Cos (2mfmt = 0)
(5.1)

In this experiment only the normalized cross-modulation depth, S(fm)/S(O), was

measured. From Eq. (2.25) it is given by

Oh) . [+ (BA)
S JO+ h/E))( 1+ (ha )

(5.2)

where fl and f2 are

;

(5.3)

*In this chapter all frequencies are in Hertz, cps, instead of rad/sec, i.e.,
let £ = ®/2x.

80
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whs
!
NN
4
Slo~
gt

(5.4)

The restoring rate for the electron temperature variations, £ from Eq. (2.84),

is

=Rl - o]

’ﬂez[(il * ee) - (% * 99)—99—5-]}
° (5.5)

The restoring rate for the electron density variations, f, from Eq. (2.96), is

7[’ :ix"hs(:é——-f f@)
b 2 4 2

T

The coupling frequencies between the electron temperature and density varia-

tions, Egs. (2.87) and (2.98), are

k= s () (1m G)a[ 4 -0 #)Goe]
(

5.7)

and
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_ oCo né D, VI9E
72 (/Gg 227?‘*?5
(5.8)

neglecting terms in the ionization coefficient BO and the gradient of the dif-

fusion coefficient D . The following functions of the electron temperature,
0

e e
© , electron density, n , and the cross-section for electron-neutral atom colli-
o o

sions, g , were defined. The effective electron-neutral atom collision fre-
en

quency is

Yz
(5.9)
The effective electron-ion collision frequency is
e 7
5) = 4 hi e 72T
LTS e (3
(5.10)

The electron diffusion coefficient is

_ 3260 2
dC) B 777/772%n / y ii(yi]

(5.11)
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where the bracketed term is plotted in Appendix B vs. the variable

1/2 i ey o
y = (Evei/ven) . The factor Pg is the logarithmic derivative of the dc con-
ductivity with respect to the electron temperature, and has been evaluated and

plotted in Appendix B as a functicn =f y. aﬁ is the electron-ion recombination

9]

coefficient.

The method of least-squares, as discussed in Chapter IV, Section B, and
Appendix D, was used to fit the function in Eq. (5.2) to the measured trans-
ferred modulation depth (arbitrarily normalized). For all the data analyzed,

1/2 :
/ was found to be close to unity. That is, the experi-

2,.2

the t 1+ £ /f
e term ( m/ 5)
ment showed that the cross-modulation depth varied as l/fi for the largest fm.

Using calculations for f

b and fd’ we find that this response requires that

the ratio (b/a) in Eq. (5.4) be greater than 20. Furthermore, from Eq. (2.13)
we can conclude that the cross-modulation measurement is primarily due to the
electron density variations. Since this result may be surprising in contrast

to the results and assumptions of cther cross-modulation experiments, we have
presented in Chapter II, Section E, a qualitative discussion of the parameters
(a) and (b). A large value of (b/a) appears reasonable for a sensing micro-
wave signal which is primarily reflected by the plasma29 and this was apparently
the case in this experiment. As an experimental result, therefore, the cross-

modulation depth is given by

Ol _ SN
o0 1+ h /5 )1+ /ES) T (o
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In Chapter IV, we discussed the techniques used to measure S(fm)/é(O) and
to obtain the experimental values for the two break frequencies, fl and fg.
107 sets of data were measured and analyzed for the pair of break frequencies
with a fairly constant helium plasma (IDC = 170 mA with an 8% spread and

PO = 378 Torr with a 5% uncertainty). The average values are

El = 6,34 + ,19 X Hz (5.13)
and
Eg = 1.65 + .Oh K Hz (5.14)
8%

where the uncertainties are the standard deviations of the mean values.
We now relate the measured values of the break frequencies to the func-

tions defined in Eq. (5.3) as

(5.15)

and

*The standard error is defined for a normal distribution by

SE = (mf,)_,)Z(x,-y)z)lxz




85

—_—

_ 25e
@ B g(@fj ni/ CZM/O%/ v no)

K€

(5.16)

In order to solve Egs. (5.15) and (5.16) for the electron-neutral atom colli-
sion cross-section and the electron-ion recombination coefficient, the elec-
. : . , 1 . IIVZee
tron temperature, the electron density, and the plasma “buckling no/n were
o
required. In particular, we needed these variables at the point (gp) of
cross-modulatisn. As discussed in Chapter II, Section E, cross-modulation was

2,2
expected to occur for @p/ws close to 1, where the plasma frequency is defined

by
w 2 o 4/ 77— _n_f_ci.z
P 1z

(5.17)

and ws is the sensing microwave carrier frequency. For the conditions in our
plasma this ratio was approximately one at the center of the discharge (9-1/2
in. above the anode) and decreased along the radius. Therefore, the interac-
tion was greatest in the inner region of the discharge. We consider points in
a cylindrical volume L in, in height and 6 in. in diam, centered about the
axial point 9-1/2 in. above the anode. The sensing microwave free-space wave-
length is about L4 in.

From Fig. 4.6, we have
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5_77;;,5 _ (0062 % 11%) on*

(5.18)

The set of equations [Egs. (5.5), (5.6), (5.7), (5.8), (5.15), and (5.16)] can

now be solved using iteration ftechniques for the values of qen and ao deter-

(x ), £ ), o (x ), and ne(x ). This has
p 0'=p

mined by the measurements of E X
2P o P

1
been done for the four locations indicated in Table 5.1.
The electron temperature and density at Xl corresponds to the average

discharge current, T using Figs. 4.4 and 4.5. The other temperatures and

Dc’
densities have been scaled to the values of Xl using the variations in Figs.
4.6 and L4.7. The uncertainties in ei and ni are a measure of the absolute
value and reproducibility of the probe measurements. The uncertainties for
Pm and ao are due to those in 62 and n29 assuming that these variables are in-
dependent. The total spread of Pm in this vclume, about the central value, is
only +6% compared to the uncertainty of #9% at each point. We consider the
point Xy to represent the most likely interacting region, however we combine
the uncertainties to obtain as our experimental results

/% = (/8725 //%)om—'TORR_I,qTOOC

(5.19)

and

0, =(3.6 61 %) /0 S s

(5.20)
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TABLE 5.1

EVALUATION OF THE PROBABILITY OF COLLISION FOR MOMENTUM TRANSFER,

Py(cm=1 Torr=1 AT 0°C),

FICIENT, aofcmd sec-1)

AND THE ELECTRON-ION RECOMBINATION COEF-

X xl(9%90) xg(ll%,o) x5(9%,5) xu( %,o)

ez(ev) £ 15% .052 .OL8 .05 .057
ni(elec/cc)iQQ% 1.1x10Mt 1.27x10°t L91x10°T .87x10-T
ven(sec”l) la28xl08 1028x108 1019x108 1,18xlo8
vei(sec' ) 1,71xlo8 2.25x108 lc52xlo8 1.25X108
Ea(Hz) + 69 7140 7400 7000 6950
Eﬁ(Hz) + 499 860 750 1000 1040

£ (Hz) 6270 8100 L4260 4100
EA(HZ) 690 640 790 800

P (em Torr”l)i9% 18.7 19.h 17.5 17.3

a (cm sec'l)i5u% 5°6x10_8 236x10"8 5.1xlo'8 5.3x10'8

JLZ
S i EE

i I
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for

6F = (052 =157) eV

(5.21)

The published values of Pm9 the probability of collision for momentum
transfer, for helium are given in Table 5.2 together with the value obtained

-1 -1
in this experiment. A simple average of the values listed is 19.8 em = Torr .

TABLE 5.2

HELIUM COLLISION PROBABILITY

P (cmanorr_l) 2 ee(eV} Reference

m 2 O
19 . 039 30--Phelps (1951)
18.3 + 29 0to .75 31--Gould (1954)
ol .03%9 3p--Anderson (1956)
21 <2 33.-Phelps (1960)
18.7 0 to .1 3Lh--Pack (1961)
20 + 5% .039 35--Chen (1961)
18.5 £ 3% ~.1 36--Golden (1965)*
20 + 11% .038 37--Wald (1966)
18.7 + 119 .078 This experiment

The value for the electron-ion recombination is not as well known as P .
m

The experimental values for this and other experiments are shown in Table 5.3.

*This is actually P,, the tctal probability of collision, measured by the
Ramsauer technique. We have estimated the value at 0.1 eV, which is
probably accurate within the indicated error,
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TABLE 5.5

HELIUM ELECTRON-ION RECOMBINATTION COEFFICIENT

ob(cmisecn ) Reference
1.7 x 1om8 38--Biondi (1949)
1.0 x 10”8 %9-.Johnson (1950)
8.9 x 1077 3%.--Chen (1961)
(3.6 + 61%) x lOm8 This experiment

In conclusion, the experiment has shown that continuous cross-modulation
of microwaves can be measured in a large steady state plasma. For a glow dis-
charge with an electron collision frequency much less than the carrier wave
frequency, the interaction is observable primarily for a reflected sensing
microwave signal due to electron density variations. For this case, the cross-
modulation depth depends on both the restoring rates for electron temperature
and density variations. These rates or break frequencies were measured for a
helium glow discharge and led to values for the probability of collision for
electron momentum transfer and the electron-ion recombination coefficient.

These quantities agree favorably with other published values.



APPENDIX A

THE HIGH FREQUENCY AND DC PLASMA CONDUCTIVITIES

We present the usual derivaticn for the complex high frequency conduc-
tivity including the effects due to both electron-neutral atom and electron-
ion collisions, where the carrier frequency is much larger than the total col-

. 18 . .
lision frequency. Then we present a less common solution for the de conduc-
tivity including both ccllision processes.

The electron current densifty is defined in terms of the electron singlet

distributicn function as

(A.1)
For the Pl-approximation, Eq. (2u51), this becomes
0
ZZ()_Q%) = -e a/u’U‘zj({}U‘/f)
o) (A.2)

in terms of the function £(§9v95)5 which is related to the electric field by
Eq. (2.37) and (2.38). Substituting J(x,v,t) from Eq. (2.37) into (A.2) and

considering the contribution of electric field only, we get

oo o

(¥4) = __@j dU'U'3C9£ du L-_Q(/f—a) e_
K 3177 o )
o

I

0

90
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As before, we are treating fo and gm as slowly varying functions of time and

will not be concerned with this feature here.

1. THE HIGH FREQUENCY CONDUCTIVITY

We consider an electric field given by E(x)e_

electron current density becomes

2
%(X/“) =-X Lwe
Im =

-[C&}f

i,

st

. For this case the

From Eq. (A.L) the complex conductivity is defined as

where

2

= - &
T, =

¢ 3m

The collision rate with neutral atoms and ions is given by

2;1 = /b%zh v A

LT =y

€¢

dr v

[

/7

_z__@z)z

365
263

y Gn-tws

gut 3_(}

v
es

T 1E

dir 7 (9m = (co) I,
I + O IV

)

(A.5)

(A.6)



92

i 1
and N and nl are the scattering centers. 7 We treat both qen and f;i as con-
stants for a helium plasma. We assume that fo is the Maxwellian distribution

function

) 3.
m 2 2
(x v ¢) = YT NE A
7£ -,/ ) (;7T69€;) ,@7¥9 ‘2 é;e ;]

(A.8)

We substitute Egs. (A.6) and (A.8) into Eq. (A.5), which can be readily solved

2 . 2
for the case when ms >> g, considered here;, and obtain

_ nte? . e
Toe = Jrooz (%ea*2d) -0 S

& m
(A.9)
where
_ Yo g 6°
7)6;1 - § /‘/%n 77—/4,7
(A.10)
and
L= 4 )7277 36° ks
y& 3/? 7/-—7—,[9)3/2 263/;)
(A.11)

2. THE DC CONDUCTIVITY

For a constant electric field the conductivity is defined from Eq. (A.3)

as
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_ _ e [y V3 oA,
Upe = 317 dm v

oo mu?
- B
a. = LZZZﬁiifo A v’ € ,
Dc 36° /l/%(fv‘ Ll n
0 n 3

Changing the variable of integration using

o= Mo s

lec 1

we have

where

(A.12)

(2.13)

(A.1L)

(A.15)

(A.16)
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using the definitions in Egs. (A.10) and (A.11). Letting x5 = x(x2 + 1) - x,

we express the bracketed term as

[ F= yzg(éj)] (A.17)

where g(y) is a tabulated auxiliary exponential integral function.



APPENDIX B

NORMALIZED VARIATION OF THE DC CCNDUCTIVITY WITH THE ELECTRON TEMPERATURE

During the analysis presented in Chapter II, it was found convenient to

define the factor oy Eq. (2.83) which is

_ £ 9@]
(Oe G;c Jo*° et =0°

[2 -9 (- £99)+ iy
L1 -y99] o

where
00 e_ X
— X
g4 P ax (@ j>0)
0 (B.2)
o -yX
_ e
-ﬂg) - X2+ / x / (@y>0)
0 (B.3)
and
‘jz —\ 27)&"[ 7h 7”‘!'7‘5‘
- ’2%,1 - ONSTAN (69€)2
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Since we did not find tabulations for the functions g(y) and f(y) directly, we

0]
defined them in terms of the available sine and cosine integrals as4

g(g/) = - G(y) [os(y)*(&cj)—g)gzn(y)

B.5)
and
75(5) = (ity)Sinty) —(&(;/)*%‘T)C“(ﬁ/) (5.6)
Where
%’S )
,e&'(g/) - ] A; dx (B.7)
and
d
C;(j) =7 *«447) * CMXX— : ax (B.8)

The factor y is Euler's constant and equals 0.57721 566L9 . .

We have numerically evaluated pe over the range of y equal 0.1 to 10 and

have plotted the results in Fig. B.l. For the electron temperature of .05 eV

-16
(¢ =5.66 x 10 em® and P =
en 0

.378 Torr), this range corresponds to the den-
. 8 | 12
sity range from about 5 x 10 to 10 elec/cc° We have labeled the value cor-

11
responding to ei = ,052 eV and ni =1.1 x 10 elec/cc which was used for the

majority of our analysis in Chapter V.
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{8§= O52ev g, 566x uo"?:mz}

NS=11x10" elec./cc, Po = 378 TORR

T T T T 1 T T T T T
!/l 2 3 4 5 6 7 8 9 10 1l 12
%'—-»
o - -7 -4~ £39) +y*fty) ]
e 52‘7(.{/)
Y =-Giy Gosy) ~ (Lety) - F) Sincy)
fy) = Gigy Sen(y) - (Licyr - F)Cosey)
yz _ 22
Yo
— 4 8 ¢
=3 Yy 3
. =25 e’ 2 96
“ T3 )’_‘(9)"’/2 26’}
Fig. B.l. Variation of o (y).

e
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2
We have also plotted, in Fig. B.2, the variation of (1 - y g(y)) as a
function of y. From Chapter II Eq. (2.69) or Appendix A Eg. (A.1l7), this is
the factor which determines the importance of the electron-ion collision fre-

2
quency in dec conductivity. For large y it varies like (6/y ) or (5ven/vei).
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| ! I

S5 6 7

[I—yzg (Y)]—’

3 4 8 9

Fig. B.2. Variation of [1-y2g(y)] with y.




APPENDIX C

PRINCIPLES OF REFLECTED PIANE WAVE INTERACTION WITH SEMI-INFINITE
TIME VARYING PLASMA

—i(® b=k
Consider a plane electromagnetic wave, E e 1B 8-kox)

N , propagating in the

x direction in vacuum with the angular freqguency ws and propagation constant
ko’ reflected at the plane boundary of a semi-infinite plasma at the point x .
The amplitude of the reflected signal seen by an antenna located at X in terms

of the reflection coefficient, R, is given by
£ ) = Rix) £, (xe)
(c.1)

If the plasma properties are slowly changing, then the change in the received

signal is given by

55(’9—) = 519()(/0) _Z_E_{_(Xp)

(c.2)

Therefore, the normalized detector voltage output is expressed by

SRE)
oUlt) = é@( R ) (c.3)

where ¢ is the power law of the detecting circuit.
In terms of the normalized variations in the electron temperature and density

we obtain

100
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56° dne
= a2 b 2o
S urct) g ne
(Cc.h)
where
€6, OR
o (c.5)
and
b = & f_ﬂg &__/E
R 3N,
(c.6)
N
The reflection coefficient for this case is given by
k=7,
]g" K (c.7)
where
é = o(——l@
(c.8)

is given in Eq. (2.2) in terms of the complex conductivity. We can express
the phase and attenuation constants, o and B, in terms of the real and imaginary

parts of the conductivity, o = op = iGI, as
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and

where ko = UJS/C° We approximate ¢ and B for the condition when UI >> GR. This

corresponds to the approximation in Appendix A of v << ws which led to

2 e 2 e
e” n . e N
~ < L 1 11 L()
1 s s (c.11)
We obtain
_ _ 4T g
o8 -~ go // éd‘( Oi:
(c.12)
and

6 ~ £ o7 U
oy A

(3 (C.13)
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Notice that for this approximation the phase constant ¢ is independent of the
electron temperature.

We are now in a position to evaluate the ratio (a/b). We want

a _ & (3IRI/569,
b ns  (SIRIY/3hE), (c.18)

Using Eq. (C.7) and neglecting the partial derivative of a with 6% we obtain

o2 (3R /5¢%) | (R IR (3%0e), )

S (3R /o ) M EEY)

& -
b

(C.15)

2
We define normalized variables as 7 = (ﬁi/ws) and d = v/ws. Now (a/b) is

written in terms of n and d, using Eqs. (C.12) and (C.13), as

2 -/
a _ & (3% [l _ (-n [,_ ni-n)-n) +w>dy }
N RELYED nd* 203G n°dg-n4]

(C.16)

We now have the form which can be readily compared with the general case for
(a/b) given in Eg. (5.13). Further discussion of Eq. (C.16) can be found in

Chapter II, Section E.



APPENDIX D

COMPUTER PROGRAM

The computer program was designed to find the "best fit" y(x,A,B) to the

ob
measured values of Vi S(xi) which had a first order fit of yo(x,AO,BO). The

L obs
principle of Least-Squares indicates that if the deviations d. = y. - yi are
i i
statistical in nature then yi is the best fit when6
2 .
% di = minimum (D.1)

Therefore, we want to find a and b, of A = AO + a and B = BO + b, such that

2
L ] is a minimm, and then

Y (x, A B) = 4> —d-(x, Ata, B+L)

(D.2)

Treating a and b as small corrections to Ao and Bo’ we attempt to find a
o
solution to Eq. (D.1l) by Taylor expanding y(x,A,B) about y (x,AO,BO) and keep-

ing only the first correction terms. That is, take

o
w9 = g mereafB)es(3) o

Then di in (D.2) becomes

.= éﬁﬁ — b/ 3Y
< y,m e (4, Py B0~ a/))o /'a‘ga

104
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2
We now perform the summation of Z.di and minimize the sum by setting

(D.5)
and
5 =
I8 Z d; =0 (0.6)
This yields two equations for a and b which can be written as
8 y : [ : © ;
oJ G- T (37 ()
and
8 :%; A : obs 0 .
) (%3]~ oL (2= L )3
(D.8)

Solving these equations simultaneously for a and b gives the desired results.
Usually the resulting A and B will not satisfy the condition of Eq. (D.1l)
exactly, unless Eq. (D.3) is an exact expansion, and one must iterate the solu-
tion by replacing Ao by’Ao + a and BO by Bo + b. If the iterations converge,
one can obtain the values for A and B to within the accuracy justified by the
obs

measured values of yi and Xi°

The method can readily be extended for n number of independent parameters.

This would result in n equations like Eq. (D.7) and Eq. (D.8) with n variables.
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With the program described below we were interested in fitting the func-

tion

TV I+ Ax

Yy x,T, ) T

(D.9)

ob 2 -2
to the measurements of y. S and Xi(= fm). For this experiment A = T
i

5 b
-2 -2 . .
fl , C= f2 . An earlier used program, with A = O, was based on a three

B =
parameter (T, B, and C) fit, but would not converge for the cases in which B

and C were nearly equal. This appeared to be due tec the finite accuracy of

the computer such that the coefficients in the "normal equations" Egs. (D.7)

and (0.8)) became nearly identical and the solution indeterminate. That is,

once the values of B and C became nearly equal the computation was approximately
a two parameter solution with three equations. If the denominator was treated
as (1 + Bx) instead of ((l+Bx)(l+Cx))l/2 the program converged. For this
reason, the program was set up as only a two parameter fit during any given
iteration cycle. During the first iteration the solution was for T, = TO + %

1

and Bl = BO + b with C and then during the next iteration Tg = Tl + t and
¢

J

02 = CO + ¢ with Bl° This approach converged for all cases tested, and was
actually fastest for the cases when B was approximately equal to C. When A
was allowed to be non-zero, it was iterated with B (or C) with T held constant.

The program below was written in the BASIC computer language and was

used with an on-line teletype contact with a GE-235 computer.
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100 DIM F(25), T(25), X(25), G(25), v(25)
110 READ D,M,N,E,T,Wl,W2

120 FORR = 1 TO N

130 READ F(R), T(R)

140 NEXT R

150 LET B = 1/Wlt2

160 LET C = 1/Wet2

170 PRINT "DATA FILE NO."D;",DO YOU WANT IT?";
180 INPUT E1

190 IF E1L = O THEN 100

200 ILET Vb = O

210 LET A5 = 10

220 LET A6 = 10

230 IET U = O

240 IF EL = 2 THEN 890

250 PRINT "A ="

260 INPUT A

270 PRINT "INPUT VAIUES OF T="T;"B="B;"C="C
280 LET V5 = O

290 FOR J = 1 TO M
300 FOR K = 1 TO 10
310 LET S(K) = O

320 NEXT K

330 FOR I = 1 TO N
340 LET X(I) = F(I)t2

350 LET 25 = 1 + X(I)*B

360 LET 76 = 1 + X(I)*C

370 LET 27 = 1 + X(I)*A

380 LET z1 = SQR{Z7)/SQR(Z5%z6)

390 IET Z2 = -T*Z1¥X(I)/(2%Z5)

LOO LET ZL4 = Tzl - T(I)

410 LET 8(9) = S(9) + zhx*zL/((T*Z1)*(T*Z1))
420 LET V6 = V4 + V5

430 IF V6 < > LL4 THEN 450

LLo LET 71 = T*Z1¥X(I)/(2*Z7)

450 LET s(1) = S(1) + zl1t2

L60 LET s{2) = S(2) + Z1*Zk

4L70 LET S(3) = s{3) + Z1¥Z2

L80 LET S(k) = S(L) + zoxz2

L90 LET S(5) = 8(5) + Z2¥zk

500 NEXT I

510 LET Phk = 8(3)*8(3) - s(L)*s(1)
520 IF P4 < > O THEN 550

530 PRINT "PL4 IS ZERO"

540 GO TO 860

550 LET D2 = -(8(2)*8(3) - 8(5)*s(1))/Pk
560 LET D1 = -(D2*s(3) + s(2))/s(1

~—



570
580
590
600
610
620
630
640
650
660
670
680
690
700
710
720
730
740
750
760
770
780
790
800
810
820
830
840
850
860
870
880
890
900
910
920
950
oLko
950
960
970
980
990
1000
1010
1020
1030

LET D
LET D
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s(8)/ (N*(N-1))
QR(8(9)/(W*(N-1)))

>
6

i

LET U = U + 1

LET T =

LET A
LET G

LET B =

IF V6 < > L4k THEN 660
IET A = A + D1¥*1.2

LET A5 = D1/A

IF A >= O THEN 680

LET A = .0001

GO TO 680

T + D1¥1.2

5= D1/T

= 1.5

B + D2*G

IF B >= O THEN 720

LET B =

LET A
LET C
LET B
LET C

NEXT
PRINT
PRINT

PRINT "AFTER J ="U;"T ="T;"Wl ="SQR(1/B)

PRINT
PRINT

.0001

6 = D2/B

1=8

=C

= Cl

IF J < 4 THEN 820

IF ABS(A6) + ABS(A5) > E/100 THEN 810

PRINT ABS(A6) + ABS(A5)

IF J > = M-2 THEN 820

ILET J = M-2

IF J < M-2 THEN 830

PRINT U; T; A; B; C; D6%100; J
J

"w3 =" 1/SQR(A + 1E-6)

INPUT V
IF V < > 305 THEN 940
PRINT "FOR T(CAL) LET C ="}
INPUT C1

GO TO 1080

IF V < > 0 THEN 990

PRINT "M,E"

INPUT M,E

IF V > 40O THEN 250

GO TO 290

IF V < > L44 THEN 1020

LET V4 = V

GO TO 950

IF V < > L41 THEN 1050

LET Vb =

;w2 ="8Qr(1/C)
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1040 GO TO 950

1050 IF V = 333 THEN 1080

1060 PRINT "NEXT SET OF DATA - PLEASE."

1070 GO TO 100

1080 PRINT "DATA FILE NO."D;"NORMALIZED BY ";
1090 INPUT V1

1100 PRINT

1110 PRINT "F(KHZ) T(DATA) T(CAL) RATIO"
1120 PRINT

1130 FORK = 1 TO N

1140 IET G(K) = T*SQR(1+A*X(K))/SQR((1+B*X(K))*(1+C1¥X(K)))
1150 PRINT F(XK),T(XK)/V1,G(K)/V1,T(K)*T/(G(K)*V1)
1160 NEXT X
1170 PRINT
1180 GO TO 890
A feature of the on-line teletypewriter computer application is that it
allows the operator to observe the progress of the program and make decisions
at any pre-determined point. The program above makes use of this important
feature. After giving the program a set of data and permission to proceed,
the operator must give a value for A, usually letting A = O initially. The
program then makes from six to M iterations with T and alternately B and C.
The statements 760 to 820 control the printing. Only six sets of results are
printed, the first and last three. If the error condition in 770 is not
satisfied then only two more iterations will be made. Using statement 890 one
can either: (1) continue with a new M and E; (2) continue with T held con-
stant and allowing A to vary; (3) read in the next set of data; (4) print input
b
data, T ° and £, along with the calculated T (£ ,T,A,B,C) and the ratio of
ob; 1 : 1
the Ti to Ti; or (5) by using statement 910 and 920 with Cl = O the Ti be-
R ; . obs .
comes a calculation based only on Ti\fm ,T,A,B) and the ratio of Ti to this
i

Ti is effectively the fraction of the data which was used to predict C (see

Fig. 4.10), of course Cl can be either B or C.
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Below is the data taken from the sample trace in Fig. 4.9 as it is sup-
plied to the program. Then the computer solution is presented along with tabu-
b
lated data and calculation of the function T(fm,T,A,B,C) and the ratio T° s/T.

This result is plotted in Fig. 4.10; in the upper curve it is represented by

n_n

the symbol "o

1200 DATA L1k.406,20,20,.01,2.3,2,7

1201 DATA .5,2.31,.6,2.28,.7,2.21,.8,2.14,1,1.96,1.2,1.77

1202 DATA 1.4,1.58,1.7,1.39,2,1.22,2.5,1.01,3,.853,k4,.65

1203 DATA 5,.51,6,.39,7,.31,8,.259,10,.145,12,.10k.14,.083,17, .O74
2000 END

RUN
DATA FILE No. 414,406 , DO YOU WANT IT? 1
A=21720

INPUT VALUES OF T = 2.3 B= .25 C=2.04082 E-2

1 2.46902 0O 2.04082 E-2  .622071 5.98698 1

2 2.50822 0 .622071 3,12037 E-2 1.78691 2

3 2.54496 0 3.12037 E-2  .68279% 1.75484 3

18 2.57h22 0 .748957 1.89057 E-2 1.64799 18
5.28146 E-5

19 2.57435 0 1.89057 E-2 .7T48969  1.64017 19

20  2.57h2h 0 .748969 1.88545 E-2 1.64032 20

W35 = 1000

AFTER J = 20 T = 2.57hk2Lk Wl = 1.1555 W2 = 7.2827

? 333

DATA FILE NO. L414.406 NORMALIZED BY ? 2.57hk2k
F(KHZ) T(DATA ) T(CAL) RATIO
.5 897352 .915608 .980062
.6 .885698 .88449 1.00137
.7 .858506 851373 1.008%8
.8 831313 795173 1.04808
1 .76139 .7h912L 1.01637
1.2 .687582 684396 1.00465
1.k 613773 .625101 .981878
1.7 539965 ShTheT .986369
2 L73926 482399 .9824%6
2.5 .392349 .39682% .988725
3 33136 332335 997068
L .252502 243251 1.0380%



T(DATA)

.198117
.151501
.120Lk24
9.28429 E-2
5.6%327% E-2
4.0L003 E-2
3.22L25 E-2
2.87463 E-2

111

T(CAL)

.185627
.145954
J117h21
9.6233L4 E-2
6.75745 E-2
L.97282 E-2
3,79601 E-2
.02670L

RATIO

1.06728
1.038

1.02557
.96L768
.833558
812423
849379
1.07648



APPENDIX E

TABUTATION OF THE DATA

Below is a complete table of the data and plasma conditions which were’
used in the distribution plot of Fig. L.1l. They.were taken over a four month
period (January 23, to April 17, 1967). The 107 sets of data represent 93% of
the data analyzed during this period and about 25% of the traces (see Fig. 4.9)
recorded.

In the table there is some special notation. The data designation, D in
the program of Appendix D, is best described by an example: 223.155 means that
the data was taken on the 25rd day of February with a helium glow discharge
which had been on (PO = .378 Torr, Voo = 888 v, and — 182 mA) for 1 hr and
35 min after the evacuated condition. All the data below was taken at a
helium pressure (room temperature) of .378 Torr. The other plasma conditions
of voltage and current are in the table. The rest of the columns are: the
discharge total run time (hr); the signal to noise ratio; and from the computer

N
analysis: the "standard error" (100[ Z.((yibs - yi)/yi)g/N(N—l)]l/g%),28

i=1
and the two break frequencies f2 and fl (K Hz).

112
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TABLE E.1
DATA
D VDC Toe Time SNR SE f2 fl

223,135 888 182 1.6 2.h 3.1 1.15 9.24
223.154 955 200 1.9 3.2 3.0 1.%2 9.74
223 . 440 902 183 L7 2.0 2.5 1.09 8.08
223,453 888 192 4.9 2.2 2.8 1.04 T7.32
223 .545 950 210 5.8 2.4 2.4 1.60 8.08
223 . 713 936 20L 7.2 0.9 1.5 2.71 2.80
227.131 1030 175 1.5 1.0 2.8 2.68 2.97
227.137 990 170 1.6 0.8 L.9 1.90 2.97
227.037 1010 170 0.5 1.7 3.4 2.18 6.91
228.515 960 170 5.2 2.4 3.9 2.02 7.05
300.311 968 182 3.2 2.1 3.3 1.70 7.19
301.111 972 168 1.2 3.6 h.5 1.83 11.00
301.117 965 170 1.3 3.3 b.1 1.94 10.09
301.243 962 168 2.7 1.8 h.9 1.60 7.07
301.306 1020 180 3.1 1.6 L.3 2.01 6.69
302.057 978 172 0.9 1.7 h.,2 2.41 5.81
302.101 978 172 1.0 1.7 3.h 2.07 7.81
302.105 968 172 1.1 2.0 3.7 1.98 8.25
302.109 976 174 1.2 2.0 3.1 1.87 7.84
305.111 955 155 1.2 1.2 2.0 1.49 6.69
305.115 928 152 1.3 1.3 1.9 1.40 7.12
305.123 928 152 1.5 1.0 2.9 1.4k 5.41
305,215 928 152 2.3 1.2 3.0 1.50 5.43
305.222 928 152 2.4 0.9 2.6 1.49 5.17
305.415 980 170 L.3 1.4 2.7 2.02 5.95
305.k42k 978 172 L.b 1.1 2.5 1.87 6.354
305.431 970 170 h.5 1.1 1.6 2.16 5.27
305.451 968 172 4.9 0.8 3.9 2.09 5.2k
305.501 981 174 5.0 0.9 2.3 2.07 6.69
305,505 968 172 5.1 0.9 2.6 1.82 6.39
306.321 925 155 3.L 0.8 2.6 1.19 6.03%
306.33%6 928 157 3.6 1.0 3.2 1.30 6.48
306.h21 925 160 L.b 0.8 4.0 1.18 6.90
307.70L 9L0 160 7.1 0.9 L.l 1.2h 6.17
509.331 918 177 5.5 2.5 5.8 0.99 9.47
309.335 917 178 3.6 1.9 3.8 1.0k 8.L6
309.3L5 917 178 3.7 1.6 3.6 0.89 6.96
309.358 932 188 3.9 1.7 2.9 1.00 8.38
309.359 932 188 4.0 1.7 2.3 1.12 7.08
309.409 335 185 h.1 2.1 3.1 1.06 8.540



TABLE E.1 (Continued)

11k

D VDC Toc Time SNR SE f2 fl
309.411 935 185 L.,2 2.1 3.1 1.06 8.40
309.435 930 190 3.7 1.9 2.3 1.10 8.15
309.437 930 190 3.7 1.0 1.5 1.2k 5.8L
320.230 1160 240 2.5 1.4 2.9 3.54 3.55
320.241 1194 oL6 2.7 1.7 2.8 3.00 4,37
320.243 1194 2L6 2.7 3.6 2.8 2.22 9.12
320.245 1194 2L6 2.8 1.3 2.7 2.39 5.02
320.249 1194 2L6 2.8 3.8 3.7 2.1k 8.76
322,124 1072 183 1.4 1.0 1.7 2.06 L.72
322.126 1072 183 1.5 1.6 2.k 1.54 6.63
322.128 1072 18% 1.5 1.0 2.2 2.05 INRITS
322.131 1072 183 1.5 1.0 6.6 1.1h 13.12
322,133 1072 183 1.5 1.2 3.1 1.26 6.96
411.306 92% 172 3.0 2.0 3.2 1.22 10.08
L12.1%2 928 172 1.5 1.6 2.5 1.27 7.96
412,137 928 172 1.5 1.9 3.1 1.04 7.88
12,156 915 170 1.9 2.2 3.1 1.39 8.01
412.158 915 170 2.0 2.3 h.5 1.49 7.36
L12.211 915 170 2.1 2.3 3.3 1.11 7.78
hl2.21k 915 170 2.2 2.5 3.9 1.08 7.98
412,238 920 170 2.6 2.0 2.3 1.4k 7.90
412,242 920 170 2.8 2.7 2.2 1.12 8.88
L1k.337 940 170 3.6 0.7 h.7 1.09 8.47
Lik.3L7 957 168 3.8 1.6 2.2 1.20 6.7y Used in
L1h. 406 937 168 h.1 1.6 1.6 1.16 7.28\Fig.
L1k, W32 965 170 4.5 1.0 1.8 1.18 5.91(4.10
L1k b37 965 170 h.6 1.0 2.k 1.22 5.9%
415.2k42 900 150 2.7 1.1 5.0 1.00 6.32
415.253 BL 166 2.9 2.3 3.4 1.13 8.97
415,408 L5 170 b1 2.1 2.3 1.23 7.99
415.1025 980 170 10.4 0.9 1.7 1.27 6.9L
415.1028 980 170 10.6 0.9 0.8 1.39 5.80
415,1031 980 170 10.6 0.8 3.4 1.52 L 06
115.10%9 979 171 10.7 4.0 2.0 1.34 5.93%
415.1052 860 125 10.9 1.1 b7 1.58 5.77
h15.1111 1031 189 11.2 1.1 2.7 1.62 6.06
115.1113 1031 189 11.2 0.8 0.9 1.52 7.33
h15.1122 1026 179 11.h 2.2 3.7 2.02 3.6k
415.1128 1025 175 11.5 0.5 1.7 1.4% 4.50
415,114k 1020 175 11.7 0.6 3.8 1.61 3.11
416.1918 903 1ko 19.3 0.5 6.0 2.51 2.51
416.192% 905 140 19.L 1.7 L.5 1.6L 6.50



TABLE E.1 (Concluded)

D VDC IDC Time SE fl

416.1925 905 140 19.4 1.1 2.8 . 5.88
116.1928 905 140 19.5 1.k 5.3 1. 5.79
416.2031 913 1ho 20.5 1.1 2.6 1. 5.19
416.2036 913 lho 20.6 0.9 2.7 1. 5.13
416.,2048 905 140 20.8 0.8 1.7 2. 3.55
416.2053 905 140 20.9 0.9 h.1 2. 2.97
416.2055 915 1L6 20.9 1.1 1.2 2. 5.48
416.2100 91k 146 21.0 1.k 0.8 1. 6.86
416.2106 924 146 21.1 1.5 2.3 2. 4,83
L16.21k2 1029 161 21.7 1.0 3.5 1. INgite;
L16.2154 1029 161 21.9 1.0 L5 1. 3.60
416.2200 103L 161 22.0 0.8 1.9 2. 2.85
416.2207 1035 162 22.1 0.8 1.6 1. 4.28
L16.2225 1052 168 22l 0.9 2.2 2. 3.2k
L16.2241 1076 174 22.7 1.0 2.6 2. 3.86
h16.2311 960 150 0% .2 1.0 3.2 1. L.61
416.2%25 965 145 2% .L 0.9 2.h 1. 5.38
116.2330 963 1h7 23.5 1.4 2L 1. L.h7
416.2%35 963 1h7 2%.6 1.5 2.6 1. 7.31
416.2355 999 151 2%.9 0.7 1.2 1. 3.9%
L17.3402 970 120 34.0 1.3 2.9 2. 2.56
L17.3L05 993 157 3L, 1.3 1.9 1. L, 76
417.3L26 1000 160 3,k 1.2 1.0 1. 5.47
L17.3428 997 153 3L.5 1.6 1.1 1. 5.55
417.3L3%0 997 153 34,5 1.5 1.9 7.08
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