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Abstract. Probability one homotopy algorithms are a class of methods for solving nonlinear systems of equations that are globally convergent with probability one. These methods are theoretically powerful, and if constructed and implemented properly, are robust, numerically stable, accurate, and practical. The concomitant numerical linear algebra problems deal with rectangular matrices, and good algorithms require a delicate balance (not always achieved) of accuracy, robustness, and efficiency in both space and time. The author's experience with globally convergent homotopy algorithms is surveyed here, and some of the linear algebra difficulties for dense and sparse problems are discussed.
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1. Introduction. Homotopies are a traditional part of topology, and have found significant application in nonlinear functional analysis and differential geometry. The concepts of homotopy maps, continuation, incremental loading, and invariant imbedding are widely used and intertwined. Because these terms are widely used and sometimes used interchangeably, the differences (and there are fundamental differences) are obscured. The context here is solving nonlinear systems of algebraic (as opposed to differential) equations, recognizing that these homotopy ideas have a much wider applicability. For the sake of discussion, let homotopy methods be the generic term, including continuation, parameter continuation, incremental loading, displacement incrementation, invariant imbedding, and continuous Newton methods.

The raison d'être for homotopy methods is global convergence (or at least a greatly expanded domain of convergence), as opposed to the local convergence of most iterative methods. For low dimensional and/or well understood problems, finding a good starting point for locally convergent methods is not difficult or expensive. However, as computer technology and our ambitions for solving ever larger and harder problems have increased, finding good initial estimates has become a difficult problem by itself. When computer time was unavailable or very expensive, human analysis to linearize the problem or otherwise manually calculate a starting point for a computer implemented locally convergent iterative method made good economic sense. Also, because of the slow early computers and high cost of computer time, numerous algorithms with endless variations were invented to achieve an epsilon improvement. Now, with computer power widely available and relatively cheap, computer time is far cheaper than the human analysis time required to devise a sufficiently good starting point for a locally convergent iterative method. The argument that locally convergent methods are more efficient than homotopy methods (even if that were true by a factor of ten) is less convincing now, considering the total (human plus computer) time and cost. If blackbox software for globally convergent homotopy algorithms can be made available which relieves the user of the burden of supplying a good initial estimate of the solution, the relative inefficiency of homotopy algorithms may be irrelevant. In effect, the intent is to transfer intelligence from the user to the homotopy algorithm, which, depending on your point of view, may or may not be a worthwhile goal.

Continuation and parameter continuation are well established techniques in numerical analysis, with the basic idea being to solve a series of problems as some parameter (intrinsic to the problem
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or not) is slowly varied, using a locally convergent iterative technique for each problem, and the solution to the previous problem as starting point for the current problem [4, 24, 26, 36–39]. Similar techniques in engineering are known as incremental loading and displacement incrementation [9, 22, 27, 35, 40, 77, 79, 81]. A related idea, used in the specialized context of boundary value problems, is invariant imbedding [23, 46]. For the most part, all these methods had rather restrictive hypotheses and the connection with topology had not been made. A fundamental breakthrough occurred with the truly globally convergent simplicial fixed point algorithms of Scarf [45], Kuhn, Merrill [30], Eaves [13], Saigal [41], and Todd [42]. These algorithms were grounded in topology, constructive, potentially extremely powerful, but horribly inefficient in their early forms. Simplicial algorithms are now competitive, but will not be discussed further here, since their story is told very well in [4].

Another significant advance was the differential equation formulation of continuation, proposed in various forms by Davidenko [10], Smale [48], Boggs [5], Georg [17–18], Keller [24], Klopfenstein [25], Kubicek [26], Mejia [28], Menzel and Schwetlick [29], Meyer [31], Rheinboldt [36–39], Watson [69], and many others. Although the underlying homotopy map in these differential equation forms may have been the same as in “classical” continuation, it is important to realize that the algorithms and implementations are fundamentally different. Despite considerable success on practical problems and a large amount of supporting theory, all these homotopy methods suffered from a fatal flaw. A Jacobian matrix somewhere could become singular, and the computer implementation would either experience great difficulty or the method would fail completely (the more common occurrence).

The next advance was the development in 1976 by S. N. Chow, J. Mallet-Paret, and J. A. Yorke [7] of probability one homotopy methods (discovered independently in 1978 by H. B. Keller). The thorn of singular Jacobian matrices was finally removed, since these methods were specifically constructed to not have any singular points. The phrase “probability one” refers to the supporting theory, which says that for almost all (in the technical sense of Lebesgue measure) choices of some parameter vector involved in the homotopy map, there are no singular points and the method is globally convergent. Again, while globally convergent probability one homotopy algorithms may have a superficial resemblance to earlier homotopy algorithms, it is important to note that the philosophy is fundamentally new. Furthermore, because of this philosophical difference, there are subtle differences in mathematical software for probability one homotopy algorithms from the other continuation methods.

Beginning with the first robust computer implementation of probability one homotopy algorithms described in [69], a remarkable array of difficult problems have yielded to these techniques. Most of these problems either had not been solved or were difficult to solve by locally convergent iterative techniques (including state-of-the-art quasi-Newton algorithms as in [11] and [32]). These applications include fluid mechanics [20, 44, 49, 50, 53, 57, 58, 60, 70, 78], solid mechanics [22, 27, 51–57, 59, 61–67, 77, 79], chemical engineering [33, 34], nonlinear programming [12, 71, 73, 76], finite difference boundary value approximations [23, 75], spline collocation approximations [80], and fixed point computation [68, 69, 72, 76]. The remaining sections describe globally convergent probability one homotopy algorithms, with emphasis on the linear algebra. Sections 2 and 3 describe algorithms for dense and sparse Jacobian matrices, respectively. More complete details can be found in the references. Section 4 mentions some gaps in our knowledge, and future research directions.
2. Algorithms for dense Jacobian matrices. Let $E^p$ denote $p$-dimensional real Euclidean space. The following four lemmas from [74], [74], [73], [75] respectively, which follow from the results of [7], will be useful.

**Lemma 1.** Let $g : E^p \to E^p$ be a $C^2$ map, $a \in E^p$, and define $\rho_a : [0, 1) \times E^p \to E^p$ by

$$\rho_a(\lambda, y) = \lambda g(y) + (1 - \lambda)(y - a).$$

Then for almost all $a \in E^p$ there is a zero curve $\gamma$ of $\rho_a$ emanating from $(0, a)$ along which the Jacobian matrix $D\rho_a(\lambda, y)$ has full rank.

**Lemma 2.** If the zero curve $\gamma$ in Lemma 1 is bounded, it has an accumulation point $(1, \bar{y})$, where $g(\bar{y}) = 0$. Furthermore, if $Dg(\bar{y})$ is nonsingular, then $\gamma$ has finite arc length.

**Lemma 3.** Let $F : E^p \to E^p$ be a $C^2$ map such that for some $r > 0$, $z F(x) \geq 0$ whenever $||z|| = r$. Then $F$ has a zero in $\{x \in E^p \mid ||x|| \leq r\}$, and for almost all $a \in E^p$, $||a|| < r$, there is a zero curve $\gamma$ of

$$\rho_a(\lambda, x) = \lambda F(x) + (1 - \lambda)(x - a),$$

along which the Jacobian matrix $D\rho_a(\lambda, x)$ has full rank, emanating from $(0, a)$ and reaching a zero $\bar{x}$ of $F$ at $\lambda = 1$. Furthermore, $\gamma$ has finite arc length if $DF(\bar{x})$ is nonsingular.

Lemma 3 is a special case of the following more general lemma.

**Lemma 4.** Let $F : E^p \to E^p$ be a $C^2$ map such that for some $r > 0$ and $\tilde{r} > 0$, $F(x)$ and $z - a$ do not point in opposite directions for $||z|| = r$, $||a|| < \tilde{r}$. Then $F$ has a zero in $\{x \in E^p \mid ||x|| \leq r\}$, and for almost all $a \in E^p$, $||a|| < \tilde{r}$, there is a zero curve $\gamma$ of

$$\rho_a(\lambda, x) = \lambda F(x) + (1 - \lambda)(x - a),$$

along which the Jacobian matrix $D\rho_a(\lambda, x)$ has full rank, emanating from $(0, a)$ and reaching a zero $\bar{x}$ of $F$ at $\lambda = 1$. Furthermore, $\gamma$ has finite arc length if $DF(\bar{x})$ is nonsingular.

The general idea of the algorithm is apparent from the lemmas: just follow the zero curve $\gamma$ emanating from $(0, W)$ until a zero $\bar{Y}$ of $F(Y)$ is reached (at $\lambda = 1$). Of course it is nontrivial to develop a viable numerical algorithm based on that idea, but at least conceptually, the algorithm for solving the nonlinear system of equations $F(Y) = 0$ is clear and simple. The homotopy map is

$$\rho_W(\lambda, Y) = \lambda F(Y) + (1 - \lambda)(Y - W),$$

which has the same form as a standard continuation or embedding mapping. However, there are two crucial differences. In standard continuation, the embedding parameter $\lambda$ increases monotonically from 0 to 1 as the trivial problem $Y - W = 0$ is continuously deformed to the problem $F(Y) = 0$. The present homotopy method permits $\lambda$ to both increase and decrease along $\gamma$ with no adverse effect; that is, turning points present no special difficulty. The second important difference is that there are never any “singular points” which afflict standard continuation methods. The way in which the zero curve $\gamma$ of $\rho_W$ is followed and the full rank of $D\rho_W$ along $\gamma$ guarantee this. Observe that Lemma 1 guarantees that $\gamma$ cannot just “stop” at an interior point of $[0, 1) \times E^p$.

It should be mentioned that the form of the homotopy map $\rho_W(\lambda, Y)$ in (1) is just a special case used here for clarity of exposition. The more general theory can be found in [69, 73–75, 81], and practical engineering problems requiring a $\rho_W$ nonlinear in $\lambda$ are in [59] and [66].
The homotopy map $\rho_a$ is a map from a $(p+1)$-dimensional space into a $p$-dimensional space. This mismatch of dimensions is a double-edged sword: The extra dimension permits "lifting" the original problem to obtain a problem with no singularities and a full rank Jacobian matrix, and which can be solved from an arbitrary starting point. However, the Jacobian matrix

$$D\rho_a(\lambda, z) = \left[ \begin{array}{c} 1 \\ D_\lambda \rho_a(\lambda, z) \\ D_z \rho_a(\lambda, z) \end{array} \right]$$

of $\rho_a$ is rectangular $(p \times (p+1))$, and this is an essential aspect of the lifted problem. By contrast, the Hessian matrices in nonlinear optimization and the Jacobian matrices in locally convergent algorithms for nonlinear systems of equations are always square. The $p \times (p+1)$ shape adds a combinatorial aspect to the numerical linear algebra, and this subtle difference is important in computer implementations. Even a symmetric $D_\lambda \rho_a$ (as Hessian matrices are) does not help much (unless $D_z \rho_a$ is well-conditioned along the entire zero curve $\gamma$), because maintaining symmetry is at the expense of numerical stability. One proposal is to convert the $p \times (p+1)$ shape into a $(p+1) \times (p+1)$ shape maintaining symmetry and full rank; while mathematically feasible, this is fraught with practical difficulties, and is at best unnatural.

The Jacobian matrices associated with nonlinear least squares problems are also rectangular, but in the other direction $(m \times n, m > n)$. Redundant parameter and large residual nonlinear least squares problems have some of the same combinatorial flavor as the homotopy problem, but those problems have not been completely resolved yet either. Furthermore, if some part of the numerical linear algebra fails during a nonlinear least squares optimization, any descent direction will suffice. There is no similar fall back position for a homotopy algorithm.

The zero curve $\gamma$ of the homotopy map $\rho_W(\lambda, Y)$ in (1) can be tracked by many different techniques; refer to the excellent survey [4] and recent work by Rheinboldt and Burkhart[39] and Mejia[28]. The numerical results in [49-80] were obtained with preliminary versions of HOMPACK [81], a software package currently under development at Sandia National Laboratories, General Motors Research Laboratories, Virginia Polytechnic Institute and State University, and the University of Michigan. There are three primary algorithmic approaches to tracking $\gamma$: 1) an ODE-based algorithm based on that in [68], with several refinements; 2) a predictor-corrector algorithm whose corrector follows the flow normal to the Davidenko flow [16-18] (a "normal flow" algorithm); 3) a version of Rheinboldt’s linear predictor, quasi-Newton corrector algorithm [39] (an "augmented Jacobian matrix" method).

First the ODE-based algorithm will be discussed. Assuming that $F(Y)$ is $C^2$ and $W$ is such that Lemma 1 holds, the zero curve $\gamma$ is $C^1$ and can be parametrized by arc length $s$. Thus $\lambda = \lambda(s)$, $Y = Y(s)$ along $\gamma$, and

$$\rho_W(\lambda(s), Y(s)) = 0$$

identically in $s$. Therefore

$$\frac{d}{ds} \rho_W(\lambda(s), Y(s)) = D\rho_W(\lambda(s), Y(s)) \left( \begin{array}{c} \frac{d\lambda}{ds} \\ \frac{dY}{ds} \end{array} \right) = 0,$$

(3)
\[
\left\| \begin{pmatrix} d\lambda/ds & dY/ds \end{pmatrix} \right\|_2 = 1.
\]

If we take

\[
\lambda(0) = 0, \quad Y(0) = W,
\]

the zero curve \( \gamma \) is the trajectory of the initial value problem (3–5). When \( \lambda(s) = 1 \), the corresponding \( Y(s) \) is a zero of \( F(Y) \). Thus all the sophisticated ODE techniques currently available can be brought to bear on the problem of tracking \( \gamma \) [47], [69].

Typical ODE software requires \((d\lambda/ds, dY/ds)\) explicitly, and (3), (4) only implicitly define the derivative \((d\lambda/ds, dY/ds)\). (It might be possible to use an implicit ODE technique for (3–4), but that seems less efficient than the method proposed here.) The derivative \((d\lambda/ds, dY/ds)\), which is a unit tangent vector to the zero curve \( \gamma \), can be calculated by finding the one-dimensional kernel of the \( p \times (p+1) \) Jacobian matrix

\[
D\rho_W(\lambda(s), Y(s)),
\]

which has full rank by Lemma 1. It is here that a substantial amount of computation is incurred, and it is imperative that the number of derivative evaluations be kept small. Once the kernel has been calculated, the derivative \((d\lambda/ds, dY/ds)\) is uniquely determined by (4) and continuity. Complete details for solving the initial value problem (3–5) and obtaining \( Y(s) \) are in [68] and [69].

A discussion of the kernel computation follows.

The Jacobian matrix \( D\rho_W \) is \( p \times (p+1) \) with (theoretical) rank \( p \). The crucial observation is that the last \( p \) columns of \( D\rho_W \), corresponding to \( D\rho_{pW} \), may not have rank \( p \), and even if they do, some other \( p \) columns may be better conditioned. The objective is to avoid choosing \( p \) "distinguished" columns, rather to treat all columns the same (not possible for sparse matrices). Kubicek [26] and Mejia [28] have kernel finding algorithms based on Gaussian elimination and \( p \) distinguished columns. Choosing and switching these \( p \) columns is tricky, and based on \textit{ad hoc} parameters. Also, computational experience has shown that accurate tangent vectors \((d\lambda/ds, dY/ds)\) are essential, and the accuracy of Gaussian elimination may not be good enough. A conceptually elegant, as well as accurate, algorithm is to compute the QR factorization with column interchanges [6] of \( D\rho_W \),

\[
Q D\rho_W P^TPz = \begin{pmatrix} * & \cdots & * & * \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & * & * \end{pmatrix} Pz = 0,
\]

where \( Q \) is a product of Householder reflections and \( P \) is a permutation matrix, and then obtain a vector \( z \in \ker D\rho_W \) by back substitution. Setting \((Pz)_{p+1} = 1\) is a convenient choice. This scheme provides high accuracy, numerical stability, and a uniform treatment of all \( p + 1 \) columns. Finally,

\[
\begin{pmatrix} d\lambda/ds & dY/ds \end{pmatrix} = \pm \frac{z}{\|z\|^2},
\]

where the sign is chosen to maintain an acute angle with the previous tangent vector on \( \gamma \). There is a rigorous mathematical criterion, based on a \( (p + 1) \times (p + 1) \) determinant, for choosing the sign, but there is no reason to believe that would be more robust than the angle criterion.

Remember that tracking \( \gamma \) was merely a means to an end, namely a zero \( \bar{Y} \) of \( F(Y) \). Since \( \gamma \) itself is of no interest (usually), one should not waste computational effort following it too closely.
However, since $\gamma$ is the only sure way to $\tilde{Y}$, losing $\gamma$ can be disastrous. The tradeoff between computational efficiency and reliability is very delicate, and a fool-proof strategy appears difficult to achieve. None of the three primary algorithms alone is superior overall, and each of the three beats the other two (sometimes by an order of magnitude) on particular problems. Since the algorithms' philosophies are significantly different, a hybrid will be hard to develop.

The following version of the normal flow algorithm is derived from [16], and differs somewhat from that of [17] and [18]. The normal flow algorithm has three phases: prediction, correction, and step size estimation. (1) and (2) are the relevant equations here. For the prediction phase, assume that several points $P(1) = (\lambda(s_1), Y(s_1)), P(2) = (\lambda(s_2), Y(s_2))$ on $\gamma$ with corresponding tangent vectors $(d\lambda/ds(s_1), dY/ds(s_1)), (d\lambda/ds(s_2), dY/ds(s_2))$ have been found, and $h$ is an estimate of the optimal step (in arc length) to take along $\gamma$. The prediction of the next point on $\gamma$ is

$$Z^{(0)} = p(s_2 + h),$$

where $p(s)$ is the Hermite cubic interpolating $(\lambda(s), Y(s))$ at $s_1$ and $s_2$. Precisely,

$$p(s_1) = (\lambda(s_1), Y(s_1)), \quad p'(s_1) = (d\lambda/ds(s_1), dY/ds(s_1)),
$$

$$p(s_2) = (\lambda(s_2), Y(s_2)), \quad p'(s_2) = (d\lambda/ds(s_2), dY/ds(s_2)),$$

and each component of $p(s)$ is a polynomial in $s$ of degree less than or equal to 3.

Starting at the predicted point $Z^{(0)}$, the corrector iteration is

$$Z^{(n+1)} = Z^{(n)} - [D\rho_W(Z^{(n)})]^\dagger \rho_W(Z^{(n)}), \quad n = 0, 1, \ldots$$

where $[D\rho_W(Z^{(n)})]^\dagger$ is the Moore-Penrose pseudoinverse of the $p \times (p + 1)$ Jacobian matrix $D\rho_W$. Small perturbations of $W$ produce small changes in the trajectory $\gamma$, and the family of trajectories $\gamma$ for varying $W$ is known as the "Davidenko flow". Geometrically, the iterates given by (7) return to the zero curve along the flow normal to the Davidenko flow, hence the name "normal flow algorithm".

A corrector step $\Delta Z$ is the unique minimum norm solution of the equation

$$[D\rho_W] \Delta Z = -\rho_W.$$  

Fortunately $\Delta Z$ can be calculated at the same time as the kernel of $[D\rho_W]$, and with just a little more work. Normally for dense problems the kernel of $[D\rho_W]$ is found by computing a QR factorization of $[D\rho_W]$, and then using back substitution. By applying this QR factorization to $-\rho_W$ and using back substitution again, a particular solution $v$ to (8) can be found. Let $u \neq 0$ be any vector in the kernel of $[D\rho_W]$. Then the minimum norm solution of (8) is

$$\Delta Z = v - \frac{v^Tu}{u^Tu} u.$$  

Since the kernel of $[D\rho_W]$ is needed anyway for the tangent vectors, solving (8) only requires another $O(p^2)$ operations beyond those for the kernel. The number of iterations required for convergence of (7) should be kept small (say < 4) since QR factorizations of $[D\rho_W]$ are expensive.
The alternative of using \([D\rho_{W}(Z^{(0)})]\) for several iterations, which results in linear convergence, is rarely cost effective.

When the iteration (7) converges, the final iterate \(Z^{(n+1)}\) is accepted as the next point on \(\gamma\), and the tangent vector to the integral curve through \(Z^{(n)}\) is used for the tangent—this saves a Jacobian matrix evaluation and factorization at \(Z^{(n+1)}\). The step size estimation briefly described next attempts to balance progress along \(\gamma\) with the effort expended on the iteration (7).

Define a contraction factor

\[
L = \frac{\|Z^{(2)} - Z^{(1)}\|}{\|Z^{(1)} - Z^{(0)}\|},
\]

a residual factor

\[
R = \frac{\|\rho_{W}(Z^{(1)})\|}{\|\rho_{W}(Z^{(0)})\|},
\]

a distance factor \((Z^{*} = \lim_{n \to \infty} Z^{(n)})\)

\[
D = \frac{\|Z^{(1)} - Z^{*}\|}{\|Z^{(0)} - Z^{*}\|},
\]

and ideal values \(\bar{L}, \bar{R}, \bar{D}\) for these three. The goal is to compute the “optimal” step size \(\bar{h}\) for the next step based on the current step size \(h\), the actual factors \(L, R, D\), and the ideal factors \(\bar{L}, \bar{R}, \bar{D}\). \(\bar{h}\) must be reasonable, chosen in a way that prevents chattering, and consistent with \(h\) and the number of iterations in (7) required for convergence. The complete step size estimation scheme is sophisticated; details are in [80] and [81].

Rheinboldt’s augmented Jacobian matrix algorithm together with step size strategies has been described very well elsewhere [39], and will not be repeated here.


Large nonlinear systems of equations with sparse symmetric Jacobian matrices occur in many engineering disciplines, and each class of problems has special characteristics. Nonlinear structural mechanics problems [22, 27, 35, 40, 77, 79, 82] will be considered here, because they are representative of many problems outside structural mechanics, and yet have enough special features to admit efficient solution. The notation and terminology of engineering mechanics (which differs from the mathematicians’ notation of the previous section) will be used in this section. The homotopy equation \(\rho_{W} = 0\) becomes the equilibrium equations written in the form

\[
F(x, \lambda) = 0
\]

where \(x, F\) are \(n\)-vectors and \(\lambda\) is a scalar (note the order of the arguments). \(x\) is the displacement vector and \(\lambda\) is the load parameter. The analog of the vector \(W\) in (1) is called the load distribution vector and is considered fixed. Assuming there are no bifurcation points, the zero set of \(F(x, \lambda)\) is a smooth curve \(\gamma\) (the equilibrium curve) which does not intersect itself, and along which \(DF(x, \lambda) = [D_{x}F(x, \lambda), D_{\lambda}F(x, \lambda)]\) has rank \(n\). At a limit point (a turning point in mathematical jargon) \(D_{x}F(x, \lambda)\) is singular, but the entire Jacobian matrix \(DF(x, \lambda)\) still has rank \(n\). It is this
fact which is exploited by homotopy methods. The matrix $D_x F(x, \lambda)$ is symmetric (because it is
the Hessian matrix of some energy potential function) and sparse with a “skyline” structure, such as

$$
\begin{pmatrix}
  \bullet_1 & \bullet_3 \\
  \bullet_2 & \bullet_5 & \bullet_7 & \bullet_{11} & \bullet_{16} \\
  \bullet_4 & \bullet_6 & \bullet_8 & \bullet_{10} & \bullet_{15} & \bullet_{18} \\
  \bullet_3 & \bullet_6 & \bullet_9 & \bullet_{14} & \bullet_{19} & \bullet_{22} & \bullet_{25} \\
  \bullet_1 & \bullet_2 & \bullet_3 & \bullet_4 & \bullet_5 & \bullet_6 & \bullet_7 & \bullet_8 & \bullet_9 & \bullet_{10} & \bullet_{11} & \bullet_{12} & \bullet_{13} & \bullet_{14} & \bullet_{15} & \bullet_{16} & \bullet_{17} & \bullet_{18} & \bullet_{19} & \bullet_{20} & \bullet_{21} & \bullet_{22} & \bullet_{23} & \bullet_{24} & \bullet_{25} & \bullet_{26} & \bullet_{27} & \bullet_{28} & \bullet_{29} & \bullet_{30} & \bullet_{31} & \bullet_{32}
\end{pmatrix}
$$

Typically such matrices are stored in packed skyline format, in which the upper triangle is stored in a one-dimensional array indexed as shown above. The auxiliary array $(1, 2, 4, 6, 8, 12, 17, 19, 21, 24, 32)$ of diagonal indices is also required. By convention the auxiliary integer array has length $n + 1$ with the $(n + 1)$st element containing the length of the packed real array plus one.

The differences mentioned in Section 2 between the structure of homotopy Jacobian matrices, Hessian matrices, nonlinear system Jacobian matrices, and nonlinear least squares Jacobian matrices are even more pronounced for large sparse problems. For realistic structural mechanics problems, with tens of thousands of variables, maintaining the symmetry and sparsity of $D_x F(x, \lambda)$ is absolutely essential. For postbuckling analysis, $D_x F(x, \lambda)$ will be singular and indefinite, so the $(n + 1)$st column $D_x F(x, \lambda)$ must be used in an essential way. This section illustrates again how subtle yet important facets of computational linear algebra are fundamental to the resolution of nonlinear problems.

Let the smooth equilibrium curve $\gamma$ be parametrized by arc length $s$, so $x = x(s), \lambda = \lambda(s)$ on $\gamma$ and

$$
F(x(s), \lambda(s)) = 0
$$

identically as a function of $s$. Then observe that $(x(s), \lambda(s))$ is the trajectory of the initial value problem

$$
\begin{align}
(15a) & \quad \frac{d}{ds} F(x(s), \lambda(s)) = \left[D_x F(x(s), \lambda(s)), D_\lambda F(x(s), \lambda(s))\right] \begin{pmatrix} \frac{dx}{ds} \\ \frac{d\lambda}{ds} \end{pmatrix} = 0, \\
(15b) & \quad \left\| \left( \frac{dx}{ds}, \frac{d\lambda}{ds} \right) \right\|_2 = 1, \\
(15c) & \quad x(0) = x_0, \quad \lambda(0) = \lambda_0,
\end{align}
$$

where $x_0, \lambda_0$ is some initial point on $\gamma$. Since the Jacobian matrix has rank $n$ along $\gamma$, the derivative $(dx/ds, d\lambda/ds)$ is uniquely determined by (15a, b) and continuity, and the initial value
problem (15a, b, c) can be solved for \( z(s) \), \( \lambda(s) \). As before, the equilibrium curve \( \gamma \) can be tracked by an ODE-based, normal flow, or augmented Jacobian matrix algorithm. Note that in this context the interest is usually in \( \gamma \) itself, and not just a single point \( z(\hat{s}) \) corresponding to a specified value of \( \lambda(\hat{s}) \), although this latter situation does occur. If computing \( \gamma \) itself is the goal, then a Newton-iteration-based algorithm is more appropriate than an ODE-based algorithm, because the latter will drift away from \( \gamma \) (although computational experience on some very difficult problems suggests that this drift is negligible [77]).

Regardless of whether \( \gamma \) itself or \( z(\hat{s}) \) corresponding to \( \lambda(\hat{s}) = 1 \) is required, the problem is still to solve the initial value problem (15), which requires calculating the implicitly defined derivative (tangent vector) \( (dz/ds, d\lambda/ds) \). The difficulty now is that the first \( n \) columns of the Jacobian matrix \( DF(z, \lambda) \) are definitely special, and any attempt to treat all \( n+1 \) columns uniformly would be disastrous from the point of view of storage allocation. Any algorithm requires computing the kernel of the \( n \times (n+1) \) matrix \( DF(z, \lambda) \), which has rank \( n \). This can be elegantly and efficiently done for small dense matrices, but the large sparse Jacobian matrix of structural mechanics presents special difficulties. Numerous engineering approaches [9, 22, 27, 35, 40, 77, 82] exist, but they all either fail completely or destroy the matrix structure if they hit exactly at a limit point on \( \gamma \). The novel approach taken here is to solve \( DF y = 0 \) using a preconditioned conjugate gradient algorithm that takes full advantage of sparsity and symmetry, and is mathematically correct and numerically stable even exactly at limit points. This conjugate gradient algorithm will now be described.

Let \( (\hat{z}, \hat{\lambda}) \) be a point on the equilibrium curve \( \gamma \), and \( \hat{y} \) the unit tangent vector to \( \gamma \) at \( (\hat{z}, \hat{\lambda}) \) in the direction of increasing arc length \( s \). Let \( |\hat{y}_k| = \max_i |\hat{y}_i| \). Then the matrix

\[
A = \begin{bmatrix} DF(z, \lambda) \\ \epsilon_k \end{bmatrix}
\]

where \( \epsilon_k \) is a vector with \( 1 \) in the \( k \)th component and zeros elsewhere, is invertible at \((\hat{z}, \hat{\lambda})\) and in a neighborhood of \((\hat{z}, \hat{\lambda})\) by continuity. Thus the kernel of \( DF \) can be found by solving the linear system of equations

\[
Ay = \hat{y}_k \epsilon_{n+1} = b.
\]

Given any nonsymmetric, nonsingular matrix \( A \), the system of linear equations \( Ay = b \) can be solved by considering the linear system

\[
AA^t z = b.
\]

Since the coefficient matrix for this system is both symmetric and positive definite, the system can be solved by a conjugate gradient algorithm. Once a solution vector \( z \) is obtained, the vector \( y \) from the original system can be computed as \( y = A^t z \). An implementation of the conjugate gradient algorithm in which \( y \) is computed directly, without reference to \( z \), any approximations of \( z \), or \( AA^t \), was originally proposed by Hestenes [21], and is commonly known as Craig's method [15]. Each iterate \( y^i \) minimizes the Euclidean error norm \( \|y - y^i\| \) over the translated Krylov space

\[
y^0 + \text{span}\{r^0, AA^t r^0, (AA^t)^2 r^0, \ldots, (AA^t)^{i-1} r^0\},
\]

where \( r^0 = b - Ay^0 \). Below \( \langle u, v \rangle \) denotes the inner product \( u^t v \).

Craig's Method:
Choose $y^0$;
Compute $r^0 = b - Ay^0$;
Compute $p^0 = A^t r^0$;

For $i = 0$ step 1 until convergence do

BEGIN
\[ \alpha_i = \langle r^i, r^i \rangle / \langle p^i, p^i \rangle \]
\[ y^{i+1} = y^i + \alpha_i p^i \]
\[ r^{i+1} = r^i - \alpha_i A p^i \]
\[ \beta_i = \langle r^{i+1}, r^{i+1} \rangle / \langle r^i, r^i \rangle \]
\[ p^{i+1} = A^t r^{i+1} + \beta_i p^i \]

END

Let $Q$ be any nonsingular matrix. The solution to the system $Ay = b$ can be calculated by solving the system

\[(18) \quad By = (Q^{-1} A)y = Q^{-1} b = g.\]

The use of such a matrix is known as preconditioning. Since the goal of using preconditioning is to decrease the computational effort needed to solve the original system, $Q$ should be some approximation to $A$. Then $Q^{-1} A$ would be close to the identity matrix, and the iterative method described above would converge more rapidly when applied to (18) than when applied to (17). In the following algorithm $B$ and $g$ are never explicitly formed. The algorithm given above can be obtained by substituting the identity matrix for $Q$.

Craig's method using a preconditioner:

Choose $y^0, Q$;
Compute $r^0 = b - Ay^0$;
Compute $\tilde{r}^0 = Q^{-1} r^0$;
Compute $p^0 = A^t Q^{-1} \tilde{r}^0$;

For $i = 0$ step 1 until convergence do

BEGIN
\[ \alpha_i = \langle \tilde{r}^i, \tilde{r}^i \rangle / \langle p^i, p^i \rangle \]
\[ y^{i+1} = y^i + \alpha_i p^i \]
\[ \tilde{r}^{i+1} = \tilde{r}^i - \alpha_i Q^{-1} A p^i \]
\[ \beta_i = \langle \tilde{r}^{i+1}, \tilde{r}^{i+1} \rangle / \langle \tilde{r}^i, \tilde{r}^i \rangle \]
\[ p^{i+1} = A^t Q^{-1} \tilde{r}^{i+1} + \beta_i p^i \]
For this algorithm, a minimum of $5(n+1)$ storage locations is required (in addition to that for $A$). The vectors $y$, $\tau$, and $p$ all require their own locations; $Q^{-1}\tau$ can share with $Ap$; $Q^{-1}Ap$ can share with $A^tQ^{-1}\tau$. The computational cost per iteration of this algorithm is:

1) two preconditioning solves ($Q^{-1}v$ and $Q^{-1}u$);
2) two matrix-vector products ($Av$ and $A^tv$);
3) $5(n+1)$ multiplications (the inner products $\langle p,p \rangle$ and $\langle \tau,\tau \rangle$, $\alpha p$, $\beta p$, and $\alpha Q^{-1}Ap$).

The coefficient matrix $A$ in the linear system of equations (17), whose solution $y$ yields the kernel of $DF(\bar{z},\bar{\lambda})$, has a very special structure which can be exploited if (17) is attacked indirectly as follows. Note that the leading $n\times n$ submatrix of $A$ is $D_zF$, which is symmetric and sparse, but possibly indefinite. Write

\[
A = M + L
\]

where

\[
M = \begin{bmatrix}
D_zF(\bar{z},\bar{\lambda}) & c \\
c^t & d
\end{bmatrix},
\]

\[
L = u\epsilon_{n+1}, \quad u = \begin{pmatrix} D\lambda F(\bar{z},\bar{\lambda}) - c \\ 0 \end{pmatrix}.
\]

The choice of $\epsilon_n^t$ as the last row of $A$ to make $A$ invertible is somewhat arbitrary, and in fact any vector $(c^t, d)$ outside a set of measure zero (a hyperplane) could have been chosen. Thus for almost all vectors $c$ the first $n$ columns of $M$ are independent, and similarly almost all $(n+1)$-vectors are independent of the first $n$ columns of $M$. Therefore for almost all vectors $(c^t, d)$ both $A$ and $M$ are invertible. Assume that $(c^t, d)$ is so chosen.

Using the Sherman-Morrison formula ($L$ is rank one), the solution $y$ to the original system $Ay = b$ can be obtained from

\[
y = \left[ I - \frac{M^{-1}uc^t_{n+1}}{(M^{-1}u)c^t_{n+1} + 1} \right] M^{-1}b.
\]

which requires the solution of two linear systems with the sparse, symmetric, invertible matrix $M$. It is the systems $Mz = u$ and $Mz = b$ to which Craig's preconditioned conjugate gradient algorithm is actually applied.

The only remaining detail is the choice of the preconditioning matrix $Q$. $Q$ is taken as the modified Cholesky decomposition of $M$, as described by Gill and Murray [19]. If $M$ is positive definite and well conditioned, $Q = M$. Otherwise, $Q$ is a well conditioned positive definite approximation to $M$. The Gill-Murray factorization algorithm can exploit the symmetry and sparse skyline structure of $M$, and this entire scheme, Equations (17-20), is built around using the symmetry and sparse skyline structure of the Jacobian matrix $D_zF$.

The splitting in (19) is a key idea, since $M$ is nicer to deal with than $A$ both theoretically and algorithmically. In typical applications $M$ is a low rank modification of a symmetric positive definite matrix, so $M$ can be preconditioned very well making Craig's method and (20) efficient.
The sparse skyline structure of $M$ also facilitates storage management. Computational results verify that the approach of Equations (17–20) is superior to a preconditioned conjugate gradient algorithm applied directly to $A$, which has been done in the engineering literature.

4. **Future prospects.** One noteworthy difference between general curve tracking algorithms and homotopy curve tracking algorithms is the objective: the curve itself for general curve tracking and the solution at the end of the curve for homotopy algorithms. This means that the curve itself is not important, and sophisticated homotopy algorithms (as in HOMPACK, e.g.) actually change the curve that is being tracked as they proceed. This strategy has a rigorous theoretical justification, since changing the curve amounts to changing the parameter vector in the homotopy map, and for almost all parameter vectors the zero curve of the homotopy map is guaranteed to reach a solution. Furthermore, homotopy algorithms are inherently stable because all the zero curves are confluent at the solution—the ideal situation where “all roads lead to Rome”. However, following the zero curve $\gamma$ too loosely can be disastrous [69], so there is a delicate balance between efficiency and robustness. This balance needs further study, perhaps leading to fundamentally different algorithms.

Each of the three primary algorithms described here has several parameters that can be “fine tuned” for a given problem. Normally these parameters don’t matter, with a poor choice producing inefficiency but not failure. Work needs to be done on the significance and sensitivity of these parameters, and on how they can be adapted as the algorithm proceeds.

Currently, for both dense and sparse problems, the $n \times (n + 1)$ Jacobian matrix is evaluated, factored, and a kernel calculated at every step. There are many possibilities for savings here, and these need to be systematically explored and compared. The evidence to date is that the current scheme is the best, but no conclusive results exist.

The most challenging numerical linear algebra problem is how to handle large sparse Jacobian matrices elegantly. The (inelegant) scheme proposed here works reasonably well for structural mechanics problems, but sparse homotopy algorithms are just in their infancy. Much more research needs to be done on the iterative scheme used to calculate the kernels, the matrix splitting (Rheinboldt [38] uses a different splitting from that proposed here), and the preconditioning matrix. While the skyline sparsity structure (and nearly positive definite symmetric Jacobian matrices $D_x F(x, \lambda)$ ) considered here covers a wide class of problems, it by no means covers all common sparsity patterns or arbitrary sparsity patterns. A leading candidate for solution next is the nonsymmetric “bordered” pattern (common in chemical engineering):

$$
\begin{bmatrix}
A_1 & 0 & \ldots & 0 & C_1 & * \\
0 & A_2 & \ldots & 0 & C_2 & * \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & A_{k-1} & C_{k-1} & * \\
B_1 & B_2 & \ldots & B_{k-1} & A_k & * \\
\end{bmatrix}
$$
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