NUMERICAL INVESTIGATION OF CLOUD CAVITATION AND CAVITATION NOISE ON A HYDROFOIL SECTION
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ABSTRACT

Partial cavitating flow and cloud cavitation on a hydrofoil section are numerically investigated. A fully compressible, density based homogeneous equilibrium model is employed along with a RANS turbulence model and high-order numerical methods based on a sixth-order central compact scheme and localized artificial diffusivity scheme are used to resolve the cavitating flow and pressure waves generated by cloud cavitation. Predicted results compare well with the experimental measurements for steady/unsteady partial cavitating flows on a NACA66 hydrofoil at cavitation number, $\sigma=1.0-1.4$ and angle of attack 6 and 8 degree. Detailed experimental data from the work of Leroux et al. were provided by Prof. J.-A. Astolfi at Institut de Recherche de l’Ecole Navale, France. Numerical visualizations of cloud cavity evolution and surface pressure signals show relatively good agreement with the experimental data. The re-entrant jet flow and pressure wave generated by collapse of cloud cavity are closely investigated. The mechanism associated with two different unsteady dynamics of cloud cavitation observed in previous numerical/experimental study for angle of attack 6 and 8 degree are further explored using the present computational results. The pressure pulse generated by the collapse of bubble cloud and the flow-blockage effect caused by a large cavity cloud are found to be responsible for the shifting of cloud cavitation dynamics.

INTRODUCTION

Severe cavitation noise and erosion damage are caused by cloud cavitation. Formation and collapse of such clouds of cavitation bubbles generate strong pressure waves which are responsible for the noise and erosion. There are several experimental studies for cloud cavitation especially on hydrofoil sections [1–7]. In these experiments, it is observed that the partial sheet cavity is periodically broken-up and rolls up into bubble clouds. The re-entrant jet that flows under the cavity has been believed to be the origin of such cavity destabilization. Pressure wave phenomena is another important feature of cloud cavitation. Reisman et al. [4] investigated the collapse of well-defined and separate cavity clouds for a pitching hydrofoil. Several types of propagating structures (shock waves) which formed in a collapsing cloud were observed by correlating surface pressure measurement with high-speed motion images. Leroux et al. [5, 6] studied partial sheet /cloud cavitation on a stationary hydrofoil. Based on the analysis of surface pressure measurements, they indicated that the pressure wave generated by shedding of cloud cavitation effects the dynamics of cloud cavitation itself. Additionally, the shifting of cloud cavitation dynamics reported in several experiments [3, 6] is also very interesting. However, it is very difficult to measure the re-entrant jet flow inside the cavity and pressure wave phenomena in detail. In this respect, numerical simulation is considered an important tool for close investigation of the flow physics.

The objective of present study is the numerical investigation of cloud cavitation and cavitation noise (pressure wave gener-
ated by cloud cavitation) on a hydrofoil section. In particular, we want to evaluate the ability of simple Reynolds-averaged turbulence model based calculation methods in their unsteady mode in predicting macroscale cavitation phenomena. The density based homogeneous equilibrium model [8] and high-order numerical methods based on a central compact scheme are employed to resolve the cloud cavitation phenomena and the pressure waves generated by cloud cavitation. The governing equations are the compressible Navier-Stokes equations for the gas/vapor-liquid mixture. The two-phase flow physics is treated by a linearly-combined equation of state allowing the compressibility effects in liquid and gas phases. Since the governing equations are hyperbolic, the generation and propagation of the waves can be resolved. The high-order central compact scheme [9] which is widely used in computational aero-acoustics is very efficient and accurate for representing broadband flow variations. However, it cannot capture flow discontinuities because the scheme has no built-in numerical dissipation. In the present study, therefore, we used the localized artificial viscosity/diffusivity proposed by Cook & Cabot [10] and Fiorina & Lele [11], and recently revised and adopted to curvilinear coordinates by Kawai & Lele [12]. This approach limits artificial diffusion to only the unresolved scales and the resolved scales are not affected. For turbulence modeling, the one-equation, Spalart-Allmaras model [13] is applied and the eddy viscosity correction method for two-phase region proposed by Coutier-Delgosha et al. [14, 15] is used.

In the present study, we focused on the partial sheet/cloud cavitation on a NACA66 series hydrofoil (NACA66(mod.)-312 a=0.8) which has been extensively studied experimentally by Leroux et al. [5, 6] and Leroux [7]. This geometry has also been numerically studied by Leroux et al. [6] with a barotropic two-phase modeling and Zhou & Wang [16] with the full cavitation model. Zhou & Wang studied the foil at AOA(angle of attack)=6 deg. for stable/unstable partial-sheet cavitation. They focused on the effect of turbulence modeling and their numerical results were in good agreement with experimental measurement. Leroux et al. investigated the two different cloud cavitation dynamics modes exhibited at AOA = 6 and 8 degree numerically and experimentally [6]. Their numerical results also show two different types of dynamics and generally agree with the experiments. The present study covers all the cases studied by Leroux et al. and Zhou & Wang. It includes stable/unstable partial sheet/cloud cavitation and shifting of cloud cavitation dynamics. The scope of present study is, therefore, appropriate to show the feasibility of numerical simulation for its accuracy in predicting various cavitating flow dynamics. The numerical results are compared with experimental data of Leroux et al. (experimental data were provided by Prof. J.-A. Astolfi at Institut de Recherche de l’Ecole Navale, France.). The re-entrant jet flow and pressure wave generated by cloud cavity are investigated more closely than previous studies. Especially, the propagation of pressure wave and their effects on cloud cavitation dynamics are studied in detail in this paper.

FORMULATION AND MODELING

Governing Equations

In this study, we applied a density based homogeneous equilibrium model of Shin et al. [8]. Similar model is used in previous numerical studies [17–19]. In the homogenous medium, the mixture density $\rho$ can be expressed as a linear combination of densities in liquid-phase $\rho_l$ and gas-phase $\rho_g$:

$$\rho = (1-\alpha)\rho_l + \alpha\rho_g,$$  \hfill (1)

where $\alpha$ is the void fraction (gas volume fraction). The relation between the local void fraction $\alpha$ and quality (gas mass fraction) $Y$ is given by

$$\rho(1-Y) = (1-\alpha)\rho_l \quad \text{and} \quad \rho Y = \alpha\rho_g.$$  \hfill (2)

The gas mass fraction $Y$ is the sum of the mass fraction of non-condensable gas $Y_{ng}$ and vapor mass fraction $Y_v$. $Y_{ng}$ is the air contamination of liquid water and assumed as a constant. The equations of state for a pure liquid [20] and an ideal gas are written as follows:

$$p + p_c = \rho K(T + T_c) \quad \text{for} \quad Y = 0 \quad \text{(pure liquid)}$$  \hfill (3)

$$p = \rho RT \quad \text{for} \quad Y = 1 \quad \text{(pure gas)}$$  \hfill (4)

where $p$ and $T$ are the static pressure and temperature, $p_c$, $T_c$, $K$ are the pressure, temperature and liquid constant for the liquid state, and $R$ is the gas constant. Using these two equations and the local equilibrium assumption, the equation of state, Eq. (1) for a locally homogenous gas-liquid two-phase medium can be written as

$$\rho = \frac{p(1-Y) + \bar{R}Y(p + p_c)T}{K(1-Y)p(T + T_c) + \bar{R}Y(p + p_c)T}$$  \hfill (5)

where $\bar{R} = (Y_{ng}R_{ng} + Y_vR_v)/Y$ is the averaged gas constant and $R_{ng}$=287.058 J/(kg K) and $R_v$=461.5 J/(kg K) are gas constants for air and vapor respectively. The speed of sound for the isothermal condition, $a$ is derived as

$$a^2 = \frac{Y[\bar{R}(p + p_c) - Kp] + pK\bar{R}Y}{Y[\bar{R}(p + p_c)^2 - Kp] - pK\bar{R}Y(1-Y)p_Tc + Kp^2} \times \frac{p(p + p_c)}{\rho}$$  \hfill (6)
The constants $p_c$, $K$ and $T_c$ for water in Eq. (5) were estimated as 1944.61 MPa, 472.27 J/(kg K) and 3837 K, respectively. The speed of sound estimated by Eq. (6) agrees well with Karplus’ [8,21] experimental data at atmospheric pressure.

Based on the above model, under the isothermal condition, the governing equations for the mixture mass, momentum, and gas-phase mass conservation can be written as

$$
\begin{align*}
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) - \nabla \cdot \mathbf{J}_p &= 0 \\
\frac{\partial \rho \mathbf{u}}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u} + \mathbf{p}) - \nabla \cdot \tau &= 0 \\
\frac{\partial \rho Y}{\partial t} + \nabla \cdot (\rho \mathbf{u} Y) - \nabla \cdot \mathbf{J}_Y &= S_c - S_e
\end{align*}
$$

(7)

The source terms $S_c$ and $S_e$ in mass fraction equation are the inter-phase mass transfer rates accounting for the local evaporation and condensation. We used the model of Saito et al. [18], which is based on the theory of evaporation/condensation on a plane surface [22].

$$
S_c = C\alpha^2(1 - \alpha)(1 - Y)\frac{\rho}{\rho_g} \max(p - p_c, 0) \frac{\max(p - p_c, 0)}{\sqrt{2\pi R_c T}}
$$

$$
S_e = C\alpha(1 - \alpha)^2\frac{\rho}{\rho_g} \max(Y, 0) \frac{\max(p - p_c, 0)}{\sqrt{2\pi R_c T}}
$$

(8)

where $p_c$ is a vapor pressure and $C$ is an empirical model constant and has the dimension of $[m^{-1}]$. Saito et al. [18] suggested the value of $C = 0.1$ based on the test of cavitation flow over a hemispherical/cylindrical object. It has been also shown that the cavitation flow result is not very sensitive to the value of this constant. In this study, therefore $C = 0.1$ is used for all computations. The viscous stress tensor $\tau$ and the diffusive fluxes $\mathbf{J}_p$ and $\mathbf{J}_Y$ are expressed by

$$
\tau = (\mu + \mu_t)(2\dot{S}) + \left( \beta^* - \frac{2}{3}(\mu + \mu_t)(\nabla \cdot \dot{u}) \right) \dot{S}
$$

$$
\mathbf{J}_p = D_p \nabla \rho, \quad \mathbf{J}_Y = \rho (D_Y + D_Y^e) \nabla Y
$$

(9)

where $\dot{S}$ is a strain rate tensor, $\mu, \mu_t$, and $D_Y$ are physical viscosity, eddy viscosity, and mass diffusivity respectively. Variables with asterisk(*) are artificial viscosity and diffusivities that ensure numerical stability for under resolved flows. They act locally and dynamically. Artificial fluid properties take on significant values only in the region where the steep gradient of flow variables exists. For two phase flow, the physical viscosity $\mu$ is estimated [23] by

$$
\mu = (1 - \alpha)(1 + 2.5\alpha)\mu_l + \alpha\mu_g
$$

(10)

where $\mu_l$ and $\mu_g$ are viscosities for liquid and gas phase respectively.

### Turbulence Model

Computational modeling of cavitating turbulent flows still remains as an open issue. The detailed mechanisms of the interaction between turbulent flows and cavitation have not yet been clearly revealed especially for the phenomena occurring at small scales. In this study, therefore, we employed simple Reynolds-averaged turbulence model to resolve only the macro-scale unsteady cavitation phenomena. The Spalart-Allmaras model (one-equation, eddy viscosity transport model) is applied as a baseline turbulence model. Neglecting transition terms, the eddy viscosity transport equation is written as

$$
\frac{\partial}{\partial t} (\rho \bar{v}) + \nabla \cdot (\rho \bar{u} \bar{v}) = \rho C_{b1} \bar{S} \bar{v}
$$

$$
+ \frac{1}{\sigma_v} \left\{ \nabla \cdot [\tau (\mu + \rho \bar{v})] + \mu \nabla v^2 - \rho C_{b2} \nabla \bar{v}^2 \right\} - \rho C_{w1} f_w \left( \frac{\bar{v}}{a} \right)^2
$$

(11)

and $\bar{v}_r = \bar{v}_r^1$. Coefficients and damping functions are given in Ref. [13].

In previous studies, it has been reported that the unsteady cloud cavitation phenomena were not captured properly with the standard turbulence models based on incompressible flow analysis. Coutier-Delgosha et al. [15] and Zhou & Wang [16] observed that an excessive generation of eddy viscosity inside the cavity prevented the development of re-entrant jet flow which plays the major role on the instability of partial sheet cavity. The standard Spalart-Allmaras model used in the present study also showed this problem. As a remedy to such a problem, Coutier-Delgosha et al. [14] proposed an eddy viscosity correction for high void fraction region:

$$
\mu_t = [\rho_e + (\rho_f - \rho_e)(1 - \alpha^n)] \nu_r
$$

(12)

where $n >> 1$ is the modeling constant. This correction significantly decreases the eddy viscosity value inside the cavity(high void fraction region). They applied this correction method to the computation with RNG k-ε model and obtained good agreement with the experiment for cloud cavitation shedding in a venturi-type duct. Coutier-Delgosha et al. argued that this simple eddy viscosity correction is virtually equivalent to the compressibility correction for turbulence models and showed that the compressibility correction also results the decrease of eddy viscosity value for high void fraction region [15]. Leroux et al. [6] and Zhou & Wang [16] used the same correction method and RNG k-ε turbulence model for the computation of cloud cavitation on a NACA66 hydrofoil section, and also obtained satisfactory results. In this study, we applied this correction method...
with the Spalart-Allmaras model, and \( n = 3 \) suggested by Zhou & Wang [16] for the same geometry (NACA66).

**Numerical Method**

All the governing equations are transformed into a generalized curvilinear coordinates and spatially discretized in computational domain with a sixth-order central compact scheme [9]. Time integration is performed with a four-stage Runge-Kutta method and the eighth-order spatial filtering proposed by Gaitonde et al. [24] is applied after each final Runge-Kutta step. For out-going acoustic waves, Freund’s buffer-zone type absorbing boundary condition [25] is applied at open boundaries.

The artificial viscosity and diffusivity in Eq. (9) are written for the curvilinear coordinates according to Kawai and Lele [12].

\[
\beta' = C_\beta \rho \left[ \Delta_{\xi}^5(\xi_s^2 + \xi_s^2) \frac{\partial^4 S}{\partial \xi^4} + \Delta_{\eta}^5(\eta_s^2 + \eta_s^2) \frac{\partial^4 S}{\partial \eta^4} \right] 
\]

(13)

\[
D'_p = C_p \frac{a_0}{\rho} \left[ \Delta_{\xi}^5(\xi_s^2 + \xi_s^2) \frac{\partial^4 p}{\partial \xi^4} + \Delta_{\eta}^5(\eta_s^2 + \eta_s^2) \frac{\partial^4 p}{\partial \eta^4} \right] 
\]

(14)

\[
D'_y = C_f \frac{a_0}{\rho_0} \left[ \Delta_{\xi}^5(\xi_s^2 + \xi_s^2) \frac{\partial^4 y}{\partial \xi^4} + \Delta_{\eta}^5(\eta_s^2 + \eta_s^2) \frac{\partial^4 y}{\partial \eta^4} \right] 
\]

(15)

\[
\Delta_Y = \frac{\Delta_{\xi}^5(\xi_s^2 + \xi_s^2) \frac{\partial^4 y}{\partial \xi^4} + \Delta_{\eta}^5(\eta_s^2 + \eta_s^2) \frac{\partial^4 y}{\partial \eta^4}}{\sqrt{\left( \frac{\partial^4 y}{\partial \xi^4} \right)^2 + \left( \frac{\partial^4 y}{\partial \eta^4} \right)^2 + \varepsilon}} 
\]

(16)

where \( \Delta \) is the magnitude of strain rate tensor \( \xi \), \( a_0 \) is ambient speed of sound, and \( H \) is the Heaviside function. The fourth derivatives in above equations are evaluated with the fourth-order central compact scheme [9]. The overbar denotes Gaussian filtering and the approximate truncated-Gaussian filter of Cook and Cabot [10] is applied. \( \Delta_\xi \) and \( \Delta_\eta \) are the grid spacing in the physical space along the grid line, and \( \Delta_Y \) is defined by

where \( \varepsilon \) is a small number to prevent division by zero. The user-specified constants are set to \( C_\beta = 1 \), \( C_f = 0.01 \), \( C_f = 100 \) (values suggested by Kawai and Lele [12]), and \( C_p = 0.1 \).

**Geometry**

The geometry of a NACA66 series hydrofoil section (NACA66(mod.)-312 a=0.8, profile given in Ref. [3]) is considered. This geometry has been extensively studied experimentally by Leroux et al. for a partial sheet/cloud cavitation. In the present numerical study, we tried to reproduce their water tunnel experiment. In the experiment, the hydrofoil chord length was

\[ c = 0.150 \text{ [m]} \], and the foil was fixed within 1 [m] long and 0.192 [m] wide square cross test section. The flow Reynolds number based on a chord length was about \( Re_c = \rho_0 u_0 c / \mu = 8 \times 10^5 \). The angle of attack 6–8 degree was tested. The computational domain respects the experimental test section, but it is simplified to a two-dimensional problem. A C-type 801 \times 81 grid points are used and the suction surface of hydrofoil is covered with 250 grid points. The \( y^+ \) values of wall adjacent cell’s centroid are within 1–2. The present grid resolution is determined based on grid-convergence studies for a non-cavitating flow. A slip-wall boundary condition is used for upper and lower walls. Pressure and velocity are fixed at the inlet and absorbing boundary condi-
RESULTS AND DISCUSSION

At first, the simulation for a non-cavitating condition is performed to verify the turbulent flow model and geometry modelings (hydrofoil and test section). The pressure coefficient ($C_p = (p - p_0)/\frac{1}{2}p_0u_0^2$) distributions for AOA(angle of attack)=6 deg. are shown in Fig. 1 with the experimental measurement (all the experimental data presented in this paper are from Leroux et al. [5, 6] and Leroux [7]). The present result agrees nicely with the experimental data. The flow on the pressure surface is expected to be non-cavitating and most of unsteady, cavitating flow phenomena occur on the suction surface. This is why the pressure data was measured at only one point on the pressure surface.

Stable Partial Sheet Cavitations

In the experiment of Leroux et al., stable development of partial sheet cavity is observed for cavitation number $\sigma = (p_0 - p_\infty)/\frac{1}{2}p_0u_0^2 > 1.25$ (or developed cavity length $l/c < 0.5$) at AOA=6 deg. and $Re_c = 8 \times 10^5$. Computations of these cases are carried out by varying $\sigma$. Computed cavity shapes are shown in Fig. 2. For these conditions, quasi-steady state, stable cavitation is obtained from numerical simulations. Fig. 3 shows calculated pressure coefficient distributions and good agreement with the measurements can be noted. Although the main cavity remains stable, small vapor shedding at the cavity closure region was observed in the experiment. Such small scale structures are, however, not expected to be resolved with the present RANS-based turbulent flow model. The predicted lift and drag coefficients and cavity length (measured from the cavity shape outline defined by contour at $\alpha = 0.1$) are shown in Fig. 4 for stable cavity cases. These values compare well with the measured data.

Unstable Cavity and Cloud Cavitation

For $\sigma < 1.25$ (or $l/c > 0.5$) the partial sheet cavity is found to be unstable. The sheet cavity brakes and rolls up, and is then shed off and finally collapses. This process is quasi-periodic and its frequency is determined as about 3.5 [Hz] in the experiment. This type of cloud cavitation is also exhibited in the numerical simulation at $\sigma = 1.2$. Figure 5 shows the time evolution of cloud cavitation computed with the present model: The sheet cavity is developed up to $x/c=0.7$ (a-c). During this stage, the re-entrant flow develops, and it breaks the sheet cavity (d). This re-entrant flow is clearly visible in the numerical simulation (it will be discussed further in a later section). The rear part of cavity then rolls up into a large cloud while the front part disappears (e).
This cloud is shed off and finally collapses. The entire foil is cavitation-free for a while (f-g), and new sheet cavity starts to develop again (h). The predicted frequency of cavity fluctuation, 3.7 [Hz] is in acceptable agreement with the measured value. The numerical visualization looks quite similar to photographs from the experiment [5]. Surface pressure signals at x/c = 0.3, 0.5, and 0.7 on the suction surface are plotted in Fig. 6 along with the measurements. Pressure fluctuation on the suction surface is dominated by the growth and destabilization of the cavity. Overall, the pressure signal follows the measurement well, but some differences are noticeable. In the present simulation, the disappearance of the front part of broken sheet cavity occurs a little bit earlier than the experiment, and the cavitation-free duration is also a bit longer. Due to this, the predicted pressure signal at x/c = 0.3 is quite different from the experiment. One possible reason of this disagreement is that cavitation inception near the foil leading edge is initiated by stream-wise vortex cores which is not resolved in present 2D simulation. Finger-like shape of leading edge cavitation caused by stream-wise vortex is clearly visible in experimental photographs [6, 7]. In the numerical simulation, leading edge cavitation disappears more easily due to the absence of such three-dimensional flow features. Also, the small vapor shedding which is observed just before the main cloud shedding in the experiment is not captured in the present simulation.

It is also interesting to investigate pressure fluctuation on the pressure side. The pressure fluctuation at x/c = 0.5 (on the pressure side) is shown in Fig. 7. Comparing to the measurement, however, it is found that the present computation over-predicts the magnitude of fluctuations. This could be due to the over-correlated cloud structure caused by two-dimensional flow assumption. Note that pressure fluctuations are plotted using different scales for a qualitative comparison only. Both traces of pressures decrease just before the cavity destabilization (marked by (3) around 0.42 [sec]). A rarefaction wave generated by the low pressure core of cloud cavity near the trailing edge could be the source of this pressure decrease, as suggested by Song and Qin [26]. They also suspected that it causes the shifting of stagnation point at the nose of a hydrofoil. Leroux et al. [5] argued that the shifting of stagnation point is equivalent to a variation of angle of attack and related the pressure signal on the pressure side to the equivalent change of angle of attack. In order to investigate such a phenomena, overall pressure fields around a hydrofoil are examined in Fig. 8. The low pressure core near the trailing edge corresponds to the cloud cavity. As this low pres-
sure core passes over the trailing edge, the pressure under the foil decreases while the upper surface pressure increases. As a result, the stagnation point moves in the direction of decreasing equivalent angle of attack. This is consistent with the analysis of Leroux et al. As discussed by them, a decrease in the equivalent angle of attack is responsible for the destabilization of cavity and also the collapse of the residual cavity (front part of broken sheet cavity). In Fig. 8 (c), one can see a sudden strong pressure increase on the suction surface caused by the destabilization and collapse of the residual cavity. This corresponds to the pressure peak in time signal shown in Fig. 6 (marked by (1)) that appears both in numerical and experimental pressure traces. This is a large-scale pressure fluctuation and it propagates both up- and downstream in the tunnel. The decrease of equivalent angle of attack prevents the development of new sheet cavity and makes the entire foil cavitation free for a while. After the shedding of cloud cavity is completed, the stagnation point returns to its original position and new sheet cavity starts to develop.

Another interesting pressure wave can be found in the signal on the pressure surface and is marked by (4). Instead of this sudden pressure increase observed in experimental signals a train of sharp peaks are observed in the numerical results. By investigating computational result more closely, it is found that a strong pressure wave generated by the partial collapse of shed cloud cavity is responsible for these peaks. In the numerical re-
results, the cloud cavity is shed from the foil and partially collapses in the near wake just after the shedding and generates a strong pressure wave. After the partial collapse, cloud forms a well-correlated circular shape and is convected further downstream. The strong pressure wave generated by the partial collapsing is visualized in Fig. 9. The collapse occurs at the position a bit upper the foil suction surface. As one can see in the first frame of Fig. 9, the pressure wave hits the upper wall and is reflected. The wave is reflected again by the foil (it generates peaks on the suction surface pressure signal; marked by (2)) and also deflected at the leading and trailing edge. The wave is successively reflected by upper and lower walls and also foil surface. These reflected waves are responsible for the train of peaks observed in both suction(2') and pressure surface(4) pressure signal. The present two-dimensional wave and geometry may cause these coherent wave reflections, which are not observed in the measurement. Nevertheless, the pressure wave generated by the collapse of cloud can explain the pressure wave phenomena observed in surface pressure signals. Note also many secondary waves apparent in Fig. 9. Some of these may be artifacts of insufficient grid resolution.

**Transition of Cloud Cavitation Dynamics**

Leroux et al. observed two distinct types of cavity self-oscillation dynamics at the angle of incidence, AOA=6 and 8 deg in the experiment [6, 7]. For AOA=6 deg, the frequency of cavity oscillation is almost constant of about 3.5 [Hz]. They called this low-frequency cavity oscillation ‘dynamics 1’. The frequency increases suddenly at a transition angle of about 7.5 deg. At AOA=8 deg and $\sigma=1.27$, a much larger oscillation fre-
frequency of 18 [Hz] is observed for which Strouhal number based on a cavity length is about $St_l=0.3$. This high-frequency behavior was called ‘dynamics 2’. They related this frequency shifting to a parameter $\sigma/(\alpha_{\infty}/\alpha_0)$ ($\alpha$ is angle of attack) and obtained results consistent with the analysis of Arndt et al. [3]. In the present numerical simulations, these distinct cavity oscillation frequencies are captured, which allows further exploration of their dynamics.

The numerical simulation at AOA=6 deg and $\sigma=1.05$ yields ‘dynamics 1’. In the experiment, the cavity oscillation frequency is almost constant (about 3.5 [Hz]) at AOA=6 deg and $\sigma=0.99-1.25$. The frequency predicted with numerical simulation increases very slightly, 3.7-3.8 [Hz] for $\sigma=1.05-1.20$. For a cavitation number lower than 1.05, however, the frequency increases significantly, i.e. ‘dynamics 2’ is obtained. The numerical visualization of cloud cavitation is presented in Fig.10 along with the experimental photographs. Overall, the process of sheet cavitation destabilization and cloud shedding is not much different from the case discussed earlier for $\sigma=1.2$. Visualization with smaller time interval shows the following stages: development of sheet cavity (a-e), cavity destabilization (f-g), formation of cloud and collapse of residual cavity (h), detachment and shedding of main cloud (i-j), cavitation free flow (k), development of new sheet cavity (l). Some discrepancies between numerical and experimental result are the following. Shedding of secondary cloud (small vapor structure) identified in the experiment during (e-h) is not resolved probably due to turbulence model. The residual cavity disappears bit earlier and slight growth of residual cavity (up to $x/c=0.3$) after shedding of main cloud (during j-k) is not observed in the present computation. As discussed above for $\sigma = 1.2$ case, the absence of stream-wise vortical structure
near the leading edge due to the two-dimensional flow assumption could be the reason for this. In experimental photographs (j-l), one can see that the residual cavity near the leading edge has finger-like shape rather than sheet (see also top view images in Ref. [6]).

Surface pressure signals at x/c=0.3, 0.5, and 0.7 for suction side are plotted in Fig.11 for both numerical and experimental results. The numerical result agrees well with the experiment in amplitude and period. The disagreement at x/c=0.3 is mainly due to the aforementioned different behavior of residual cavity near the leading edge. The peak shown in the experimental signal at x/c=0.7 is caused by secondary cloud shedding. Similar to the σ = 1.2 case, the rarefaction wave by the low pressure core of main cloud and the shifting of stagnation point (decrease of equivalent angle of attack) are still observed at σ = 1.05. The pressure wave generated by partial collapse of cloud is also exhibited and this generates a train of sharp peaks in the surface pressure signals.

Cloud cavitation in ‘dynamics 2’ regime is studied for AOA=8 deg and σ = 1.27, and the results are compared with the experiment. Fig.12 presents visualizations of ‘dynamics 2’ cloud cavitation. The cycle can be depicted as follows: sheet cavity develops up to the maximum length (about 60% of the chord) (frame (a)); re-entrant jet flows up-stream (b) and cuts the sheet cavity at about 10% of chord (c); the sheet cavity rolls-up into cloud (d-e); the cloud convects and collapses while the residual cavity grows again (f-h). Strong vapor structures (reds) found at the span-ends in experimental pictures are result of sidewall effects. The overall unsteady process is well reproduced by the numerical simulation as shown in Fig.12. The cavity self-oscillation frequency is determined as about 17.3 [Hz], which is in good agreement of measured value 18 [Hz]. Surface pressure signals are shown in Fig.13 with phase averaged experimental data for this high-frequency phenomena. The numerical results are in acceptable agreement with the experimental ones. In dynamics 2, the shifting of stagnation point is not exhibited, but the pressure wave generated by the collapse of cloud is observed and it sets up small peaks on the surface pressure signal (see Fig.13(b)).

The origin of flow instability for the cavity break down and resulting cloud cavitation is associated with the re-entrant jet that flows under the cavity from its rear part to its upstream end. This is found in the present computation also. The development of re-entrant jet flow for dynamics 2 is examined in Fig.14. One can clearly see the re-entrant flow plotted with blue vectors and vortex sheet beneath cavity interface. The magnitude of developed re-entrant flow increases up to 70% of free-stream velocity at x/c=0.1 just before the sheet cavity break (t=0.0587, see Fig.16(b)). It sets up a strong shear layer exhibited in the figure. Eventually, an instability arises in the shear layer at the upstream position and it breaks the vortex sheet and also the sheet cavity. Avellan et al. [27] and Kjeldsen [28] analyzed Kelvin-Helmoltz instability of the shear layer around the cavity interface. In the up-stream region, the shear layer meets the cavity interface across which the fluid density changes rapidly. The strong enough shear layer formed by counter-flow with different density is subjected to ‘absolute’ shear layer instability investigated by several researchers [29, 30]. According to Jendoubi & Strykowski [30], the criteria of absolute instability for free shear layer is velocity ratio, $R = (u_1 - u_2)/(u_1 + u_2) > 1.315$ at density ratio, $S = \rho_2 / \rho_1 = 1$ (subscripts 1 and 2 denote values at the upper and lower of the shear layer respectively), and $R > 1.0$ at $S=0.1$. The velocity ratio, $R$ and density ratio, $S$ of the present shear layer formed by re-entrant flow shown in Fig.14 are computed at two different upstream positions, x/c=0.1 & 0.3, and presented in Fig.15. The solid line is the criteria of absolute instability given by Jendoubi & Strykowski. Since the present shear layer is near the viscous no-slip wall, critical values might be slightly different from the result of free shear layer. But most of $R$, $S$ values are located near the critical line in the shear cavity developing stage. At $t=0.0587$, the velocity ratio at x/c=0.1 rapidly increases to $R=3$ with the development of re-entrant jet flow, and this is strong enough velocity ratio to cause the absolute instability of shear layer. The development of this instability at upstream position breaks the shear layer and thus sheet cavity (Fig.14(e)). More detailed numerical studies for this problem would be much more interesting, since the present numerical simulation is performed in 2D with RANS-based turbulence model. Similar re-entrant jet flow is also observed for dynamics 1 and the cavity destabiliza-

![Figure 11. Surface pressure signals for ‘dynamics 1’ at (a) x/c = 0.3, (b) 0.5, and (c) 0.7; red: present computation, black: experimental measurement. Experimental data from Ref. [6] provided by Prof. J.-A. Astolfi.](image-url)
Figure 12. Visualization of cloud cavitation for dynamics 2, AOA=8 deg, \( \sigma = 1.27 \). Time interval between images: 1/144 [sec]. Top view images (upper) for experiment, side view (lower) for the present simulation, instantaneous void fraction. Experimental data from Ref. [6] provided by Prof. J.-A. Astolfi.

Figure 12. Visualization of cloud cavitation for dynamics 2, AOA=8 deg, \( \sigma = 1.27 \). Time interval between images: 1/144 [sec]. Top view images (upper) for experiment, side view (lower) for the present simulation, instantaneous void fraction. Experimental data from Ref. [6] provided by Prof. J.-A. Astolfi.

The formation of dynamics 1 is triggered by the re-entrant jet flow. The re-entrant jet strength (maximum velocity magnitude of reverse flow under the cavity) is shown in Fig. 16 as a function of distance from the leading edge with time increment from both dynamics 1 and 2. It can be seen that the re-entrant jet strength gets stronger as the sheet cavity is developing. For a comparison, measured values of Pham et al. [2] (but for a different hydrofoil) are also shown in Fig. 16. The present values are consistent with the result of Pham et al. The velocity of the re-entrant jet is of the same order of magnitude as the free stream velocity and increases with the distance from the leading edge [2].

**Discussion on the Shifting of Dynamics**

The main difference between dynamics 1 and 2 is the frequency of unsteady cloud cavitation. Although the formation of cloud cavity is triggered by the re-entrant jet in both cases, the frequency of dynamics 1 (3.5 [Hz]) is much lower than one of dynamics 2 (18 [Hz]). As one can see in experimental/numerical visualization, for dynamics 2, new sheet cavity starts to develop just after the roll-up of cloud. So one can see both cloud and partial-sheet cavity at the same time on several frames. For dynamics 1, however, the new sheet cavity does not grow well after the roll-up of cloud. The development of new sheet cavity is suppressed until the cloud is completely shed off from the foil. This suppression of new sheet cavity development increases the entire unsteady period. Therefore, it is important to investigate the mechanism which causes the suppression of sheet cavity growth for dynamics 1.

Leroux et al. [6] argued, based on the investigation of their numerical results, that the strong pressure wave generated by the collapse of cloud is responsible for such phenomena. They ob-
served very strong pressure wave (its peak value was $C_{p,max}=28$, about 400 [kPa]) caused by the cloud collapse at down stream of the trailing edge ($x/c=2.8$) for dynamics 1. This pressure wave propagated upstream (its magnitude reduced to $C_{p,max}=3.2$ at the trailing-edge) and interacted with the sheet cavity. For dynamics 2, they found that the peak value of similar pressure wave was just $C_{p,max}=8$ (and reduced to 0.8 at the trailing-edge), which was much smaller than dynamics 1. So, they concluded that this different intensity of pressure wave caused the different dynamics.

As shown in above section, the pressure wave caused by the cloud collapse is also observed in the present computation. The pressure wave at the time when it passes the foil is shown in Fig.17 for both dynamics 1 and 2. The pressure wave of dynamics 1 is clearly much stronger than dynamics 2. The strength of pressure wave shown in Fig.17(a) is about 5000 [Pa] and strong enough to suppress cavity development. It is observed that the sheet cavity starts to develop only after this wave propagates out. On the other hand, the pressure wave strength is just about 500-1000 [Pa] for dynamics 2. As one can see in Fig.17(b), the pressure wave is hitting the sheet cavity, but the cavity is not much affected. The different strength of pressure wave might be caused by the size of collapsing cloud. The size of cloud cavity for dynamics 1 is bit larger than dynamics 2 and its collapse generates more strong pressure wave. Consistent with Leroux et al., the stronger pressure wave caused by cloud collapsing for dynamics 1 could be the reason of the suppression of sheet cavity development. However, this pressure wave phenomena has not been confirmed by experiments.

The pressure wave discussed above can be considered as the mechanism that delays the development of new sheet cavity after the shedding of cloud. In Fig.10, however, the sheet cavity disappears and is suppressed just after the forming of cloud. Additional possible reason for the suppression of sheet cavity development might be related to the shifting of stagnation point observed for AOA=6 deg. only. As mentioned in earlier section, when the cloud reaches at the trailing edge, the stagnation point moves in the direction of decreasing equivalent angle of attack, and it returns to its orginal position after the cloud is shed off. The rarefaction wave caused by low pressure core of cloud was considered as the reason of this shifting of stagnation point. The decrease of equivalent angle of attack also means the increase of pressure on the suction side. In fact, it has been observed in the numerical result that the pressure on the suction surface near the leading edge increased up to 13-15 [kPa] after the forming of cloud (but before its shedding and collapse). This pressure increase can explain the shifting of stagnation point and the suppression of sheet cavity development, but the source of the pressure increase should be addressed. Investigating numerical results closely, we suspect that a blockage effect due to the large cavity cloud and subsequent velocity field change are also responsible for such pressure increase. As mentioned by Song & Qin [26], cloud is a large eddy containing small cavitation bubbles. For dynamics 1, the size of cloud is about 0.4c. Considering relatively small tunnel size ($h/c=1.28$, where $h$ is the tunnel height), this large vortical structure can cause a flow-blockage effect. The instantaneous velocity fields at the time when sheet cavity is developing and it rolled-up into cloud are shown in Fig.18(a) for dynamics 1. One can see clear large vortical structure rotating clock-wise around the cloud. This vortical structure has severe negative velocity near the foil surface. When sheet cavity is developing, the stream wise velocity near the leading edge suction surface is about 1.5$u_0$, but it decrease to about 1.1$u_0$ due to the vortical structure of cloud. This drop of dynamic pressure increases static pressure significantly, which causes the shifting of stagnation point and suppresses the sheet cavity development. The velocity fields for dynamics 2 are also shown in Fig.18(b). Similar vortical structure around the cloud is observed, but its size and negative velocity region are smaller than dynamics 1. Therefore, it does not make much flow-blockage effect.

**CONCLUSIONS**

Partial cavitating flow and resulting cloud cavitation on a NACA66 hydrofoil are numerically investigated with a density based homogeneous equilibrium model and high-order numerical methods based on a sixth-order central compact scheme and the localized artificial diffusivity scheme. Applying Spalart-Allmaras turbulence model and eddy viscosity correction method
Figure 14. Development of re-entrant jet flow and break of sheet cavity, (a) t=0.0379, (b) 0.0448, (c) 0.0517, (d) 0.0587, and (e) 0.0656. Colors are vorticity contours. Every fourth vectors are plotted. Black line represents cavity shape defined by a contour at \( \alpha = 0.1 \).

Figure 15. Velocity and density ratio of shear layer formed by re-entrant flow. \( R = (u_1 - u_2)/(u_1 + u_2), \rho\text{/}\rho_1 \), (subscripts 1 and 2 denote values at the upper and lower of the shear layer respectively). Square symbols: \( x/c=0.1 \), circles: \( x/c=0.3 \). solid line: criteria of absolute instability for free shear layer [30].

Figure 16. Instantaneous re-entrant jet velocity magnitude as a function of distance from the leading edge with time increment; (a) dynamics 1 (AOA=6 deg. \( \sigma = 1.05 \)) and (b) dynamics 2 (AOA=8deg. \( \sigma = 1.27 \)). Filled symbols are time-averaged measurements of Pham et al. for different hydrofoil [2].
some insight of detailed flow features and wave phenomena. A 3D computation with turbulent eddy resolution (LES/DNS) can allow the investigation of detailed flow features and understanding of related physics involving the coupling between turbulence and cavitation phenomena possible.
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Figure 17. Pressure wave propagating to upstream. Non-dimensionalized pressure fluctuation, \( \frac{(p - \bar{p})}{\rho u_0^2} \) contours. Black line represents cavity shape; (a) Dynamics 1, AOA=6 deg. \( \sigma=1.05 \), During frame (j)-(k) of Fig.10. (b) Dynamics 2, AOA=8 deg. \( \sigma=1.27 \), During frame (h)-(a) of Fig.12.

Figure 18. Streamwise velocity \( \frac{u}{u_0} \) contours. Black line represents cavity shape, (a) Dynamics 1, AOA=6 deg. \( \sigma=1.05 \), (b) Dynamics 2, AOA=8 deg. \( \sigma=1.27 \), Left: When sheet cavity is developing, Right: When it rolled-up into cloud.
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