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Chapter 1

Introduction

1.1: Dynamics

1.1.1 Timescales and motions

Nearly all reaction chemistry occurs in solution.1-6  Particulate interaction simply 

occurs much more readily and frequently in condensed phases as compared to the gas 

phase, and liquids in particular provide sufficient freedom of motion allowing diffusion 

and collision as compared to the rigidity of solids.6  The solution itself also plays a 

stabilizing role for intermediates necessary for reactions to occur.7  This makes the 

solution phase ideal for both the initial approach and eventual collision resulting in a 

chemical reaction.5  Thus understanding solvation dynamics across a range of timescales 

is vital in understanding and controlling reactions and reactivity.8  These microscopic 

interactions govern the energetics and the timescales of solution chemistry, and must be 

probed from both the solute and solvent perspective.9

The processes that underlie chemical and reaction dynamics include motional and 

energetic fluctuations of both the solvent and solute as the two components adjust to 

being in solution.10,11  Equilibrium flucutations1 lead to processes ranging from simple 

energy level fluctuations in both the solute and solvent on a sub-picosecond timescale, to 

more complicated equilibrium spectral diffusion and isomerization on a few picosecond 

timescale, to very complex non-equilibrium reactions propagation along a diverging 

energy coordinate on a hundreds of picoseconds timescale.8  These fast motions then lead 

to complex reaction on
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Figure 1: (a) Non-equilibrium, (b) equilibrium dynamics of solvated metal carbonyls.

microsecond to many second timescales.12  We have considered some aspects of solvation 

and reaction dynamics by studying in detail metal carbonyl system W(CO)6 and 

Ru3(CO)12 that allow tractable treatment both experimentally and using simple models. 

While important in catalytic and CO reaction chemistry, these systems also provide an 

important step towards fully characterizing complex ultrafast dynamics.13,14

1.1.2 Non-equilibrium motion

Energy harnessing and transport depends on a host of properties.15-20  Not only 

does the equilibrium structure play an important role in the efficiency and speed of 

charge transfer, but in many energy applications propagation of the electron from 

absorption to conduction causes non-equilibrium distortions, resulting in stress to the well 

ordered solid structure.21  Such distortions occur rapidly very locally but are dispersed 

temporally along the path traveled by the electron, requiring monitoring and analysis on a 

range of timescales.22  These stresses are one of the primary factors in lithium-ion battery 

breakdown over repeated charge and discharge cycles.23  A clear understanding of the 

intermolecular interactions, both electronic and vibrational, may lead to methods to better 

suppress such destructive motions.23  This in turn would produce more stable long term 

energy capture and storage materials.23
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The Born-Oppenheimer approximation is highly successful due to the large 

separation of masses between the electrons and the nuclei, and neatly divides chemical 

calculations into two regimes that can be computed dependently but separately.24-26 

Clearly, however, when non-equilibrium conditions are excited, as in a photoreaction, 

electronic changes will induce atomic motions due to the same separation.27  In this way, 

the approximation can break down, and coupled vibronic states must be considered.24,27 

Though the analogy used here involves induced vibrational movements after a reaction, 

indeed any time two electronic states are separated by energies similar to the separation 

of vibrational energies, electronic and vibrational coordinates will mix and vibronic 

coupling becomes important.24  Mixing was demonstrated experimentally as early as the 

1930s with an excited π-state of CO2.28  Shortly thereafter calculations predicted the 

benzene spectrum and indicated the prevalence of vibronically mixed states.29  Both 

understanding and exploiting the coupling of motions continues to be an active area of 

research.30,31

Often, rearrangements and reactions are driven along specific coordinates that 

couple strongly to faster timescale motions, in opposition to the electronically driven 

vibrations presented above.30,32  In the case of azobenzene, two isomeric states exist, cis 

and trans, the reaction between which occurs via excitation with near-UV energy.33 

Previous work has focused on specific internal motions, such as the out of plane rocking 

motion of the benzene rings, and their relationship to this isomerization.34  It has been 

suggested that sufficient vibrational energy deposited into this motion via the infrared 

could couple to the otherwise higher UV-energy isomerization transition, exciting the 

trans to cis movement vibrationally instead of electronically.33  Experiments have hinted 

at this coupling, though it remains difficult to fully map on a multidimensional 

vibrational landscape.34  Isomerization is often reduced to single coordinate 

“isomerization angle”  where many degrees of freedom are collected into a single 

experimental parameter, here the out of plane rocking motion.35  In contrast, other 

theories have suggested an in plane inversion occurs wherein one nitrogen undergoes an 

umbrella-like inversion in the symmetry plane.36

The energy landscape is not a simplified one dimensional with a single energy 
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barrier, but a multidimensional surface with many-dimensional hills.37  Traversing the hill 

corresponds to excitation over the barrier to the product, but there are additional paths 

that instead skirt around the barrier, using the additional degrees of freedom to bypass 

traditional transition states.37  These may be the paths taken in the absence of artificial 

excitation, relying instead on probabilistic absorption of available kBT energy.37  The in-

plane inversion of azobenzene is one possible path that bypasses isomerization via 

twisting.  Understanding vibronic coupling in larger systems require new methods of 

spectroscopy to fully monitor motions that occur during reaction, including a method of 

mapping reactants to products.38

1.1.3 Adapting to the ultrafast

Reactants evolve on ultrafast timescales, in the picosecond and even femtosecond 

regime, where initial electron redistribution drives nuclear motions.25  While NMR has 

developed many tools and complex pulsing methods to access additional dynamics, it is 

nevertheless ultimately limited.39  Because NMR uses radio frequencies the temporal 

resolution is limited to timescales on the order of the period, or around 1 ns.5 

Electromagnetic radiation cannot be used to effectively probe events smaller than a single 

cycle of the wavelength without encountering uncertainty limitations.39  New techniques 

and shorter wavelengths are necessary to access faster dynamics.40

Infrared spectra report on the vibrational state of an ensemble of weakly coupled 

parts of an entire molecule, which can result in many groups of peaks.41  Though this is 

rich in information content, it leads to congested areas where many vibrations, or even 

local inhomogeneities, cause peaks to overlap.42  Visible spectra, on the other hand, probe 

the total electronic response of a system, often a single or few transitions between a 

limited set of electronic states.43  These whole molecule responses can be difficult to map 

to nuclear movements, requiring calculation of the entire molecular electron density at 

any given time point.44  Applying the multidimensional techniques adapted from NMR to 

the infrared allows the molecular response to be teased apart, providing sufficient 

resolution for analysis.45
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1.2: Linear spectroscopy limitations

Because linear spectroscopy provides time averaged information, any processes 

faster than the scan length appear as averaged in the resulting spectra.8  Peaks are 

broadened by multiple factors mixed together into a single observable: linewidth.39  The 

lifetime of the states in question provides a starting point for linewidths, where the 

inverse of the lifetime gives the spectral width of an otherwise isolated transition.8  In 

solution, however, the linewidth and lifetime are generally uncoupled.43  In the infrared, 

narrow linewidths are achieved in cooled gas phase experiments, where the only 

additional consideration is Doppler broadening.46  In solution this width is only 

approached in the most non-interacting of solvents.43

Particularly in the visible, overlapping transitions and broadened electronic 

linewidths make extracting dynamics difficult at best.43  The extracted dynamics are also 

electronic in nature, not atomic, requiring modeling to characterize.47  In contrast, 

infrared spectroscopy reports on molecular vibrations, which are extremely highly 

correlated with small geometry changes.48  A bond 1 Å long will appreciably change 

frequency with only a 0.1 Å atomic movement.8  In this way the infrared spectrum is 

inherently sensitive to positional information almost directly, though there remains the 

inevitable need to combine experiment with computation.49

In a linear spectrum in solution, sub-angstrom movements caused by sampling 

many microstates result in frequency fluctuations, producing broadening of the optical 

absorption line shape.50  In some cases, this effect is small, as in isolated vibrations that 

do not couple to the bath, while in others the effect is much larger.51  The OH stretch, for 

example, is broadened in many liquids over hundreds of wavenumbers, covering a large 

region around 3200 cm-1 and overlapping the entire CH stretching region near 3000 cm-

1.52  Hydrogen bonding dynamics in general prove difficult to extract from linear spectra, 

as the energy involved is much greater than even other liquid dipoles.53  Increased 

interaction energies between a solute and solvent mean further distortion from the 

isolated gas phase model for either.54  This also increases the complexity when modeling 
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the system, as well.55  Ultimately, the larger interaction between solute and solvent blurs

a

b

c

c

Figure 2: Progression from linear to transient multidimensional spectra.
Linear spectra (a) three transitions are complicated by overlap of three 
transient features (b).  In two dimensions (c), crosspeaks provide additional  
correlations and complications, which are further enhanced in 2D transient  
spectra (d).

the distinction between the system and surroundings.56

Note that in addition to inducing a large number of slightly altered local 

environments, highly interacting solvents may also change the overall lifetime of an 

excited state.43  Thus there are two effects occurring simultaneously that prove difficult to 

disentangle.  Indeed, in some sense the altered microscopic environment can be thought 

of as an alteration to the lifetime.43  This inhomogeneity can be either static or dynamic, 

and in the latter case observation of the dynamic evolution of spectral inhomogeneity is 

tantamount to recording ultrafast snapshots of equilibrium solvation.
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1.3: Non-linear spectroscopy

Though the frequency and time domain are in principle interchangeable by 

Fourier transformation, multiple dynamical processes hidden inside a single experimental 

observable such as linewidth makes sampling in the time domain preferable in some 

cases.57  As such, it is necessary to define a starting point from which time dependent 

motions will be sampled to measure the molecular response in the time domain.58  These 

non-linear experiments create a correlation map of molecular energies to elucidate fast 

solvation effects.57

1.3.1 Transient absorption spectroscopy

In transient absorption spectroscopy an initial field-matter interaction provides 

access to a non-equilibrium state from which evolves as a function of time.  A second 

field-matter interaction then reports on the evolution at later times.  This can be done 

using a pump and probe of many frequencies, including IR, UV/visible, and x-ray.59-62 

Visible pump, visible probe is employed to study ultrafast reactions through their 

electronic evolution.36  Visible pump, IR probe is also used, providing a picture the 

vibrations following a photoreaction.63  New advances in visible pump, x-ray probe have 

been reported, leading towards ultrafast transient x-ray experiments.  X-ray probes 

produce atomic coordinates directly, but current x-ray pulse durations still lie in the 

hundred picosecond regime.64  Much work has been done on creating shorter pulses for 

better time resolution and access to faster dynamics, and could one day give atomic 

coordinates with sub-femtosecond resolution.65  Until then, ultrafast pulses in the visible 

and IR provide the best trade-off of atomic resolution for temporal resolution.

Given a pair of pump and probe pulses, the spectrum of a photoinduced process 

can be monitored with resolution dictated by the pulse temporal widths.  The result is a 

series of spectra of the transient photoproducts as they evolve.  Photoreactions can be 

chosen such that the transient evolution mirrors a natural process under study, such as 

excitation to an electronic state that lacks a barrier present in the ground electronic state, 
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leading to isomerization or dissociation following photolysis.49  Probing persistent excited 

electronic states can be informative by mapping the energy potential landscape of a non-

equilibrium potential well involved in energy transfer.66  Vibrational excitation aids in 

illuminating the full vibrational potential well of a given electronic state.67

The same issues of congestion that obscure linear spectra are still present in 

transient spectra.  Because transient spectra are the superposition of multiple species, 

often they are more congested than their linear counterparts.68  Differences between 

spectra with and without excitation are often taken to highlight changes due solely to the 

photoexcitation.  The result is a combination of both positive going (transient) peaks due 

to the formation of non-equilibrium species and negative going (bleach) peaks due to the 

loss of the equilibrium ground state species.  Lineshapes are distorted by overlap with 

opposite sign features.  In sufficiently resolved spectra characterizing transient peaks can 

be done by careful fitting to find peak centers and widths.69  Additional peaks and 

broadening in a region can make the problem intractable.68

In addition, no information pertaining to the evolution through the transition state 

is contained in even the transient difference spectra.38  Reactants with multiple peaks do 

not map directly onto corresponding product peaks; instead, product absorptions show 

only evolution following photoreaction.70  Transitions states by their nature are unstable, 

sometimes occurring in and persisting for femtoseconds or less.8  Probing occurs on a 

system already electronically perturbed from equilibrium in all but the slowest of 

transition state formations.71

1.3.2 Multidimensional spectroscopy

Building from work using NMR, multiple axes can be employed to exploit 

additional spectral resolution in the cases of congestion, revealing hidden dynamical 

information, probing the higher-order response of a system, and illuminating additional 

features of the molecular energy landscape.45  Two-dimensional infrared (2DIR) and 

multidimensional infrared (MDIR) spectroscopy have emerged as an method of probing 

the nonlinear dynamics in solution on a picometer scale with  sub-picosecond time 
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resolution.43  Exploiting this resolution in multiple dimensions provides a sensitive 

method of probing many equilibrium solution dynamics, with extension to non-

equilibrium processes as well.43

Frequency information, spread across two axis, provides a very sensitive probe of 

local solvation homogeneity, while time information along a third axis provides access to 

femtosecond and picosecond dynamics.72  Additionally, while 2DIR probes all of these 

variables at equilibrium, non-equilibrium reactions can be studied by applying an 

additional light source and monitoring the resulting products using 2DIR.73  This extends 

all of the advantages of 2DIR to both initial reactant dynamics and the resulting product 

formation dynamics.74  This is of use in cases where one dimensional pump probe 

experiments produce overlapping features.70  Modeling, a key tool in deconvolving 

congested linear spectra, is more difficult with evolving reacting species.13  Addition of a 

second axis makes identifying such a case much easier.73

Finally, a truly unique type of non-equilibrium 2DIR experiment probes not just 

the reactant and product states with aforementioned sensitivity, but in fact connects these 

states over the reaction barrier.73  Transition state chemistry is the heart of any reaction, 

and thus of singular importance in understanding reactions, solution phase or otherwise.75 

Because of the transient nature, however, the transition state is all but impossible to 

observe.76  One dimensional transient spectroscopy produces a discrete before and after 

picture but only resolves the early product state.41

A 2DIR triggered exchange experiment initializes monitoring before the 

photoreaction, however, leading to correlation through the transition state.38  It can be 

thought of as labeling the reactant with the initialization of a 2DIR experiment, then 

applying the photoexcitation, and finally reading out the final product state.  Detection 

then correlates initial reactant frequency with detected product frequency.  While still in 

the infant stage, this new spectroscopy will aid in understanding reactions in many ways. 

Work by Hamm et al. on the metal-to-ligand charge transfer (MLCT) in 

[Re(CO)3Cl(dmbpy)] (dmbpy = 4,4‘-dimethyl-2,2‘bipyridine) showed that, contrary to 

previous believed, the two CO vibrational modes of the product do not correlate directly 

to the two corresponding product modes.38  Instead the CO modes switch frequency 
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ordering, with the low frequency reactant mode becoming the high frequency product 

mode, and vice versa.  There is currently no other experimental method that provides this 

direct reactant to product frequency mapping. It is worth noting, however, that the 

technique used by Bredenbeck et al. lacks the very highest possible time resolution within 

the 2DIR probe due to their hybrid frequency-time domain approach. By employing a 

narrowband IR pump pulse, there is necessarily a loss of time resolution due to the 

requirement of separating the pump and probe pulses in time. This minimum time delay 

of between 500-1000 fs implies that rapid intramolecular vibrational redistribution can 

occur faster than the experiment and will diminish the ability to map product transitions 

to those on the reactant. Indeed, recent unpublished work in our group on the same Re 

complex indicates that IVR among all three vibrational modes is very rapid (<2ps), 

suggesting that the hybrid double-resonance-like method of Bredenbeck et al. is not well 

suited for such rapid reactant vibrational dynamics. In this thesis work is described that 

circumvents the technical limitations by demonstrating, for the first time, electronically 

triggered, transient Fourier-transform 2DIR spectroscopy.
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Chapter 2

Theoretical Framework and Background

2.1: The Optical Response Function

2.1.1 General optical response

Spectroscopy is governed by the response of matter to interaction with an applied 

light field.  The molecular property that couples with the applied electric field is the 

polarization P, which can be written as the expansion

P=P 1  +P  2 +P 3 +P n   (1)

where P(n) is the material interaction with the nth power of the electric field.1  This first 

order response P(1) is the linear material response, probed by low applied power fields. 

The collection of P(2) and greater is collectively referred to as the non-linear response, 

scaling non-linearly with applied field strength.  Though in principle all orders are 

present for every experiment, in practice specific orders can be isolated by application of 

proper selection criteria.  Very low power fields almost exclusively probe the linear 

response, with additional terms being negligible in most cases.  Non-linear signals can be 

isolated using phase matching and energy conservation rules, though linear scattering is 

always a concern.  All molecular processes that are probed by optical spectroscopy are 

determined by their polarization response, making this the key quantity to compute.

The principal concern for non-linear interactions will be dealing with the time 

ordering of the individual interactions, n for an nth order process.  The frequency domain 

response contains all possible permutations of these time orderings, which indicates that a 
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complete response in the time domain can only be found by integrating multiple time 

domain response orderings.  To begin with, the material will be treated quantum 

mechanically, while the optical field will be treated as a classical wave.  This adequately 

captures the many-photon interaction picture and greatly simplifies the calculations. 

Secondly, the system will be treated in the perturbative limit, where applied electric 

fields, even strongly interacting ones at higher orders, are small in comparison to the 

internal electric fields of the system.  Though interesting behavior can be observed in the 

non-perturbative limit, including the so called “dressed state” of a combined field and 

matter, a full discussion of these effects is beyond the scope of this work.

Following the derivation in Mukamel's Principles of Nonlinear Spectroscopy, the 

field-matter interaction Hamiltonian in the semi-classical picture is given by

H int=−∫E r,t ⋅P r ⋅dr  (2)

for material polarization density P(r) and applied classical transverse electric field E(r,t). 

This holds for the interaction of any particle and light field.  Generally individual 

particles will be much smaller than the applied light field for optical spectroscopies.  The 

matter can then be approximated as a point dipole with respect to the applied field. 

Considering a single particle at r the time dependent interaction Hamiltonian is then 

given by

H int  t =−E r,t ⋅V  (3)

with the dipole operator V expressed as

V=∑
n

qn r−r n   (4)

for the collection of all charges n with charge qn and position rn.  Note that both E and V 

are vectors, making the response functions derived from them tensors.  This provides for 

the calculation of an orientational response in anisotropic media, such as the crystals used 

for parametric frequency conversion in generating infrared light from a visible laser.  The 

tensor nature will not be indicated, but assumed.

The optical polarization must begin from an initial equilibrium at t = t0.  This is 

given by
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ρ  t0 =ρ −∞ = e
 −H

k
B

T 

Tr [e
−H
k

B
T ]

 (5)

with Boltzmann constant kB and temperature T.  The observable of a system is given by 

the expectation value applied to the operator, denoted by angular brackets 〈 〉 .  This is 

computed by taking the trace of the matrix state, resulting in a set of eigenvalues, here 

applied to the exponentiated Hamiltonian.  The state of the system is described by the 

density matrix ρ, which contains diagonal populations and off-diagonal coherences.  The total 

Hamiltonian can be written as HT = H + Hint(t) with a time independent and dependent 

term.  The dynamics can be described by applying the Liouville equation

dρ
dt

=−
i
ℏ  [ H,ρ ][ H int  t  ,ρ ]   (6)

computing the commutation of each Hamiltonian with the density matrix.

The time-dependent density matrix can be expanded in electric field powers to 

yield

ρ  t =ρ  0  +ρ 1   t +ρ  2  t  +ρ 3   t   (7)

for nth order interaction with the electric field.  Here ρ(0) =  ρ(- ) is the time independentꝏ  

equilibrium density matrix, exactly equal at any time before t0.  For simplicity, the Liouville 

notation can be used, converting commutation operations on an ordinary operator A into “super” 

operators in the following way:

LA= [ H,A ] ,  (8a)

L int  t  A= [ H int  t  ,A ] .  (2.8b)

The nth order interaction density matrix is then given by

ρ n   t =−i
ℏ 

n

∫
t 0

t

d τn∫
t 0

τ
n

d τ n−1⋯∫
t 0

τ
2

d τ 1. . .

G t−τn  Lint τ n G  τn−τn−1  Lint  τn−1 ⋯G  τ2−τ 1 Lint  τ1G  τ1−t0  ρ  t0 

 (9)

with time ordered τ such that t≥τ n≥τ n−1≥⋯≥τ 1≥t0 and 
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G τ =θ  t  e
− i

ℏ
Lτ   (10)

the material propagation in the absence of light.  The introduction of θ(t) is simply a Heavyside 

function equal to one at times greater than t0 and zero at earlier times to enforce causality and 

ensure evolution only after the initial field interaction.

The initial density matrix does not evolve with time, so applying the material 

Hamiltonian to the time zero density matrix gives simply the initial density matrix again. 

Furthermore, Lint(t) = -E(t)V, where V is the Liouville operator of the commutation [V,A]. 

Together with (9) this gives

ρ n   t = i
ℏ 

n

∫
t 0

t

d τn∫
t 0

τ
n

d τ n−1⋯∫
t 0

τ
2

d τ1 E r,τ n E r,τ n−1 ⋯E  r,τ1 . ..

G  t−τ nVG τ n−τn−1V ⋯G τ 2−τ1Vρ  t0 .
 (11)

t
0

τ
1

τ
2 τ

n-1
τ

n
t

t
1

t
n - 1

t
n

Figure 3: Time ordering of light-matter field interactions field-free evolution.
The density matrix is calculated for each light-matter interaction at each τ while 
the system evolves via the intrinsic Green function during the each interval t.

Lastly, the time variables are simplified by redefinition as intervals 

t1 =τ2−τ1 , t2 =τ3−τ 2 , ⋯ , tn=t−τ n .   The density matrix is time independent and does not 

evolve before interaction with the field at t0, making t0 equivalent to t = - , and givingꝏ

ρn   t = i
ℏ 

n

∫
0

∞

dtn∫
0

∞

dtn−1⋯∫
0

∞

dt1 G tn VG  tn−1 V ⋯G t1Vρ −∞ ×

E  r,t−tn  E  r,t−tn−tn−1⋯E  r,t−tn−tn−1⋯−t 1 .
 (12)

The time dependent-polarization is the expectation of the dipole moment operator 

V, such that

P r,t =Tr [Vρ  t  ]  (13)

and can be expanded in a Taylor series to nth order as in (1), such that the polarization of 
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given order in electric field is given by

P  n  r,t =Tr [Vρ  n  t  ] .  (14)

Each order of P represent a class of experiments dependent on n interactions with the 

electric field.  P(1) is the linear absorption process, P(2) is the second order non-linear 

process used in sum frequency generation and second harmonic generation, and P(3) is the 

third order polarization used in four-wave mixing (FWM) and 2DIR spectroscopy, as well 

as pump-probe spectroscopy in general.  Finally, using the expansion of ρ(t) in equation 

(14), the nth order polarization is given by

P n  r,t =∫
0

∞

dtn∫
0

∞

dtn−1⋯∫
0

∞

dt1 S n   tn ,tn−1 , ,t1

E r,t−tn E r,t−tn−tn−1 ⋯E r,t−tn−tn−1−⋯−t1 ,
 (15)

with

S  n  tn ,tn−1 , ,t1 = i
ℏ 

n

Tr [VG tnVG tn−1V ⋯G  t1 Vρ −∞  ].  (16)

S(n) is the linear response function for order n = 1 and the non-linear response function of the nth 

order in electric field, and is the complete set of molecular information for n field interactions. 

Furthermore, because P(n) is observable, it is necessarily real.  The same is true for the electric 

field E.  Thus the response functions S(n) must also be real.  Additionally, S(n) are causal, as each 

polarization proceeds from a preceding electric field interaction.  Equations (15) and (16) together 

allow the experimentally observable polarization to be calculated from a given molecular 

response.

2.1.2 Linear spectroscopy

The response function S(n) contains n operations of the Liouville dipole operator V.  Each 

operation is an application of a commutation, which can act from either the left or the right of he 

density matrix, equivalent to acting on the bra or the ket of the system.  Thus, each interaction 

with the field  produces 2n terms in the response function.  In general, this will result in 2n-1 terms 
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χ(1)

Figure 4: Material linear interaction with an applied light field.
Incoming light is attenuated and scattered according to the linear  
susceptibility χ(1), while evolution is governed by the Green function of the 
material in response to application of an electric field.

and their corresponding complex conjugates with their signs being determined by right or left 

action.  In particular, for a single field interaction in linear spectroscopy, there are two conjugate 

terms.

From equation (16), the linear response function is given by

S  1   t1 =
i
ℏ

Tr [VG t 1Vρ −∞  ]  (17)

or, alternatively,

S 1   t1 =
i
ℏ

θ t1 〈 [V t1 ,V t0  ] ρ −∞ 〉 .  (18)

This yields the two time orderings

J t1 =〈V t1 V 0  ρ −∞ 〉 ,  (19a)

J t1 =〈V 0 V t 1 ρ −∞ 〉 ,  (19b)

and the resulting response

S  1   t1 =
i
ℏ

θ t 1  J t 1−J  t1   .  (20)

Often of interest is the frequency response of a system.  Equation (20) can be 

rewritten using the Fourier transform relation
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F ω = 1
2

π∫ dtF  t e−iωt ,  (21)

which has itself as it's own inverse with ω and t reversed.  Inserting equation (20) into 

equation (16) gives the remarkably similar

S  1 
ω1 =−1

ℏ  J ω1− J −ω1  ,  (22)

where here the individual terms are defined as Fourier transforms of the previous time-

domain terms, yielding

J ω1 =−i∫
0

∞

dt 1 e
iω1t

1 J  t1 .  (23)

Note the use of the one-sided Fourier transform, only over the positive limit.  This again 

limits the signal to the causal domain.

χ(3)

Figure 5: Material interaction to the third order of an electric field.
Though this arrangement is slightly disingenuous, it nevertheless portrays 
the dependence of the exiting light field on the phase and orientation of the  
incoming fields.  Collinear excitation is allowed as well, though the  
resulting field will look the same in this picture.  The response is governed 
by the third-order non-linear susceptibility χ(3) of the material.

2.1.3 Third-order Spectroscopy

For three field interactions, equation (16) gives
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S  3 
t3 ,t2 ,t1 = i

ℏ 
3

Tr [VG  t3 VG  t2VG t1Vρ −∞  ] .  (24)

Each application of V can again act from the left or the right, giving 23 = 8 total terms in 

the third-order response function.  The intermediate step of reduction to commutators is 

the same as from equation (17) to equation (18) in the linear case above, yielding the 

final third-order time domain response function

S  3 
t 3 ,t2 ,t1 = i

ℏ 
3

θ  t1 θ t 2 θ  t3 ∑
n= 1

4

[Rn t3 ,t2 ,t1−Rn t3 ,t 2 ,t1  ] .  (25)

The four R here form the set of non-linear response functions generated by unique interaction 

conditions.  In later sections, the specific Rn measured by an experiment will be shown to be 

dependent on both timing conditions as well as wave vector matching.  They are given as

R1  t3 ,t2 ,t1=〈V t1V t1+t 2V t1 +t 2 +t 3V 0  ρ −∞ 〉 ,  (26a)

R2 t 3 ,t2 ,t1 =〈V 0 V t 1 +t 2V t 1 +t 2 +t 3V t 1 ρ −∞ 〉 ,  (26b)

R3  t3 ,t2 ,t1 =〈V 0  V t1V t1+t 2+t3 V t1 +t2  ρ −∞ 〉 ,  (26c)

R4 t 3 ,t2 ,t 1=〈V  t1+t 2+t 3V t 1 +t 2V t 1 V 0  ρ −∞ 〉 .  (26d)

As in the linear case, these functions are often useful expressed in the frequency domain. 

Though this can be done in whole as in the linear case, for many experiments the relevant 

information is contained in the frequencies during t1 and t3, and in the time for t2.  As a result, a 

partially transformed signal S(3)(ω1, t2, ω3) is generally considered.  The full frequency domain 

response is actually a function of not ω3, but of ω1 + ω2 + ω3.  This is reduced in most experiments 

to simply ω3 by phase matching conditions such that the frequency ω1 is equal to the frequency ω2 

and, additionally, the sign of the wave vector is opposite.  Thus, they cancel, leaving simply the 

third frequency.

2.2: Liouville pathways

The full response S(3) produces a signal dependent on not just the time orderings between 

field interactions, but also their k-space wave vectors.  For three incident fields, the resulting 

FWM signal must obey both conservation of energy as well as conservation of momentum.  The 
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general signal wave vector must be

k s=±k 1±k 2±k 3 .  (27)

The signs also indicate interaction with the bra or the ket in the Liouville notation.  This results in 

a large set of possible permutations between both the time and space parameters.  Thankfully, 

only a few are relevant for use with 2DIR spectra.

The FWM signal emitted by the third order polarization falls into two responses.  In the 

first, the phase during t1 is conjugate to that during t3.    Here, the coherence created during t3 

evolves conjugate to the coherence during t1, resulting in a return of the phase to the initial point. 

The result is the so-called rephasing signal SR composed of the FWM response functions R1 and 

R4.  The second response contains no such phase conjugation, and evolution of the t3 coherence is 

unconstrained relative to t1.  The result is the so-called non-rephasing signal SNR composed of the 

FWM response functions R2 and R3.  The full FWM response can then be rewritten as

S  3  t 3 ,t2 ,t1 ∝ℜ [RR  t3 ,t2 ,t1  ] cos φ1+φ3ℜ [RNR t3 ,t 2 ,t1  ] cos φ1−φ3−

ℑ [ RR t3 ,t2 ,t1 ]sin φ1 +φ3ℑ [RNR t3 ,t2 ,t1 ]sin φ1−φ3
 (28)

for the phase between ϕn during tn.  Note that the scaling prefactor and heavyside operators have 

been dropped for convenience.

There are two common methods of measuring the full response employed in FWM 

spectroscopy.  In the first, a collinear geometry is used for field interactions with k1 and k2.  This 

results in the full signal in equation (28) emitted with wave vector k±.=∓k 1±k 2 +k 3 where k+ 

and k- are collinear.  The signal is collected by interferometric interference with the the third field

t
1

t
3

a

t
1

t
3

b

Figure 6: Illustration of rephasing and non-rephasing propagation.
The distribution after t1 is not in physical space as shown, but in phase space.  The 
molecular phases during t3 propagate conjugate to t1 in generating rephasing signal (a),  
returning the system to the initial phase state, while in generating the non-rephasing 
signal (b) they continue to propagate independently.
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time 0 0
a 0

a b

a 0

time

0 0
a b

|0>

|a>
|b>

Figure 7: Energy level versus double sided Feynman diagram.
On the left (a), absorption (stimulated emission) is denoted by upward 
(downward) arrows and interaction on the bra (ket) is denoted by solid  
(dashed) lines.  On the right (b), absorption (stimulated emission) is  
denoted by an arrow pointing towards (away from) the diagram and 
interaction with the bra (ket) denoted by an arrow on the left (right).  The 
density matrix representation ρab is here simplified to only the row and 
column subscripts a and b.  Both diagrams show the same process: a |0a> 
coherence is initiated by k1, followed by an |ab> coherence during t2, then 
k3 stimulates emission to a |0a> coherence, which radiates the four wave 
mixing signal, returning the system to the ground state population.  Not  
present in the energy level diagram is the sign of the wave vector; in the 
Feynman diagram, a right (left) pointing arrow denotes a positive 
(negative) sign of the corresponding k.

with k3, collinear with the resulting signal.  Phasing is automatic, with the phases being set by 

collection of the entire spectrum at once.  In the second method, a non-collinear geometry is 

employed, where k1 and k3 are no longer collinear.  This results in wave vectors k+ and k- also 

non-collinear, and non-collinear with the third applied field with k3.  These two wave vectors are 

for the rephasing and non-rephasing spectra as mentioned above. They have complementary 

angles about the axis of symmetry between k1 and k2, and thus are generally collected separately.

Having reduced the dimension of ordering interactions necessary to consider for FWM, 

we turn to a graphical representation of these interactions.  Because the field-matter interaction 

can occur on either the bra or the ket of the material Hamiltonian, a traditional energy-level 

diagram becomes difficult to interpret.  Alternatively, double-sided Feynman diagrams can be 

employed to explicitly denote the bra and ket of the system.  The system state is contained 
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between two vertical lines representing the bra and ket.  Fields with wave vectors k then interact 

with either one side or the other with either absorption (pointing towards the vertical line) or 

emission (pointing away from the line).  The direction of the arrow towards the left or towards the 

right also indicates the wave vectors sign, with a rightward pointing arrow being positive and a 

leftward pointing arrow being negative.

0 0
0 a

0 0

a 0

0 0

0 0
0 a

a a

a 0

0 0

0 0
0 a

a a

2a a

a a

0 0
a 0

0 0

a 0

0 0

0 0
a 0

a a

a 0

0 0

0 0
a 0

a a

2a a

a a

a b c

d e f

Figure 8: Set of six double-sided Feynman diagrams for FWM.
Two signals with wavevectors k±.=∓k 1±k 2 +k 3  of a one oscillator  
system are shown.  Diagrams a through c are rephasing pathways (kR = -  
k1 + k2 + k3) and diagrams d through f are non-rephasing pathways (kNR = 
+k1 - k2 + k3).  Diagrams a and d propagate in the ground state during t2,  
while diagrams b, c, e, and f propagate in the excited state.  Additionally,  
diagrams c and f denote excitation to the second excited state of oscillator 
a (here 2a), giving rise to the anharmonic peak in a spectrum.
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The result is a set of 48 total time ordering diagrams multiplied by a total of 8 sign 

(spatial) orderings.  Restricting this to the set of diagrams measured by FWM to 12 total time 

orderings between the rephasing and non-rephasing pathways multiplied by a total of 2 spatial 

orderings, for a total of 24 pathways collected by the standard FWM experiment.  Additional 

experiments can be performed by exchanging the timings, producing unique conditions such as 

only two quanta coherences created during the t2 waiting time.  A representative sample of the 

pathways is shown in figure 6.  Note that these are only equilibrium pathways, as they all initiate 

in the 0 quantum of a given state.  Non-equilibrium experiments may contain additional pathways 

depending on the population present upon initiation of the FWM measurement.  Also note that 

this is for a single oscillator system.  Additional oscillators result in additional energy levels, 

geometrically raising the number of pathways that can be written.

Beginning at time zero, the system is assumed to be in a population, be it the equilibrium 

ground state or an non-equilibrium excited state.  The initial field interaction promotes either the 

bra or the ket to a one quantum excited state in any resonant oscillator whose energy is within the 

bandwidth of the applied field.  This creates a coherence between the 0 and 1 state that evolves 

during t1.  Application of the second field moves the system to one of three possible results.  In 

the first, the second field acts on either the initial side of the bra and ket to return the system to a 

0 quantum equilibrium population (or non-zero non-equilibrium population, but a population 

nevertheless), or on the opposite side producing an excited population state.  In either case, the 

dynamics during t2 will be population only, with relaxation being dominant in liquid systems.  In 

the second case, requiring multiple oscillators within the excitation bandwidth, the second field 

acts on the opposite side from the first to elevate it to the first excited state of a different 

oscillator.  The result is a coherence between the first excited state of one oscillator and the first 

excited state of a second.  Such a coherence, in general, has a much lower energy 

difference than one excited during t1.  For example, in vibrational FWM such as 2DIR the υ0→1 

transition will be in the 1000 to 3000 cm-1 range, whereas <1a|1b> coherences between two levels 

a and b can be as low as a few wavenumbers, or indeed whatever the spacing between two first 

excited states happens to be.  The dynamics during t2 will be coherence dynamics, with dephasing 

being dominant.  The third case requires a departure from the simplified pathways as laid out 

above.  Here, the timings are exchanged such that k s =+k1+k 2−k 3 .  Because both initial fields 

act with the same sign, they act on the same side of the bra and ket.  Furthermore, an initial 

population in the 0 quantum equilibrium state can only absorb.  Thus, k1 and k2 must both be
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Figure 9: Additional pathways beyond rephasing and non-rephasing.
In diagram a, ks = + k1 + k2 - k3, which propagates as a 2 quantum coherence 
during t2.  In diagrams b and c, the equilibrium ground state population is no 
longer the starting point, allowing both stimulated emission as the first action as  
well as excitation to the 3 quantum manifold (|3a>).  Finally, in d, a non-
Redfield term in G is non-zero, producing a coherence transfer from |ba> to    |
bc> during t2.

absorptions on the same side of the Hamiltonian.  The 1 quantum coherence created during t1 is 

then further excited to a 2 quanta coherence during the t2 waiting time.  This is a coherence 

approximately double in energy compared to the 1 quantum coherence in t1.  Dynamics during t2 

will be 2 quantum-coherence dynamics, with dephasing dominant, but reflect the larger ΔE.

The action of the third field entirely depends on the state of the system after the t2 waiting 

time.  The molecular response function G is a tensor with entries corresponding to several 

different types of behavior, and governs the propagation of the system during each of the time 

intervals t1, t2, and t3.  The entries governing behavior during t1 include pure-dephasing 

components as well as non-Redfield coherence to population relaxation dynamics.2  Though a full 

treatment of the Redfield approximation is beyond the scope of this work, this approximation 

generally holds in 2DIR experiments, restricting G to off-diagonal pure-dephasing terms and 

diagonal population relaxation terms and setting all coherence-population terms to zero.  Recent 

work using 2D electronic spectroscopy indicates that this may not be a good approximation for 

electronic excitons,3 though further work is needed before the approximation is to be relaxed as a 

starting point.  Entries governing t2 include similarly many dynamics, as well as population
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Figure 10: Energy matching between the system and bath energy levels.  
This allows population transfer, or IVR, from b to a during the waiting  
time.

relaxation dynamics should an excited state population be evolved by the second field interaction. 

This presents many possible states with which the third field may interact.

In particular, population transfer can occur in the form of intermolecular vibrational 

energy transfer (IVR).4  Here, a population excited at the beginning of t2 undergoes relaxation to a 

second state, for example b→a.  Energy matching between the difference energy (Eb-Ea) and bath

ω3

ω1

t
2

Figure 11: Peak growth with waiting time due to IVR is analogous to exchange.  Instead 
of two transitions on two molecules that undergo exchange, however, IVR occurs when 
one molecule has two transitions that undergo population transfer during the waiting 
time.
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energies enables this transfer; a higher density of bath modes will provide a higher probability of 

matching energy levels.  This is remarkably similar to the process of population transfer as seen 

in exchange experiments involving multiple species, and in fact can be thought of in exactly the 

same way.5  The difference here is that the transitions arise from the same species, enabling 

additional energy transfer pathways such as coupling through the ground state, as well as the IVR 

terms.

In a similar manner, fluctuations that are not well energy matched result in a set of 

microscopic environments that are sampled as a function of waiting time.  This process of 

spectral diffusion results in line broadening in a linear spectrum that is impossible to extract due 

to being one of several broadening mechanisms all convolved together.6  In 2D spectra, however, 

early time correlation results in a distinctly elongated peak shape along the diagonal.  As 

additional microstates are sampled over t2 initial excitation frequencies will become correlated 

with a variety of detection frequencies, which results in a rounded peak shape.

Figure 12: Spectral diffusion produces a signature tilt at early waiting times.  (b) 
Transitions have no time to sample additional microscopic environments, resulting in a 
highly correlated set of peaks along the diagonal.  (c) At later times, memory is lost as 
multiple microscopic environments produce frequency fluctuations in the correlation 
frequency.  The result is a rounded peak shape.  This spectral diffusion sampling 
impossible to isolate from a broadened peak (a), where multiple sources of brodening 
may be present.
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Regardless, the only action of the third field that will result in a FWM signal produces a 

coherence of some two energy levels.  These energies can be two different quantum states of the 

same oscillator, such as |a> and |2a>, two of the same quantum states of different oscillators, such 

as |a> and |b>, but not two different states and oscillators all together—there is no allowed single 

quantum radiative transition coupling, for example, |2a>|b> to a population, required for emission 

of signal.  Additionally, because one set of pathways involves the creation of an excited states and 

coherences that persist through t2, the action of the third field can also create a coherence between 

a 1 and 2 quanta pair of levels.  This directly probes the second excitation manifold of a system, 

which is not possible using linear spectroscopy.  The excitation frequency in the resulting 2D

Figure 13: Juxtaposition of a harmonic potential and a Morse potential.
Agreement at low energies produces similar ground states, but each 
successive excited state of a harmonic oscillator will be higher and 
higher in energy than the corresponding Morse state.  This is intuitively 
due to the behavior between the two attractors at long distances, which is 
not captured at all by a harmonic oscillator model.  The harmonic model 
also has a finite potential energy at very small distances as well, at odds 
with realistic models such as the Leonard-Jones model, which (from a 
chemical perspective) approach near infinite energies.
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spectrum will reflect the fundamental 0→1 transition energy while the detection frequency will 

reflect the anharmonic 1→2 transition energy.  In a perfect harmonic oscillator, E0→1 = E1→2. 

Most real systems, however, are not perfect harmonic oscillators, but are more closely 

represented as Morse potentials given by

V  r =De 1−e−a r− re 
2

 (29)

which tails to zero energy at long distances.  Here De is the depth of the potential and a is 

inversely proportional to the width.  The energy level spacing in a Morse potential is not equal, 

which offsets the anharmonic transition energy from the fundamental frequency.  In most 

systems, this offset is negative, making each successive separation smaller.

Figure 14: Ground and excited electronic energy surfaces with a transition between.
A deep potential well traps the system in the ground state, but excitation to the excited 
state presents a much shallower potential.  The system evolves with the excess energy of  
excitation away from the equilibrium radius before returning back to the ground state,  
displaced by the kinetic energy of separation.

The coherence evolved by the third field interaction will evolve with a characteristic 

dephasing time, resulting in radiation of the FWM signal.  This returns the system to either the 
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equilibrium or first excited state population.  In the infrared, these vibrational coherence signals 

span 10 ± 8 ps.  They can be collected in the time domain by scanning techniques, or dispersed 

spectrally and detected in the frequency domain.

2.3: Excitons

2.3.1 General electronic exciton models

The previous treatment of the non-linear response in general, and the FWM response in 

particular, makes the convenient local field approximation.  Though a full non-local treatment is 

beyond the scope of this work, excitonic treatment of the systems studied here nevertheless play a 

crucial role is a complete understanding of the system.  While excitonic systems are usually 

systems of coupled local electronic states that give rise to delocalized molecular orbitals, we 

show that similar treatments are necessary and effective for highly vibrationally coupled systems 

where solvation causes dephasing to occur.7

Previous non-linear spectroscopy has covered a broad range of electronic excitonic 

systems, from optical lattices to light-harvesting proteins to quantum dots.8,9  On the timescale of 

FWM experiments electronic delocalization is very fast, so the response must be treated in the 

non-local domain.  The result is consistent with the classical HOMO and LUMO picture taught in 

any general chemistry class, where transitions occur from a delocalized highest occupied 

molecular orbital to a similarly delocalized lowest unoccupied molecular orbital.10  This is 

generally as far as the picture goes, however, as many electronic systems contain a series of 

unordered levels.11  The accessible manifold structure present as in, for example, a vibrational 

ladder is not present electronically, instead quickly breaking down in few excitations into a more 

complicated set of many oscillators.  Indeed, the first electronic excited state is often sufficient to 

induce dissociation by cleavage of a bond, making the higher lying electronic states at the least 

more dissociative, if not inaccessible entirely.12  The result is a system of two molecular objects 

with diverging trajectories due to residual energy from the electronic excitation.

In the gas phase this is precisely the reaction picture associated with many visibly-

pumped transient spectroscopy experiments, used to study the reaction coordinate of separation of 

bimolecular gases such as HCl.13  In the solution phase, the picture is muddled by interaction with 

the solvent, which helps to absorb and disperse directed kinetic energy into the many bath 
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modes.14  In the case of homolytic cleavage of the dimanganese decacarbonyl (Mn2(CO)10, 

DMDC) dimer, for example, although the initial excitation at 400 nm contains several times the 

bond energy of the manganese-manganese bond and translates into a kinetic energy of separation 

along the bond coordinate, the packing of the surrounding solvent shell, together with coupling to 

additional local molecular vibrational modes, prevents the two monomers from actually 

separating.15  Calculations show that instead of being driven in opposite directions, the first 

solvation shell traps them and does not disperse, allowing the monomer only sufficient room to 

spin in place.  This provides enough time for the electronic excitation energy to dissipate into 

both molecular and solvent vibrational modes and return the system to a relatively cool state. 

This is sufficient time for the monomers to interact, leading to recombination, all due to solvent 

trapping effects.

2.3.2 Light Harvesting and the Fenna-Matthews-Olson Complex

Of interest in energy applications, light harvesting proteins such as photosystem I and II 

are highly studied.11,16-19  Photosystem II is divided into several segments including a reaction

Figure 15: Calculation of the transition dipole moments of the FMO complex.
(a) local site basis, (b) exciton basis.  Coupling between the individual β-chlorophyll  
results in a distribution of energy between sites.  These coherences have been reported 
to last much longer than the traditional picture of excitonic coherence would suggest.  
The position of the FMO chlorophylls relative to both the reaction center and the  
chlorosome antenna is uncertain, and not shown here.

center that efficiently produces stored chemical energy, a set of chlorosome antenna proteins to 

capture the incoming light, and the “wire” that connects the two.20  This wire is the Fenna-
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Matthews-Olson complex, the first chlorophyll protein structure solved by x-ray 

crystallography.21  Though extensively studied with the goal of understanding electron transport 

in light energy harvesting, the ultrafast dynamics are only beginning to be probed.3,17-19  Recently, 

low temperature 2D electronic spectroscopy (2DES) has been used to probe the ultrafast 

correlations that are reported to persist for many femtoseconds, significantly longer than most 

electronic correlations.  Treating the system of coupled β-chlorophyll excitonically is critical to 

capturing these dynamics, as electronic delocalization is the fundamental process by which 

energy transfer through the FMO wire occurs.  Being the strongest transitions, it is hypothesized 

that excitons 2 and 4 are the primary pathways for electron transfer from chlorosome antenna to 

the reaction center.  The FMO complex would therefore align with the antenna at chlorophylls 3 

and 4, the positive end of the transitions, and with the reaction center a chlorophylls 1 and 6, the 

negative ends of the two primary excitons.  Though the specific utility of the arrangement of 

chlorophyll in FMO is still greatly debated, it is nevertheless clear that the arrangement of 

proteins takes great advantage of coherence to produce fast and efficient transport through FMO 

via these delocalized excitons, which is the key feature that is hoped can be captured and 

extended to artificially constructed light harvesting systems.  Even so, additional studies are 

necessary to fully characterize the role of the observed coherences in energy transport to the 

reaction center, and to probe the coherence dynamics at temperatures approaching those the 

chlorophylls are employed at biologically

.

2.3.3 J Aggregates

J aggregates are a striking recent example of the importance of coherence in structure and 

dynamics.  These aggregates are a quasi-one-dimensional system composed of strongly coupled 

cyanine dye molecules that align along the molecular dipole.10,22  This causes π-to-π stacking that 

strongly distorts the aggregate spectrum when compared to the molecular response.  Previous 

work has used functionalization with electron donating and withdrawing groups to perturb the π 

system and measure the resulting degree of intramolecular delocalization.23  Additionally, J-

aggregates have been shown to be very temperature sensitive.  Bath phonons present at 

room temperatures have been shown to cause coherence dephasing, returning the system response 
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Figure 16: Aggregation of cyanine dipole into quasi-one-dimensional J-aggregate.
The dipoles stack along their whole-molecule delocalized π system, effectively creating 
an extended electron box dependent on the wavefunction overlap between molecules.

from the measured aggregate spectrum to that measured for individual dye molecules.24  The 

highly delocalized modes of many dye molecules at low temperatures become uncoupled and 

localize at the higher room temperatures, creating excitonic traps where the resonance has been 

removed.  Though the alignment of the aggregates remains mostly unbroken, the solvent provides 

sufficient local site disorder that shifts the individual molecules out of frequency resonance on a 

fast timescale.  This in turn dephases the coherences that would otherwise modulate and distort 

the measured spectrum.

2.4: Vibrational “excitons”

Though the use of an excitonic model is common in electronic systems, it has only 

recently begun to be considered in vibrational systems.7,24,25  Vibrations are generally thought of 

as either well isolated due to the large frequency and spatial gaps present in many systems, or in 

the normal mode picture.  In a protein, for example, the energetic gap between a C-H stretching 

vibration and a C-N stretching vibration is sufficiently large as to provide essentially

Frequency/cm-1

Figure 17: Cyanine vibrational frequency shift with aggregation.
(a) monomer, (b) J-aggregate.  Electronic coupling suppresses modes that 
are inconsistent with the aggregate structure and enhances modes that  
propagate along it.
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zero coupling, and the spatial overlap between two C=O groups is also usually small, with 

separation preventing much coupling.  Here coupling is defined in the Hamiltonian sense as the 

distortion of the otherwise isolated local vibrational C-H and C-N stretching modes; coupling of 

FWM excitation and detection frequencies through the shared electronic ground state is still 

observed, but is a different use of the term coupling.

Recently, however, vibrational analogues of electronic exciton systems have been 

considered in the solution phase.  Though vibrational excitons have been studied extensively in 

the last several decades, most of the research has focused on crystal lattice structures.8,26,27  Here 

the periodicity of the lattice causes constructive interference of the semi-local wavefunction, 

resulting in a high degree of delocalization.  This results in phonon propagation through the 

coupled system, not entirely unexpected in a rigid solid.  From this perspective, it would seem 

impossible to treat solutions in the same manner.

J aggregates in solution, however, have been shown to exhibit intramolecular phonon 

couping, selectively suppressing uncoupled local vibrational modes.23,24  Additionally, when either 

of the two conditions above do not hold, multiple spatially and energetically overlapping 

vibrational modes couple together to form what is commonly thought of as the normal mode 

basis.  In the case of many of the same strong oscillator it becomes advantageous from a solvation 

viewpoint to consider the system as a set of excitons.  In metal carbonyls we have shown that 

solvent disorder acts consistent with an excitonic model, where modeling of the bath phonons as 

simply a disorder parameter creates trapped excitonic states caused by decoupling and 

localization of vibrational modes that are highly coupled in its absence.7,28  Indeed, in a system as 

small as a pair of metals with multiple of the same oscillator coupled together the inevitable result 

is a highly delocalized vibrational manifold.  The distinction from the protein case is the length 

scales involved in the interactions.  In such a small molecule the distance between two oscillators 

necessitates a high degree of wave function overlap.
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Chapter 3

Experimental Methods

3.1: Generation of 2DIR

A commercially available 1 kHz titanium sapphire laser, centered at 800 nm with 

a 100 fs full-width half-max and approximately 10 nm of bandwidth, is our source.1,2 

From this, 1 mJ is used for generating mid-IR for 2DIR spectroscopy while another 1 mJ 

is variously used to generate UV, visible, or near-IR for use as a pump in transient 2DIR 

experiments, as well as the occasional visible-pump visible-probe experiment.  The IR 

generation consists of two sections, each with two parallel and independent lines: optical 

parametric amplification (OPA), followed by difference frequency generation (DFG). 

Once generated, the mid-IR is divided for purposes of interferometry.  Lastly, a tunable 

portion, usually 100 μJ, of the uncompressed regenerative amplifier is removed before 

compression to be used to upconvert IR signals into the visible by means of sum 

frequency generation (SFG).

3.1.1 OPA

The 1 mJ laser output is split into three portions using a 1 inch thick fused silica 

window.  The first reflection is attenuated by reflective neutral density filters to less than 

1 μJ and focused by a 10 cm focal length fused silica lens into a 250 micron c-axis cut 

sapphire crystal mounted to a movable micrometer stage, generating white light.  The 

white light is a broad continuum of frequencies, spanning more than two octaves of 

spectral bandwidth, and generated by self-phase modulation in the sapphire.3  Self-phase 
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modulation causes an increasing index of refraction with time on the leading edge of the 

pulse, broadening the initial 800 nm to shorter wavelengths, and a decreasing index of 

refraction with time on the trailing edge, broadening to longer wavelengths.  The result is 

a temporally chirped contiuum centered around the intial 800 nm input.  The measured 

temporal width is approximately 2.5 ps.  The white light is also highly divergent.  The 

ouput is captured by a 10 cm focal length fused silica lens placed slightly further than 10 

cm from the sapphire crystal.  Though this second lens causes additional temporal 

stretching, for the purposes of the collinear optical parametric amplification used here 

this  does not effect the temporal profile of the final IR output.  The collecting lens 

slightly focuses the white light, which is then split into two portions and focused into two 

separate beta barium borate (BBO) crystals to function as the seed in two independent 

OPAs.  The crystal position is adjusted such that optimum focusing is achieved at the 
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Figure 18: Schematic for converting 800 nm titanium:sapphire laser output to the IR. 
The three identifiable stages are dual OPAs, followed by dual DFGs, and finally  
interferometry.  Labeled pars in order of left to right are: S = sapphire for white light  
generation, B = BBO for parametric down-conversion, GaSe = gallium selenide for 
difference frequency generation, ZnSe = zinc selenide wedges scanned for changing the 
t1 delay.  All blue rectangles are static delays set to the timing overlap of the incoming 
two fields, with the exception of the top two interferometric delay, the first of which is  
step-scanned for the t3 delay and the second of which can be step-scanned for pump 
probe delays.  The orange oval is the sample.  The four fields are arranged in a box 
geometry with the three fields entering the sample at three corners of a square, 
producing the signal ks in the fourth corner of the square.

BBO.  An additional delay is geometrically present in arriving at the second BBO in the 
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second OPA, which is compensated for by a second -50 cm focal length lens.  Because of 

this additional path length, and variation in otherwise 50/50 beamsplitters, the two OPA 

outputs are never exactly equivalent.

The remaining two portions of 800 nm light are approximately 100 μJ and 800 μJ. 

The low power portion is the second reflection taken from the initial fused silica window. 

After reflection, it passes through a delay stage and 20 cm focal length fused silica lens, 

then is split into two portions.  Each is combined collinearly with the white light by 

dichroic beamsplitter before being sent into a 6 mm long BBO crystal in a type I 

configuration with identical polarization, forming the two first passes.  The white light 

preferentially seeds parametric down conversion of one 800 nm photon into two tunable 

near IR photons, the signal and idler, at approximately 1400 and 1900 nm respectively. 

Energy conservation dictates that while these two photons are tunable, their energies (and 

thus frequencies) must always sum to the initial 800 nm photon energy and frequency.4 

Altering the vertical crystal angle alters the projection along the optically extraordinary 

axis with refractive index ne, which in turn alters the phase matching condition for energy 

conversion from one frequency to another, allowing the frequency separation between the 

signal and idler to be tuned to a broad range of frequencies.

The resultant mixture of white light, 800 nm, 1400 nm, and 1900 nm is filtered in 

two ways, first by passing through a dichroic beamsplitter used to combine the second 

pass pump with the returning signal and idler, and second by passing through a polarizing 

beamsplitter cube.  In a type I process, the polarization of the signal and idler—here 1400 

and 1800 nm—is identical, and opposite to their sum—here 800 nm.  The beamsplitter 

cube rejects the leftover 800 nm pump while passing both signal and idler.  Because of 

similar geometric arrangements, rejected first pass pump from the first OPA is both 

collinear and cotemporal with the second pass of the second OPA.  The additional filter is 

necessary to avoid the first OPA seeding the second OPA.  The signal and idler collimated 

after filtering by a 10 cm spherical mirror and returned nearly collinearly, with a slight 

horizontal offset, to the BBO for a second pass of amplification.

The third, high power portion of 800 nm light passes through the initial fused 

silica window and a second delay stage.  It is then telescoped down to match the size of 

42



the second pass signal and idler.  Finally, it is split into two roughly equal portions and 

combined collinearly by dichroic beamsplitter with the returning signal and idler into the 

BBO crystal, amplifying the first pass generation in a second pass.  The signal and idler 

are isolated by passing through another dichroic beamsplitter, rejecting the leftover 800 

nm pump.  The OPA output power is measured as the sum of both signal and idler power 

after filtering.  The first passes produce 1 μJ and 0.8 μJ in the first and second OPAs 

respectively, which the second pass amplifies to produce 150 μJ and 90 μJ, respectively.

3.1.2 DFG

Collinearity is extremely important in the OPAs, or the resulting signal and idler 

will experience additional spatial separation beyond spatial walkoff in the crystal. 

Moreover, use of a chirped white light introduces a temporal delay between the signal 

and idler, which is added to by different indicies of refraction in the BBO crystal for the 

different frequencies, causing temporal walkoff in the crystal as well.  To compensate, the 

signal and idler from each OPA are separated by dichroic beamsplitter and pass through 

an interferometric delay.  This allows the signal to be delayed with respect to the idler, 

overlapping them again in time.

Once overlapped temporally and spatially, the signal and idler frequencies 

generated by the OPAs are directed into two gallium selenide crystals, one for each OPA. 

This generates light at the difference between the two frequencies—here approximately 

5000 nm, or 2000 cm-1.  The IR is filtered by passing through a removable dichroic 

beamsplitter that rejects leftover signal and idler.    Removing the filter allows the signal 

and idler to propogate collinearly along the same path as the generated IR.  While the 

mid-IR cannot be detected directly, the signal can be seen with readily available IR cards 

or IR viewers.  This eases alignment greatly.  The filter is then replaced once alignment is 

achieved.  From the 150 μJ and 90 μJ OPA total powers of signal and idler, approximately 

half is measured after interferometry and DFGs.  This generates 2 and 3 μJ of 2000 cm-1 

with a bandwidth of greater than 150 cm-1 and pulsewidth of approximately 100 fs.
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Figure 19: Pulse diagram for Fourier transform 2DIR (a) equilibrium experiments 
and (b), (c) non-equilibrium experiments.  In (a), the initial two pulses create a grating 
off which the third pulse diffracts, producing the detected signal.  Non-linear 
experiments discussed further on are performed by inserting an excitation either 
before the 2DIR experiment, allowing for 2DIR monitoring of a proceeding reaction, 
or between 2DIR excitation and detection, allowing for correlation of excitation 
frequencies to detected frequencies through the reaction itself.

3.1.3 Interferometer

Two different methods exist to generate a 2DIR spectrum.5  The first is a 

frequency domain technique that employs narrow bandwidth excitations along with 

frequency scanning to generate a full 2D spectrum from individual excitation frequency 

strips.  The second is a time domain technique that scans the time delay between two 

broad bandwidth and uses a Fourier transform to convert the resulting time domain 

response into a frequency spectrum.  The merits of each will be discussed later.  We 

employ the Fourier transform approach to generate FT-2DIR spectra, and thus must 

generate temporally scannable broad bandwidth pulses.

The 2 μJ DFG is passes through a 50-50 beamsplitter to create the k1 and k2 fields. 

Each passes through a pair of zinc selenide wedges with one wedge placed on a motor-

controlled delay stage.6  The wedges introduce little dispersion in the infrared.  They do, 

however, provide a non-displacing and very sensitive method of generating a time delay 
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on each field.  The wedge is scanned normal to the axis of optical entry, causing the 

incoming mid-IR to propagate through greater length of zinc selenide.  Increased index of 

refraction relative to air introduces a time delay relative to the undelayed fields due to the 

decreased speed of light.  The step size is dictated by the step size of the scanning motor, 

which is 7 nm.  The result of scanning the wedge is an indirect step of approximately 0.7 

nm, providing nearly attosecond resolution (though still field limited).  The 3 μJ DFG 

similarly passes through a 50-50 beampslitter to create the k3 field, and the second 

portion is again split to produce two fields ktracer and kLO.  The first is used to align the 

experiment by tracing out the path in which the the four wave mixing signal will be 

generated, and can also be used as the probe for pump-probe experiments, while the 

second is used as a local oscillator reference for heterodyne interference detection of the 

signal.7  The k3 and ktracer fields each pass through a retroreflective stage to generate a 

non-displacing, motor-controlled time delay with 7 nm step size, providing sub-

femtosecond resolution, and the kLO field passes through a static delay stage, set to an 

sufficient time delay to generate a clean interference signal displaced from the low 

frequency envelope.  The delay resolution even on the directly motor-scanned k3 is 

greater than 100 possible points per wave cycle.

The three fields E1, E2, and E3 with wavevectors k1, k2, and k3 are arranged in three 

corners of a square and focused into the sample by off-axis parabolic mirror to 

approximately a 250 micron spot  The focal point is adjusted to coincide with the 

crossing point by use of very long 1 m focal length calcium fluoride lenses placed in the 

k1 and k2 paths, and into the path of the second DFG after IR generation but before 

separation into three portions.  The sample is a liquid solution of millimolar concentration 

placed between two 2 mm width calcium fluoride windows with a Teflon spacer of 75, 

150, or 250 μm.  The three incoming fields generate a third order polarization that emits a 

fourth field ks along the fourth corner of the square.  The signal ks is collimated by a 

second off-axis parabolic mirror, isolated by adjustable iris, and combined collinearly on 

a calcium fluoride window with the delayed kLO field.  The kLO field passes through a 

static delay set such that the local oscillator propagates ahead of the four wave mixing 

signal.  The local oscillator is 100 fs in duration, whereas the four wave mixing signal 
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persists for many picoseconds.  Thus, placing the local oscillator earlier in time reduces 

direct temporal overlap between the two fields.  This overlap has been calculated to cause 

additional phase distortions and noise on the signal, resulting in both distorted absolute 

value 2DIR spectral lineshapes and make computing the absolute value spectra through 

phasing the rephasing and non-rephasing spectra extremely difficult, if not impossible.

3.1.4 Two-dimensional spectra

An FT-2DIR spectrum is obtained by collecting many interferograms of ks and kLO 

while scanning and recording the time delay t1 between k1 and k2.  Each interferogram is 

converted to the frequency domain, then Fourier transformed.  The signal is isolated from 

the low frequency envelope by super-gaussian window and inverse Fourier transformed 

back to the frequency domain.  The collection of these spectra are then Fourier 

transformed along the t1 axis to produce the conjugate excitation frequency axis ω1.  The 

detection frequency axis ω3 is the CCD detected frequency after filtering.  Heterodyne 

detection of the signal allows extraction of the full signal field, necessary for phased 

detection of 2D spectra.

A series of two dimensional spectra can be taken by iterating the above process 

while stepping the k2 delay.  This provides a finely controlled set of 2DIR spectra that are 

vibrational snapshots of the system for a given “waiting time” t2.  This can be thought of 

as the allowed propagation time between labeling the molecule (k1 and k2 excitation) and 

subsequent readout of molecular evolution (k3 excitation and resulting signal emission). 

This yields the three dimensional data dependent on two frequencies ω1 and ω3 and on 

one time t2.

3.1.5 FT-2DIR vs. double resonance 2DIR

There are advantages and disadvantages to employing both methods of 2DIR 

spectroscopy.  Both require the generation of mid-IR as described through 3.1.2, but from 

there they differ.  The narrow bandwidth pump, broad bandwidth probe double resonance
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Figure 20: (a) Fourier transform 2DIR pulse generation schematic from DFG on as 
compared to (b) Double resonance pulse generation method.  The double resonance 
method uses a simpler design, but requires a temporally longer pump pulse.

method takes the relatively broad mid-IR output from the DFG and generates a narrow 

pulse using one of any available methods.  The most commonly employed technique uses 

a tunable Fabry-Pérot interferometer, or etalon, which selects a narrow frequency that is 

resonant with the etalon length.5  This functions exactly like a laser cavity, amplifying 

any frequency whose wavelength constructively interferences upon reflection and 

suppressing all other frequencies.  Note that this technique by nature requires a 

sufficiently narrow IR bandwidth to begin, i.e. less than a full octave of bandwidth must 

be employed or multiple frequencies will be resonant in the etalon.

The advantages to using a narrow bandwidth pulse include direct detection of the 

absorptive spectrum, ease of alignment, and simplification of 2D spectrum generation. 

Because the two initial field interactions k1 and k2 occur collinearly from the same pulse, 

the 2D signal emits collinear with the k3 probe and includes both the rephasing and non-

rephasing pathways together.  The signal is then detected interferometrically by 

interference with the k3 field.  This simplifies every aspect of  2D spectrum generation, as 

less optics are involved in creating the fields, and fewer beams are necessary to align 

because of collinearity.  The drawbacks to employing narrow bandwidth pulse include the 

inherently smaller information subset detected, reduced temporal resolution, and a high 

background signal.  Because the absorptive spectrum is detected directly, not all 
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information contained in the rephasing and non-rephasing spectra is recorded.  Instead, 

the absorptive spectrum is the sum of the real parts of the two spectra, meaning any 

pathways that interfere and cancel with not be represented in the resulting signal.  The 

dispersive spectrum is calculable as well, though often overlooked, but contains the same 

limitation, in that it is composed of the sum of the imaginary parts.  Additionally, by the 

Fourier transform relationship, a narrow bandwidth excitation will have a larger temporal 

width.  This limits the resolution in either the time or frequency dimension.  A higher 

frequency resolution requires a narrower bandwidth, in turn requiring a wider temporal 

width, and vice versa.  Thus frequency resolution at early times is necessarily impossible 

to achieve with the double resonance method.  Additionally, a longer temporal width will 

result in lower peak power, which in turn results in a lower signal strength.  Finally, by 

employing a collinear geometry for the initial excitation, the signal is emitted collinearly 

with the probe field.  While this simplifies actually detecting the heterdyne signal, it also 

creates a large background upon which the signal is superimposed.  This makes finding 

the signal for weak absorbers more difficult.

The Fourier transform method proceeds as described in 3.1.3 and 3.1.4.  The mid-

IR output from the DFG is replicated into several fields, which are then arranged non-

collinearly to produce a signal in a background free direction.  This eases signal detection 

in weak absorbers, and simplifies attribution of signal features as the signal is not 

interfering with an additional field.  Because a narrow bandwidth is not required, the full 

bandwidth available can be used, resulting in temporal pulse widths limited only by the 

width that can be generated out of the DFG.  This provides excellent temporal resolution. 

Spectral resolution is achieved by longer temporal scans, which can actually be 

performed, or the interferograms simply padded after the fact with additional points at 

times longer than signal is actually generated.  This sidesteps the Fourier transform 

relationship between temporal and spectral width and allows high resolution in both, 

making acquisition of fine frequency resolution at early times possible.  Finally, the 

rephasing and non-rephasing spectra are detected independently, making additional 

information available.  The drawbacks to employing the Fourier transform method 

revolve around additional experimental constraints and a higher degree of complexity. 
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The DFG outputs must be split into multiple fields, which must then be aligned 

separately, and an invisible signal further aligned once it is generated.  In practice, these 

concerns are minimal.  Indeed, we have also employed the collinear excitation method 

using a Fourier transform and temporal scanning rather than frequency scanning.  This 

can be done by making the two pump fields k1 and k2 as shown in Figure 3 collinear and 

scanning the time delay between them in the same manner.  The signal then emits 

collinearly with the third field k3 as in the double resonance method.  It was found that 

signal strength is extremely sensitive to collinearity, and signal levels significantly lower 

than the non-collinear design.  Together with the inherent coupling of temporal and 

spatial resolution in the collinear double resonance method, non-collinear FT-2DIR 

presents a more attractive experimental profile.

Figure 21: Upconversion of signal and local oscillator fields by sum 
frequency addition to a highly stretched chirped pulse.  L = lithium 
niobate crystal used for SFG.

3.2: Upconversion

The incoming oscilator into the regenerative amplifier is deliberately highly 

chirped for amplification by passing through a grating stretcher.  This is required to fully 

amplify the incoming seed without burning the titanium sapphire crystal.  The laser is 

then recompressed after amplification, resulting in both a high power and short pulse. 

This process uses a folded grating compressor, where the amplified chirped ti:saph output 

is dispersed from a grating and returns after reflection from an adjustable retroreflector, 

which can be used to adjust the final laser compression.  The initial diffraction via grating 
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is necessarily slightly lossy, as gratings are never perfect.  The result is a series of grating 

reflections of positive and negative order, and an undiffracted zero-order reflection.  This 

reflection is still highly chirped, and is ordinarily dismissed as loss.  We have made use of 

it in a novel application, however, by using this chirped pulse to upconvert the IR signals 

into the visible using SFG.2  This innovation provides many benefits, including increased 

sensitivity and decreased acquisition time. The work described in this thesis is not only 

the first of its kind with respect to the methods developed to generate the transient 

nonlinear signals, it is also the first to employ upconversion detection. In fact, much of 

what was accomplished was made possible precisely due to the enhanced sensitive 

provided by chirped-pulse upconversion (CPU).

Initially our implementation of CPU was done using the zero order reflection 

from the compressor grating.  Sufficient work on low power IR signals, however, 

indicated a preference for the ability to tune the amount of chirped pulse available for 

upconversion.  Further, in replacing the compressor grating with a newer model after 

damage was discovered, it was found that the zero-order reflection had diminished to less 

than 10 μJ of energy.  Use of the zero-order spot was succeeded at this point by insertion 

of a half-wave  plate and a polarizing beamsplitter oriented horizontally, both coated for 

anti-reflection at 800 nm.  The wave plate allows the polarization of the laser output to be 

adjusted before entering compression.  The polarizing beamsplitter then passes the purely 

horizontally polarized portion for compression in the stretcher while reflecting the 

vertically polarized portion out of the laser as the chirped pulse.  This has allowed us to 

directly adjust the power of the chirped pulse for upconversion, proving invaluable for 

small signals.  The additional chirp imparted by passage through the polarizing 

beamsplitter is small and primarily linear, and is easily compensated for by adding a 

small additional delay in the compressor.

Given a changing time delay between the initiation of signal at interaction with k3 

and the center of the chirped pulse, the signal will temporally overlap with a changing 

chirped pulse frequency.  This results in a drift in the upconversion frequency, which is 

eliminated by locking the two to the same delay stage.  The chirped pulse exits the laser 

and is telescoped down, then passes through a retroreflector mounted to the k3 delay 
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stage.  The chirped pulse is then delayed statically to temporally overlap with the signal 

and local oscillator and focused by a 20 cm spherical mirror into a wedged lithium 

niobate doped magnesium oxide crystal non-collinearly with the signal and local 

oscillator, also focused by the spherical mirror.  The chirped pulse is sufficiently long in 

time that signal reflections in the crystal still temporally overlap and can thus still 

upconvert.  A wedged crystal is employed redirect additional reflections and prevent 

interference.

Two lithium niobate crystals are employed in separate experiments for two 

purposes.  First, a thin crystal wedge of width 0.3 to 0.8 mm is employed for large 

amplitude signals where larger detection bandwidths are required.  Second, a thicker 

crystal of width 4 to 4.5 mm is employed for low amplitude signals.  Non-linear 

amplification occurs proportional to the length squared of the crystal used, translating to a 

factor of 20 signal amplification of the thicker crystal over the thinner.  Conversely, the 

bandwidth acceptance decreases as the inverse of the crystal length, producing a smaller 

range of upconverted frequencies in the thicker crystal.  The thicker crystal dimensions 

were chosen to still provide 100 cm-1 of upconverted bandwidth.  In practice, due to real 

world concerns, this is closer to 80 cm-1 due to the steep drop off in phase matched power. 

The thinner crystal produces greater upconverted bandwidth than the IR pulses and is not 

limiting.

The bandwidth of the chirp pulse is 10 nm with a 350 ps FWHM, approximately 

700 ps from base to base.  The linear chirp over the relatively long time comparted to the 

signal provides a narrow frequency for signal upconversion, with the four wave mixing 

signal on the order of several picoseconds in time overlapping with only a narrow 

frequency slice of the chirped pulse.  The SFG signal for the 800 nm chirped pulse plus 

the 5000 nm signal is centered around 690 nm.  A short wavelength pass filter removes 

the 800 nm chirped pulse, and the signal is dispersed by a 1200 grooves/mm grating in a 

spectrometer and detected in the wavelength domain by conventional CCD camera.  The 

spectrum is detected synchronously with the laser output at 1 kHz by camera triggering 

and by limiting the active area of the CCD array to 1340x20 pixels that are binned 

vertically to produce one 1340 pixel spectrum.
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A slight vertical tilt is observed in the upconverted spectrum.  This is due to the 

conservation of momentum in the wave vector addition in the SFG process.  A signal of 

finite temporal width will upconvert with a, albeit narrow, range of chirped pulse 

frequencies.  Higher chirp pulse frequencies contain a slightly higher energy, such that 

addition of the signal and chirped pulse wave vectors, which is weighted by their 

energies, results in a range of upconverted wave vectors with slightly differing angles. 

The phase matching angle of the crystal is arranged to be in the horizontal dimension. 

The signal and chirped pulse are thus arranged non-collinearly in the vertical dimension 

upon entering the crystal, resulting in the spread in wave vector angles also being vertical 

(as well as removing non-collinear phase matching concerns).  The spectrometer-

diffracted line is then titled over approximately 5 vertical pixels of the CCD camera as 

well as being dispersed across the 1340 horizontal pixels.  The vertical binning ensures 

that this tilt has effect on detection.

3.3: Transient spectroscopy

3.3.1 Narrowband excitation

Photoexcitation frequencies were derived in two ways.  Using the remaining 1 mJ 

of source laser, a narrow bandwidth pump at either 400 or 266 nm was obtained by 

doubling or tripling the laser fundamental.  Alternatively, a broad bandwidth non-

collinear optical parametric amplifier (NOPA) was implemeted to produce tunable pulses 

across the visible.  The NOPA will be discussed in the next section, while the doubling 

and tripling are briefly mentioned here.

The 1 mJ of 800 nm is attenuated, collimated and directed at normal incidence 

into 400 micron thick BBO cut at θ = 29.2˚ and Φ = 0˚.  This is the optimum phase 

matching angle for the production of the second harmonic 400 nm of 800 nm.  The 

resulting near UV is necessarily collinear with the 800 nm pump, and is separated by use 

of two narrowband mirrors that reflect only the second harmonic at great than 90% 

efficiency.  The output power of 400 nm is made tunable by use of a polarizing 
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beamsplitter and waveplate placed in the 800 nm fundamental, where these introduce less 

temporal broadening.  Powers over 100 mJ have been achieved, though actual 

experiments were generally performed with between 1 and 10 mJ.

Production of the third harmonic 266 nm of 800 nm is achieved by a similar 

mechanism, but in two stages.  The 1 mJ of 800 nm is attenuated and passes through the

White light 
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α

Superfluorescence cone

400 nm 
pump
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Figure 22: (a) Optimum phase matching angle for two incoming fields with separation 
angle α in the BBO crystal.  A angle of 0˚ corresponds to collinear, which requires  
several degrees of crystal angle to cover the visible.  At 3˚ of separation, however, a 
crystal angle just over 30 degrees covers from 475 nm to more than 800 nm of  
bandwidth. (b) Illustration of the superfluorescence cone created by parametric 
downconversion of the incoming 400 nm pump based on the vectors shown in (b).  The 
cone angle is dictated by the BBO crystal angle, and in turn dictates the optimum 
crossing angle α between the pump and the seed.

same polarizing beamsplitter and waveplate for tunable output power, and is then focused 

by a 25 cm fused silica lens into the same BBO crystal used for doubling, placed several 

centimeters before the focus.  Instead of rejecting the remaining 800 nm, however, it 

remains collinear with the 400 nm second harmonic, and the pair continue focusing into a 

second 300 micron BBO crystal cut at θ = 44.3˚ and Φ = 0˚.  This is the optimum phase 

matching angle for the SFG process of 800 nm plus 400 nm, resulting in the third 

harmonic 266 nm.  It was found that, although some temporal walkoff is introduced by 

propagation through the first BBO doubling crystal, the addition of a dispersive material 

between the two BBO stages was both ineffective and unnecessary in generating 
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sufficient output power for experiments.8  The third harmonic is filtered by four passes on 

narrowband mirrors that reflect only 266 nm at greater than 90% efficiency.  Powers of as 

high as 10 mJ were measured, though actual experiments were performed with between 1 

and 5 mJ.

3.3.2 Broadband generation and excitations

To access portions of the visible spectrum unavailable using narrowband SFG 

methods, a NOPA was implemented.  In an optical parametric amplifier (OPA), the 

incoming fields are aligned collinearly.  This simplifies both the theoretical and 

experimental concerns regarding the field-crystal angle, and generally results in a fixed 

preferred frequency of parametric conversion with a relatively narrow bandwidth.  In 

BBO, for parametric down-conversion of 800 nm to ~1400 and ~1900 nm, the limiting 

bandwidth is determined by the longer wavelength 1900 nm, resulting in approximately 

300 cm-1 of bandwidth.  This is more than sufficient in the IR to cover several transitions 

of interest.  In the visible, however, for parametric down-conversion of 400 nm to ~550 

nm (here the complementary ~1500 nm is of no interest), the bandwidth is only around 

30 cm-1.  In the visible, centered at 550 nm, this generously yields a field spanning 549 to 

551 nm.  Even 300 cm-1 of bandwidth at 550 nm yields a field with only 20 nm of 

bandwidth.  Clearly, this method is insufficient for generating broad bandwidth pulses.

This is acceptable for simple transient excitations in the visible, as most visible 

absorptions are very broad.  Any frequency generated within that broad absorption is 

generally sufficient to excite the transition of interest.  Further, OPAs can be tuned by 

angle, so as long as a single experiment does not require the broad bandwidth or multiple 

excitation frequencies, the transient pump can simply be tuned between experiments. 

Generating visible by parametric down-conversion, however, is limited to frequencies 

less than the initializing pump, in this case doubling of the ti:saph output to 400 nm.  This 

leaves the near UV range below 400 nm impossible to access.  Many reactions can be 

initiated by molecular absorption in this region, making it of vital importance to access 

with a pump pulse.

The solution to both the tuning problem and the higher energies problem is the 
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implementation of a non-collinear OPA (NOPA).  The phase matching bandwidth for a 

given field highly depends on the incoming angle.9  A NOPA takes advantage of changing 

this angle for only one of the incoming fields, resulting in a higher bandwidth for this 

field, while retaining the angle of maximum parametric conversion between fields.  The

Figure 23: Schematic of the NOPA implementation.  Labeled items are: S  
= sapphire for white light generation, B1 = BBO crystal cut at 29.2˚, B2 = 
BBO cystal cut at 31˚.  Stage 1 generates 5 μJ of broadband visible, Stage 
2 amplifies to 50 μJ.

result is a much broadened phase matching bandwidth, over almost the entire visible 

spectrum.  When seeded with a low power white light continuum, easily generated in a 

sapphire crystal, the result is parametric conversion of over 2500 cm-1 of visible 

bandwidth, which is sufficient to cover over 100 nm centered at 550 nm.  This, too, is 

tunable, allowing for very broadband coverage of the entire 400 to 800 nm region.

Using 250 μJ of laser output at 800 nm, a small portion is attenuated and used to 

generate white light by focusing into a sapphire crystal.  This is the same procedure used 

in generating the seed for the OPAs in converting 800 nm light to near IR.  The white 

light is collimated by spherical mirror to reduce further dispersion.  The remainder is 

collimated into a BBO crystal cut at θ = 29.2˚ and Φ = 0˚.  This is the optimal phase 

matching angle for type I SHG, producing 85 μJ of 400 nm light, which is then used as 
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the pump for parametric down-conversion into the visible.  The white light is focused by 

a 15 cm focal length spherical mirror with an external angle of 6˚ relative to the 400 nm 

pump (corresponding to an internal angle of 3˚), which is focused by a 25 cm fused silica 

lens.  The two converge on a second BBO crystal cut at θ = 31˚ and Φ = 0˚, the optimal 

NOPA angle for type I conversion, as indicated in Figure 3.4.

Electromagnetic pulses have a fundamental minimum temporal width related to 

the amount of spectral width due to the time-frequency Fourier relationship.  A pulse with 

a spectral width of 1 cm-1 has a so-called transform limited temporal width of Δt = 

(Δυ*c)-1, or 33.3 ps, where c is the speed of light, Δυ is the spectral bandwidth, and Δt is 

the temporal width.  To achieve few femtosecond temporal widths, then, requires a 

spectral bandwidth of more than 3000 cm-1.  The transform limit, however, assumes 

temporal alignment of the entire range of frequencies present in a pulse.  Dispersion, 

which is dependent on frequency, will result in those frequencies spread out in time.  In 

particular, second-order spectral dispersion results in a first order temporal dispersion, 

also known as a linear chirp.  The frequencies are spread out linearly in time, with a 

positive chirp increasing in frequency with time and a negative chirp decreasing in 

frequency with time.

Because of the nature of both the white light seed and the parametric down-

conversion, the resulting pulse is broadened relative to the 100 fs input (here closer to 85 

fs due to narrowing during doubling of 800 nm to 400 nm).  The visible output centered 

at 550 nm is chirped over ~500 fs.  Shorter pulses achieve two goals: firstly, they provide 

better time resolution for visible experiments.  In combining visible excitation with 2DIR, 

this is important to allow closer arrangement of the visible excitation in time to the IR. 

Secondly, in order to reach the near UV for excitation, we can double the NOPA output 

using SHG in BBO.  Furthermore, better non-linear conversion of first to second 

harmonic is achieved with higher peak powers.  Thus, in order to reach viable energies in 

the near UV for use in transient 2DIR experiments, the NOPA output must be compressed 

from chirped to transform limited.10

Previous work has had much success in generating broadband visible pulses using 

modified NOPAs that include spectral broadening of the pump for greater angular phase 
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matching in the BBO crystal, temporal broadening of the pump for greater temporal 

overlap with the highly chirped white light seed, pre-compression of the white light to a 

shorter temporal pulse width, and pulse front tilting to best match the seed beam 

profile.11-14  Each of these methods provides a broader resulting bandwidth at some 

expense.  In the case of spectral broadening, a prism is often employed, which while 

increasing the angular dispersion also serves to increase the higher order spectral 

dispersions of the pump.  This effect is not negligible to a transform limited 100 fs 400 

nm pulse.  In the case of temporal broadening, output power is lowered twofold, as some 

pump power is lost in stretching the pulse and further output power is lost due to lower 

peak power in the BBO crystal.  In the case of pre-compression, the use of a grating 

compressor adds a great deal of length and complexity to the optical setup for marginal 

gains.  Indeed, calculations show that compression is highly dependent on the white light 

output, and in some cases it cannot be compressed at all.  In the case of pulse front tilting, 

complicated apparatus are again needed to produce a result that is impossible to visually 

identify, making optimization problematic.

Especially when introducing additional temporal broadening elements, the final 

NOPA output will need to be compressed to achieve the goals above.  Though mirrors are 

available that provide some dispersion upon reflection, the total amount is usually very 

small, generally on the order of 50 fs2.  A broadband NOPA output on the other hand can 

be chirped over 1000 fs2, requiring many passes on very expensive chirped mirrors. 

Additionally, chirped mirrors are designed for maximal second order and minimal higher 

order dispersion, but still impart a small amount of the higher order.  Multiple passes will 

accumulate additional higher order dispersion, eventually resulting not in a transform 

limited pulse, but in a more complicated pulse structure in higher orders than linear 

temporal dispersion.

To compensate for all orders of dispersion we have implemented a phase mask 

that can manipulate the phase of each frequency individually to the resolution of the 

mask.15  The NOPA output is dispersed from a grating and collected by spherical mirror. 

This collimates the dispersed frequencies in the horizontal direction while focusing the 

vertical to a single pixel line.  This is imaged onto our phase mask, a electro-optic 19 
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pixel membrane deformable mirror.  The 19 channels provide the control to implement up 

to a 22nd order polynomial on the mirror surface (including the two pinned edges) in the 

horizontal dimension, allowing it to correct up to very high order dispersions.  Though 

there is some spatial dispersion produced by a smooth membrane deformation, this is 

Figure 24: NOPA compression process.  In (a), the NOPA enters a folded grating 
compressor, where a 19 channel deformable mirror alters the temporal phase.  The 
incoming and outgoing beams are offset vertically for clarity.  The NOPA profile is then 
measured in (b) by ZAP-SPIDER using left over the zero-order reflection of the chirped 
800 nm output from the regenerative amplifier.  The result is an interferogram such as 
(c), from which the NOPA phase and amplitude are extracted.  The full sonogram of  
amplitude versus time is plotted in (d).

limited due to the maximum deformation distances.  The membrane operates by high 

voltage attraction of the grounded mirror surface underlayer to the channel side high 

voltage.  The edges are pinned in place, providing the central channel the largest possible 

deformation relative to zero voltage.  The central channel maximum negative 

deformation is -6 μm.  Using negative deformation on the outer channels with positive 

deformation on the central channel results in a maximum positive deformation of 2 μm. 
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Deformations of this size result in an angular spatial dispersion of much less than the 

error on the collimating spherical mirror.

To monitor the compressed output, zero-additional-phase spectral phase 

interferometry for direct electric field reconstruction (ZAP-SPIDER) was used, providing 

single shot detection of the full spectral amplitude and phase.  ZAP-SPIDER uses two 

copies of a strongly chirped pulse to upconvert an unknown pulse by sum frequency 

generation in a non-linear crystal, here BBO.16  The NOPA output was mixed with two 

copies of chirped pulse, derived from the zero-order reflection in the regenerative 

amplifier grating compressor, converting the 550 nm NOPA output to the near UV around 

325 nm.  One of the two upconverting chirped pulses was delayed with a known static 

delay Ω, known as the shear.  This gives the upconverted UV pulses two slightly different 

center frequencies ω0 and ω0 + Ω.  The value of Ω is determined by monitoring sum 

frequency generation of the two chirped pulse copies to find Ω = 0 and delaying one copy 

with a static delay stage.  The frequency can then be calculated from the known chirp of 

the chirped pulse.  Once set to an experimentally optimal value, usually around 1 THz, 

this delay remains unadjusted.  The two upconverted UV copies of the NOPA are then 

recombined with a delay τ and interfered to produce a single shot measurement of the 

NOPA.  One interferogram is taken to find τ after being set to an optimal value, usually 

around 1 ps; every subsequent frame is a complete real-time pulse characterization.

The deformable mirror was optimized in two ways.  First, the system of 19 

channels can be optimized by hand to produce the desired chirp.  Because the ZAP-

SPIDER analysis produces real-time sonogram results, the chirp can be easily tweaked 

visually by a system of 19 voltage dials with the sonograms as feedback.  Though this 

sounds like a large system to optimize, in practice the landscape is relatively smooth, 

with little coupling between channels.  Two rotations of tuning each channel voltage was 

generally sufficient to compress the NOPA output from chirped to near transform limited 

(Figure 3.7).  Optimization was performed in less than 30 seconds.

Secondly, the deformable mirror was optimized using a genetic algorithm.17  The 

19 voltage channels are conveniently 8-bit integers.  They functioned as the adjustable 

parameters.  The genetic algorithm was constrained by a flat spectral phase with no 
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higher order dispersion.  Every combination of settings resulted in conversion on a result 

very similar to Figure 7b, further indicating that the shaping landscape was very smooth 

and simple.  No improvement over the hand-optimized case was found, and genetic 

optimization running time was on par with the manual case.
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Figure 25: Comparison of (a) negatively chirped NOPA output without deformable 
mirror compression and (b) near transform limited NOPA after deformable mirror 
compression.

3.3.3 Flowing sample

The use of a high power electronic excitation in transient spectroscopy will often 

produce a long-lived response in the system.  This necessitates a new sample volume for 

each laser shot in order to avoid measuring the photobleaching rate or thermally driven 

processes as well as any other dynamics of interest.18,19  The can be done using a flowing 

sample volume, which was achieved using two configurations, each with their own 

merits.  Strong photobleaching was observed without a flowing sample down to 1% 

molecular excitation (ΔmOD < 30) with both delayed and incomplete recovery over 

several minutes, further indicating the necessity of a refreshed sample after each UV 

excitation.

Initially, a wire-guided jet was used to the specifications given by Bradforth et 

al.20  A wire-guided jet provides a flowing fluid film suspended between the two sides of 

a bent wire inserted into a narrow, crimped flow tube.  The thickness of the film is 

dictated by the wire thickness, the wire separation, the initial aperture thickness, and the 
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vertical extent of the film.  Our system used a 250 μm wire with a 200 μm crimped 

aperture, a wire separation of 1 cm, and a sample length of approximately 5 cm.  This 

was verified by optical density of a sample solution to produce a 200 μm width film that 

varied little in thickness from top to bottom.  Physical contact of the wire bottom with a

sample

a b

Figure 26: Diagram of the wire-guided jet and flowing cell used for  
transient experiments.  (a) A thin wire is bent and inserted into a small  
metal tube, forming the two anchors for a downward-flowing fluid.  The  
solution is suspended above the wire in a reservoir and is gravity-fed 
only.  Solution is collected by a receptacle touching the bottom of the  
wire for smooth flow.  A peristaltic pump regenerates the reservoir.  (b)  
Two CaF windows are sandwiched in a metal frame with inlet and outlet  
ports.

receptacle cup ensures smooth flow from the wire-suspended film into a pump return, 

which regenerates a sample reservoir above the wire.  Varying the reservoir height allows 

the fluid flow rate to be adjusted such that the sample volume is completely refreshed for 

every laser shot.  The reservoir height was generally set to achieve a flow rate of 25 cm/s, 

or 250 μm/ms.  With a measured IR spot size of 250 μm, this corresponds to a complete 

refresh of the sample volume at 1kHz, sufficient to our laser repetition rate.  A refreshed 

sample volume was measured by monitoring the pump probe bleach of a flowing sample. 
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No bleach was observed.  Although a peristaltic pump is used to regenerate the sample 

reservoir from the collection volume, the wire-guided sample is not pumped, and instead 

is only gravity fed.  This helps reduce pumping noise and create a more stable film.  The 

film stability was measured interferometrically using a helium-neon laser at 632 nm to be 

excellent, with less than 60 nm root-mean-square deviation.  Because the film is a 

suspension between two wires, the film thickness varies as a function of distance from 

each wire, forming an inward-curving surface both in front and back, much like a 

concave lens.  Proper horizontal and depth positioning of the sample in the focus of the 

beam-crossing ensured little to no lensing occurred.  This left the vertical dimension free 

to adjust, allowing for the smoothest film portion to be sampled experimentally.

Though the film formed by a wire-guided jet provided excellent stability and a 

windowless sample, evaporation of highly volatile solvents proved challenging.  Coupled 

with condition-sensitive problems initiating stable film formation, the wire-guided jet 

design was replaced by a commercial flowing cell.  The cell consisted of a 100 μm teflon 

spacer sandwiched between two 2 mm windows.  Inlet and outlet flow was connected to a 

peristaltic pump.  Unlike the gravity-driven wire-guided jet, which provided a smooth 

flow over time, the flow in the commercial cell is pulsed due to the peristaltic pumping 

cycle.  Because the sample volume was consistently bounded by the windows, however, 

sample thickness did not vary with pumping.  It was therefore not necessary to smooth 

the flow, but simply ensure a refreshed sample was present for every laser shot.  This was 

accomplished using a sufficiently high flow rate.  The sample flow rate was estimated to 

be greater than 30 cm/s using the cell parameters and measured displacement volume for 

a given time.  Complete sample refresh was confirmed experimentally by monitoring the 

pump-probe bleach with a flowing sample.  No photobleaching was observed.  In both 

the wire-guided jet and flowing cell cases, non-linear pumping effects such as film 

instability in the wire-guided jet due to absorption of the pump and white light generation 

in the flowing cell windows due to non-linear self-focusing of the pump before any 

photobleaching appeared.
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3.3.4 Transient 2DIR

Transient 2DIR spectra can be taken simply by introducing an additional 

excitation pulse to perturb the system from equilibrium.21  We have applied both visible 

and ultraviolet excitation using this novel method.  The pump is not phase matched with 

the 2DIR experiment, meaning there is no condition dictating directionality in the 

application.  A single lens focuses the pump to match the size at the sample with the IR 

sizes, and the pump is introduced with as little angular deviation from the IR as possible 

to maximize the length of spatial overlap.  Visible and UV excitations often induce longer 

term fluctuations in the sample, requiring much more than 1 ms to equilibrate back to the 

initial state.  Thus, a flowing sample is implemented to refresh the actual sample volume 

at each laser shot.  This was done using first a gravity flow, windowless jet design, and 

later using a commercially available flow cell.

Two types of transient experiments have been explored.  The first, pump-probe 

2DIR (PP-2DIR, Fig. 4b) is analogous to a traditional pump-probe technique, where the 

excitation is placed temporally before the 2DIR pulse sequence.  The result is a pump-

probe type experiment where the probe is 2DIR.22-26  This extends the benefits of 2DIR 

spectroscopy to non-equilibrium processes, allowing their correlation functions to be 

similarly mapped.  Because the Fourier transform method is used, the excitation cannot 

approach τ = 0 too closely due to the necessity of scanning the t1 delay.  This limits the 

types of ultrafast dynamics that can be observed to in practice those that occur on a 

greater than 5 ps timescale.  The second method of transient 2DIR, triggered-exchange 

2DIR (TE-2DIR, Fig. 4b) does not have an analogue in more traditional pump-probe 

spectroscopy.  Here the excitation is placed between the initial 2DIR excitation by k1/k2 

and the subsequent initiation of signal by k3, during the t2 waiting time.  Continuing the 

analogy from equilibrium 2DIR, the initial two fields E1 and E2 label a vibrational 

population.  During t2, that population would evolve under equilibrium conditions; in TE-

2DIR, the equilibrium populations are transferred to non-equilibrium populations that 

evolve along the excited-state potential.  The third field interaction E3 then probes not the 

equilibrium molecular state that has evolved, but instead the non-equilibrium product. 
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Thus, a TE-2DIR spectrum correlates initial reactant vibrations to resulting products 

vibrations.21  Currently there is no other direct method to obtain this type of information

—it can only be inferred, sometimes incorrectly.

Traditionally pump-probe experiments are performed such that the equilibrium 

spectrum is taken in concert with the transient spectrum.  This allows any slow 

fluctuations of the laser to be removed and helps alleviate shot-to-shot variations.  This 

can be accomplished by mechanically chopping the excitation pulse, typically at half the 

repetition rate of the laser, resulting is a series of spectra where each odd numbered 

spectrum is of the transient photoproduct, while each even numbered spectrum is of the 

equilibrium species.  This can be integrated over many laser shots to improve signal to 

noise, and over a series of time points, to produce an equilibrium (unpumped) and 

transient (pumped) spectrum pair for each delay τ between the pump and the probe.  In 

order to highlight transient features in the spectrum relative to the large probe pulse 

background, the difference is taken, which results in a spectrum containing two types of 

peaks.  Negative-going peaks indicate a bleach of equilibrium state molecules that are 

depleted by photoexcitation, while positive-going peaks indicate a transient feature of a 

non-equilibrium product of the photoreaction.

To extend this to FT-2DIR spectra, two separate scans of t1 must be taken to 

generate two sets of spectra, pumped and unpumped.  This reintroduces the problem of 

laser drift over the time between taking the two spectra, as they are no longer temporally 

short.  Instead, the t1 scans are taken simultaneously but interleaved.  That is, the pump is 

again mechanically chopped at half the repetition rate of the laser, but now instead of 

collecting a complete pumped or unpumped spectrum, a single t1 timepoint of the 2D 

spectrum is taken.  The result is a series of spectra where every odd member is a pumped 

spectrum at a given t1 and every even member is an unpumped spectrum at a slightly 

shifted t1 (Fig. 10).  Because the frequency axis is built via interpolation, however, the 

result is two complete set of spectra, pump on and pump off, at uniform times.  These two 

sets of interleaved spectra are deinterlaced in analysis and treated separately, yielding an 

unpumped spectrum and a pumped spectrum that are subtracted to give a transient 

difference spectrum.27  This is then extended to multiple t2 waiting times similarly to
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Figure 27: The excitation field is chopped at half the laser repetition rate, resulting is  
an interleave of pumped and unpumped shots.  A 2DIR spectrum is composed of a series  
of these shots.  The two sets are deinterlaced and Fourier transformed separately, 
resulting in two 2DIR spectra: one with the pump on and one with the pump off.  
Transient features are often small and swamped by the larger equilibrium features. 
Thus the difference is often taken between the two spectra, resulting in a spectrum with 
negative-going bleaches that denote a removal of ground state molecules and positive-
going transients that denote a non-equilibrium species.
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equilibrium 2DIR spectra.

This novel method of transient 2DIR stands in contrast to previous double 

resonance transient 2DIR experiments.  The primary advantage of the Fourier transform 

method lies in the accessibility of shorter delay times within the 2DIR pulse sequence. 

Double resonance experiments that use an etalon cannot access dynamics earlier than ~2 

ps due to the long tail of the first infrared pulse.  The waiting time resolution of the 

Fourier transform method used here, however, is limited only by the infrared temporal 

width.  A pulse width of 100 fs gives us access to dynamics such as fast IVR that are 

otherwise impossible to resolve in the hybrid time-frequency method employed by the 

Hamm group.

The result is a four dimensional data set dependent on all three 2DIR parameters, 

ω1, ω3, and t2, as well as the pump probe delay τ as measured from the pump to the second 

IR interaction with k2.  Because of the use of scanning in the equilibrium 2DIR 

experiment, an exact pump probe delay analogous to the one dimensional case is difficult 

to assign; does the non-equilibrium state evolve from the 2DIR experiment beginning at 

the first application of k1, or later?  In fact the 2DIR pulse sequence is always of finite 

temporal width, meaning some degree of transient evolution will be bound up in the 

various 2DIR delays.  Particularly, this adds additional dynamics being monitored to the 

waiting time beyond those present in the equilibrium case.  Both equilibrium decays and 

non-equilibrium evolution will be present.
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Chapter 4

A Transient 2DIR Examination of Tungsten 
Hexacarbonyl

4.1: Design and testing using dimanganese decacarbonyl

Many experimental challenges exist in applying transient 2DIR to large 

molecules.  Molecular response must be both sufficiently diffuse to ensure sampling of 

the dynamics of interest, as well as sufficiently resolved as to allow a spectroscopic 

method of reaction monitoring.  Together with the inherently lower signal amplitudes of 

non-linear measurements,1 multidimensional transient measurements on larger molecules 

are only now being attempted.2  In order to understand and interpret the results of such 

experiments, a complete understanding of transient 2DIR spectra is first necessary.  Thus 

applying transient 2DIR to first a set of smaller systems, which are more easily modeled, 

provides an excellent avenue to explore transient 2DIR effects.

Initially transient 2DIR experimental procedure was applied to our perennial test 

molecule, dimanganese decacarbonyl (Mn2(CO)10, DMDC).3,4  The metal carbonyl series 

is of great interest as catalysts in directed hydrocarbon reactions, as well as being 

important donors in carbonyl addition reactions.5-7  Additionally, transient 2DIR can aid 

in understanding the early time molecular motions that occur on CO removal, in order to 

better understand and utilize metal carbonyl catalysis.  DMDC has proven to be an 

excellent beacon in constructing and testing both our 2DIR and transient 2DIR 

experimental setups.  Carbonyls provide one of the highest IR oscillator strengths, 

making metal carbonyls extremely good absorbers of infrared.8  In turn, this provides a 

strong and clear signal for building and tuning the experimental 2DIR.  In addition to 
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that, many metal carbonyls undergo high quantum yield photoreactions at easily 

accessible frequencies.  Unfortunately, DMDC provides a less tractable transient 2DIR 

spectrum.  Clear indications of transient effects can be observed, making a transient 

signal easy to isolate, yet the actual transient features for one excitation nearly overlap, 

proving difficult to analyze.9-11

DMDC undergoes two important photoreactions that have been previously 

reported, corresponding to two distinct absorption features in the UV absorption 

spectrum.9,10  UV-pump, IR probe experiments have shown that when excited near 400 

nm, DMDC undergoes metal-metal cleavage, producing two monomer radicals. 

Additional experiments then demonstrated that when excited near 300 nm, DMDC 

undergoes metal-carbon cleavage, releasing a CO into solution.  The branching ratio is 

not exclusive to one product by tuning the excitation frequency, but previous studies have

400 nm

300 nm

Figure 28: UV/Vis reaction pathway for the dissociation of DMDC.
Excitation near 400 nm cleaves the manganese-manganese bond, resulting 
in two identical radical monomers, while excitation near 300 nm causes 
cleavage of a metal carbon bond, resulting in a bridged metal carbonyl  
and a free CO.
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1982

2012

2045

Figure 29: Excitation at lower energies produces overlapped transient spectra.
The DMDC parent absorption at 1982 cm-1 results in a bleach that obscures the 
pentacarbonyl product absorption at almost the same frequency.  This necessitates  
additional fitting analysis to produce the product peak width as a function of pump-
probe delay.

found a greater than 9:1 ratio of monomer product formation for excitations wavelengths 

longer than 350 nm and a less than 3:1 ratio of free CO product formation for excitations 

wavelengths shorter 300 nm.

Both reactions result in bands that overlap the equilibrium absorption bands of 

DMDC as shown in pump probe spectra.  In the metal cleavage monomers, one new band 

is reported at 1982 cm-1, overlapping exactly with the low frequency 1982 cm-1 band of 

the parent DMDC.  In the carbonyl cleavage Mn2(CO)9 product, several new bands are 

reported, partially overlapping both the 1982 and 2012 cm-1 bands of DMDC.  Additional 

bands are reported at lower frequencies, as well, with one near 1700 cm-1 attributed to a 
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bridged carbonyl shared by both metal centers.  These combinations of bands results in 

transient 2DIR spectra that contain many overlapping peaks, which hinders analysis of 

transient photoproduct behavior. The isolated bridging peak would be easier to analyze, 

but is difficult to produce experimentally using the current pulse bandwidth and tuning. 

Advances in broader IR pulses will soon make this region more easily accessible, making 

CO bridge formation a more viable avenue of study.

Figure 30: Higher energy excitation preferentially cleaves a carbonyl.
The branching ratio is lower than in the 400 nm photoreaction, resulting 
in several transients, which overlap both the parent bleaches and each 
other at early times.9

Despite the overlap of transient bands, they can nevertheless be analyzed by 

careful extraction of the two components.  Both the triggered-exchange (TE-2DIR) and 

the pump-probe (PP-2DIR) methods of transient 2DIR were applied.  The signal level of 

TE-2DIR was found to be weak, a result of scrambling of reactant vibrational modes by 

excitation through the transition state.  TE-2DIR spectra can be understood in the 

following way: transient peaks arise due to new frequencies detected after stimulation of 

emission by k3 whose initially labeled frequencies belonged to the equilibrium parent 

molecule.  Thus, a transient peak correlates excitation frequency of the parent with 

detection frequency of the product.12  In the TE-2DIR spectrum of DMDC (Fig. 2a), 
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Figure 31: Transient 2DIR of DMDC excited by 400 nm light.
(a) TE-2DIR of DMDC.  The transient mode at 1982 cm-1 contains contributions 
primarily from the parent E modes at 2012 cm-1, but with a small amount of the parent  
A2 mode at 1982 cm-1 as well.  (b) PP-2DIR of DMDC.  Lineshape analysis is  
complicated by overlap of the parent decacarbonyl and product pentacarbonyl bands.

though the majority of the pentacarbonyl product mode at 1982 cm-1 comes from a 

contribution by the parent E modes, indicated by the positive band at ω1 = 2012 cm-1, ω3 

= 1982 cm-1, a small portion is also due to the low frequency A2 parent mode, indicated 

by the band at  ω1 = 1982 cm-1, ω3 = 1982 cm-1.11  Some mixing of vibrational modes 

during the reaction must be occurring for multiple parents modes to contribute to a single 

product mode.

A series of PP-2DIR spectra were also taken mapping out the t2 and τ parameter 

space as shown in Figure 3.4  By analyzing the behavior of the transient peak amplitude 

as a function of waiting time and pump-probe delay, and carefully removing the bleach 

behavior, it was shown that the lifetime of the vibrational relaxation of the photoproduct 

band depended on the pump-probe delay time.  This was interpreted as a temperature 

dependent relaxation of the photoproduct.  The excitation at 400 nm is in excess of the 

metal-metal bond energy by over 10,000 cm-1, which causes initial broadening of the 

product bands.  One-dimensional pump-probe experiments have shown a distinct 

narrowing of the band as a function of pump-probe delay, corresponding to a decrease in 

vibrationally populated excited states as the initially hot photoproduct cools.  Two-
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Figure 32: A scan of t2 and τ produces a large set of PP-2DIR spectra.
The waiting time increases from left to right and the pump-probe delay increases from 
top to bottom.

dimensional experiments here show the same behavior as a function of τ, with the added 

ability to monitor the vibrational dynamics during t2.
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300 nm

solvent

solvent

300 nm,

solvent

Figure 33: Excitation of tungsten hexacarbonyl in the near UV results  
in metal-carbon bond cleavage, producing the pentacarbonyl and free  
CO.  Solvent coordination happens quickly, perhaps in a single 
coordinated step.

4.2: Transient 2DIR of tungsten hexacarbonyl

4.2.1 Experimental concerns

In order to better isolate the photoproduct vibrations from the parent spectrum, 

tungsten hexacarbonyl (W(CO)6) was examined.  Previous work on has included 

equilibrium spectral measurements as well as IR-pump IR-probe and visible-pump IR-

probe.13-19  W(CO)6 has one triply degenerate IR active T1u collective CO mode at 1982 

cm-1.  Two Raman CO modes are also present at higher frequencies (a 2020 cm-1 A1g and 

a 2120 cm-1 Eg), which are important when considering relaxation dynamics.  Previous 

transient IR work has assigned the υ = 2, 3, and 4 energies of the IR active mode to be 

3949, 5901, and 7834 cm-1 (1967, 1952, and 1933 cm-1 anharmonic transition energies) in

75



 

Figure 34: W(CO)6 transients are well separated from the parent bleach.
Two long-lived peaks appear to the red of the bleach that decay on a 
vibration lifetime scale.  Two additional peaks appear at intermediate 
times and have been assigned as the anharmonic transitions of the two 
previous transitions.  An additional peak at 1965 cm-1 is unassigned.  
Transient peaks appear broadened at early time due to excess energy 
available from the photoexcitation.

n-hexane.19  Previous transient visible studies of W(CO)6 have shown one primary 

photoreaction, where a single carbonyl is removed upon excitation near 300 nm, 

removing the issue of branching ratios from consideration.18  This excitation is in excess 

of the metal-carbon bond energy by more than a factor of two, with a bond energy of 

approximately 16,000 cm-1 and an excitation energy in excess of 35,000 cm-1, resulting in 

a highly energized photoproduct pair.  Temperature estimates put the majority of the 

energy in the metal carbonyl, with an initial temperature just following bond cleavage of 

nearly 2000 K.  More importantly spectroscopically, W(CO)6 presents a single collective 

carbonyl band at 1982 cm-1 while the pentacarbonyl photoproduct spectrum is reported to 

consist of two bands at 1928 and 1956 cm-1 indicative of the two product A1 and E modes. 

Additional transient peaks are also seen, with two of them at 1942 and 1908 cm-1 

attributed to υ1→2 anharmonic transitions.  A third peak is indicated near 1965 cm-1, 

though never discussed, leading to a further interest in studying the transient system. 
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This removes the transient dynamics from the ground state bleach region of the spectrum, 

easing analysis.

The transient 2DIR rephasing and non-rephasing spectra of W(CO)6 were taken in 

cyclohexane for a range of waiting times from -1 ps to 60 ps and a range of τ from -10 to 

150 ps.  A τ less than zero corresponds to a triggered exchange experiment where the 

photoinitiation occurs during the waiting time.  A τ greater than zero corresponds to a 

pump-2DIR probe transient experiment.  The range of τ from -1 to 5 ps was avoided to 

prevent overlap of the 2DIR experiment and the pump.  While this presents a valid 

experimental technique, the resulting experiment is a fully fifth order process and beyond 

the scope of this project.  Separating the transient pump from the 2DIR process allows the 

results to be treated as the sum of a second order excitation and a third order probe.

4.2.2 W(CO)6 results

The difference spectra were computed to highlight transients at each of the delays, 

resulting in a matrix of data, represented in Figure 8.  A broad bleach dominates at ω1 = 

ω3 = 1982 cm-1.  The parent absorption is broad compared to similar compounds that have 

been studied, with a peak width of over 10 cm-1 even in less interacting solvents such as 

cyclohexane and n-hexane.  This is further enhanced in the 2DIR spectra by excess 

energy present in the system and by the low contouring used to enhance the transient 

features.

Four transient diagonal features are visible at early waiting and pump-probe times. 

These correspond to the four features identified in the 1D pump-probe spectra. 

Additionally, cross peaks appear selectively between the transient diagonals due to 

coupling through the initial state of the system following photoexcitation and preceding 

2DIR labeling (Figure 9).  This is similar to coupling through the ground state that occurs 

in equilibrium 2DIR.  Here, however, the system is left in a vibrationally excited state by
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Figure 35: PP-2DIR spectra of W(CO)6 varying waiting time and pump-probe delay.
A broad bleach feature is prominent at all times.  At early times, transient features  
appear along the diagonal and off diagonal.  They narrow and decay as a function 
of both delays.  The low frequency diagonal at 1908 cm-1 disappears almost entirely,  
as do several transient cross peaks present at early times.

the excess energy deposited by photoexcitation.  Excitation at 266 nm imparts an excess 

36,000 cm-1 of energy into the W(CO)6 reactant, while the metal-carbon bond energy is 

only 16,000 cm-1.  Thus there is 20,000 cm-1 of excess energy localized mainly on the 

pentacarbonyl fragment, which causes excitation of a large number of low frequency 

modes that couple to the carbonyl transitions, giving rise to the broadening at early times.
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Figure 36: Peak assigments for the transient diagonal and cross peaks.
Additional diagonal peaks appear due to a hot photoproduct with a populated  
first vibrational state.  Transitions can then occur to the second excited 
vibrational manifold, resulting in two diagonal peaks for each band.  Cross  
peaks occur between the first and second manifolds in the same way.  An 
additional cross peak corresponds to labeling at |b>→|2b> but detecting at |
a>→|0>.  This requires IVR from |b> to |a> during t2.

Additionally, 20,000 cm-1 over five carbonyl transitions corresponds to several quanta of 

excitation in each.  As a result, the system is in a vibrationally hot state following 

excitation, allowing access to the second manifold directly, and thus the additional 1D 

transients and 2D diagonals (Figure 9, a→ab and b→2b as marked).

The evolution of the pentacarbonyl product was monitored as a function of 

waiting time by integration of peak volume (Figure 12).  The decay of this volume as a 

function of time in principle contains all the elements contributing to loss of signal as a
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Figure 37: Hexacarbonyl parent and pentacarbonyl product energy levels.
(a) the first four manifolds as found experimentally and by DFT calculations 
of the T1u mode are shown.  (b) the first three manifolds of the  E and A1 

modes are shown.

1928
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1880

1896
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2a

ab

2b

b→a

1942

Figure 38: Crosspeak between 1942 and 1928 cm-1 requires IVR.
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function of  vibrational waiting time: IVR, reorientation, and vibrational lifetime. 

Because of the separation of timescales, however, the middle time of several picoseconds 

reflects only the reorietational rate.4  IVR occurs within the first few picoseconds, while 

the lifetime has been reported to be 160 ps.18  As such, the 2 to 60 ps range was well fit by 

a single exponential decay, giving the reorientational rate for each peak at each pump-

probe delay.  The resulting reorientational rates were plotted as a function of pump-probe 

delay, which indicated a decrease in rate.  The diagonal and off diagonal peaks showed 

similar rates of decay around 40 ps.  The off diagonal peaks, however, showed a larger 

amplitude decay.  The off-diagonal peaks between 1927 and 1944 cm-1 correspond to 

excitation (detection) of υb→2b and detection (excitation) of υa→0.  This requires IVR of 

b→a (a→b)

Figure 39: Peak volume as a function of waiting time for υ0→a peak (1927 cm-1).
IVR occurs in a few picoseconds, while the vibrational lifetime is about 160 ps.  
The tens of picoseconds decay corresponds to reorientation photoproduct.
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Figure 40: Decrease in reorientational rate with greater pump-probe delay.
Though the timescale is similar, the early times are poorly sampled.  As a 
possible result, the diagonal peak shows less than a factor of two decrease, 
while the off diagonal peak shows a decrease by almost a factor of five.

Figure 41: Peak volume as a function of waiting time at early times.
A shift in waiting time can be seen for the early maximum, indicated by the 
vertical line.  This corresponds to only a few experimental points, making a 
rate impossible to extract.
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Figure 42: Peak maximum waiting time as a function of pump-probe delay.
The waiting time was sampled in 2 ps steps, making the time shift in peak 
maximum over only two pixels of resolution.  Nevertheless, the increase 
occurs on the timescale of vibrational cooling.

during the waiting time (Figure 11).  IVR is in this way most easily considered a 

population transfer, where here both populations are IR-active.  At early pump-probe 

delays, no growth can be seen in the cross peak amplitudes.  As the pump-probe delay is 

lengthened, a slight shift in the waiting time is observed for the maximum of the cross 

peak volume.  Though this represents only two sampled time points, too small to extract a 

rate, it can nevertheless be seen that as the pentacarbonyl product cools, the IVR rate is 

decreasing.

4.2.3 Discussion of transient W(CO)6 spectroscopy and hot photoproducts

The peaks were assigned using the experimental and calculated energy levels of 

W(CO)5.  The two diagonal peaks at 1956 and 1927 cm-1 are assigned as the fundamental 

absorptions of an E and A1 mode, respectively.  The cross peaks between these occur just 

as in equilibrium spectra, due to a shared initial state.  The diagonal peak at 1944 cm-1 is 

assigned as the υb→2b anharmonic transition.  In contrast to previous studies, the diagonal 

peak at 1908 cm-1 is assigned not to the υa→2a anharmonic transition, but rather the  υa→ab 

transition to the combination band using both our own calculations and those of 
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Dougherty and Heiweil (Figure 10).18  The  υa→ab anharmonic transition is expected at 

1896 cm-1.  Crosspeaks with the 1956 and 1944 cm-1 peaks at the very edge of the 

experimental bandwidth hint that this transition occurs where expected.  Cross peaks also 

occur between several of these diagonal peaks.  Of particularly note are the cross peaks 

which require IVR during the waiting time.

The initial excitation of W(CO)6 deposits a large excess energy into the 

photoproduct, which must then be distributed through the available degrees of freedom. 

This can occur through IVR, allowed the energy in the pentacarbonyl to equilibrate on a 

short time scale, and through coupling to the bath.  The former is responsible for 

increased peak volume at early times, while the latter is responsible for peak 

broadening.20  W(CO)6 also presents unusual behavior.  Even in the absence of 

photoexcitation multiple anharmonic peaks are observed in the spectrum, even at low IR 

excitation energies.  It seems that ladder climbing is unavoidable for the parent molecule, 

in stark contrast to other metal carbonyls studied.18,19  The photoproduct behavior is 

similar, in that extra spectral features are observed in contrast to studies in previous metal 

carbonyls.  In part this may be due to the higher excess energy available, or it may be due 

to fewer available mechanisms of equilibration due to fewer degrees of freedom 

available.

Also unique to this system is the observation of IVR between two photoproduct 

modes at very high temperatures.  This IVR then evolves as the temperature cools. 

Previous studies show that IVR rate is directly proportional to the liquid phonon 

population of the matching energy difference between the two IVR modes.21  The 

population is given by

n j=
1

e
E j / RT

−1
.  (30)

For an energy difference of 28 cm-1 between the two modes labeled a and b this suggests 

a sevenfold increase in IVR rate from room 300 °C to 2000 °C.  Compared to previous 

metal carbonyls with IVR rates around 1-2 ps, IVR would then occur in the hot 

photoproduct on the order of the experimental resolution, 100-200 fs.  Photoproduct 

cooling occurs within 40 ps, at which point IVR rates should return to values more 
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representative of room temperatures.  Indeed, a shift of the peak maximum with waiting 

time can be observed in Figures 12 and 13.  Finer resolution may find that at early pump-

probe delays the IVR still occurs within the experimental resolution of 100 fs.  IVR at 

later pump-probe delays, however, clearly occurs on a slower timescale, more consistent 

with a cooled product closer to room temperature.

4.3: Conclusions

Transient 2DIR presents valuable tools towards understanding non-equilibrium 

dynamics by correlating frequency information across two frequency dimensions and 

through an ultrafast waiting time.  This allows for greater understanding of the system as 

compared to 1D transient spectroscopy.  Just as 1D transient spectroscopy contains 

inherent limitations, however, new complications occurs in transient 2DIR.  While the 

greater information content provides valuable insight into ultrafast IVR and vibrational 

cooling, much efforts must be expended on isolating and assigning the resulting complex 

spectra.

The photoreaction of W(CO)6 has been studied, showing similar reorientational 

times to those predicted by 1D transient spectroscopy.  A reorientational time of at most 

40 ps is nearly twice as fast as the previously studied Mn2(CO)10.  This may be due 

simply to the tungsten product containing only one monomer to the manganese two 

monomers.  The additional diagonal and cross peaks of the spectrum were assigned, with 

the peak previous assigned to the a→2a transition by transient absorption spectroscopy 

instead reassigned to transition to the combination band, a→ab.

Two additional peaks were shown to arise solely from IVR during the waiting 

time, which slowed with increasing pump-probe delay.  This is due to a decrease in the 

liquid phonon population coupled to the IVR as the product cools.  The predicted result is 

a sevenfold increase in IVR time with cooling, consistent with the shift in crosspeak 

maximum as a function of waiting time.
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Chapter 5

Vibrational Energy Transfer and Spectral Diffusion 
Dynamics in a Vibrational Aggregate with Disorder-

Induced Delocalization

5.1: Introduction

5.1.1 Dynamics

Solvation dynamics play a crucial role in reaction chemistry.1 In order to 

understand them ultrafast time resolution is required. Hydrogen-bonding in particular 

produces fast and complex solvent fluctuations, resulting in dynamics that are impossible 

to extract from a static one dimensional spectrum.2-5 Two dimensional infrared (2DIR) 

spectroscopy provides both sensitivity to solute fluctuations as well a femtosecond time 

resolution. Together, these allow the exploration of factors involved in solvating small 

molecules. Previous work has measured the frequency fluctuations in complex hydrogen-

bonded environments, including OH/OD and liquid water solutions.6 Frequency-

frequency correlations help link observable spectral evolution to underlying molecular 

dynamics using both molecular dynamics simulations and, in the case of hydrogen-

bonding, excitonic-based calculations and electrostatic maps based on ab initio 

calculations.7 Most exciton considerations, however, focus on electronic chromophores, 

where single exciton excitations are normally considered, there is generally less localized 

sensitivity, and information is reduced to a single excitonic state.8 The vibrational 

analogue can contain multiple overlapping excitons resulting from a high degree of 

delocalization.9 The local vibrational units become a useful tool to monitor both short- 
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and long-range correlations in both the molecule and its environment, while the number 

of excitons allows for the study of the interaction of many molecular modes.

Triruthenium dodecacarbonyl, Ru3(CO)12 (TRDC), is a molecule of interest in 

many ways. Used as a catalyst in CO exchange reactions, the method of rearrangement 

and extraction of particular interest.10 Harris et al. and Ihee et al. have previously shown 

that several products result from photoexcitation, each with different dynamics.11-13 In 

order to understand the reaction chemistry, however, the equilibrium solvation dynamics 

must first be characterized. This provides an excellent opportunity to study a nearly 

spherical molecule that nevertheless contains distinct internal dynamics. 

Ru3(CO)12contains three primary IR-active CO stretching bands at 2011, 2031, 

and 2060 cm-1. The high and low frequency bands are each pairs of degenerate E' modes 

composed of a mixture of axial and equatorial carbonyls, while the third, middle-

frequency A2'' mode is entirely isolated to the six axial carbonyls (Fig. 1). Additional 

peaks at lower frequencies are observed in linear spectra for solvents that interact more 

weakly with the compound, likely including a third predicted degenerate E' pair near 

2000 cm-1. The isolated mode provides a unique window to understanding intramolecular 

vibrational energy redistribution (IVR) in solvation. Because there is no overlap between 

the three ground state orthogonal normal modes, energy transfer must be considered 

using a non-ground-state model. This is accomplished by considering the normal mode 

basis in an exciton framework.9 Solvation is then modeled as a gaussian disorder, 

providing sufficient impetus to break the ground state symmetry of unsolvated Ru3(CO)12 

and induce overlap between the otherwise isolated normal modes. The result is a simple 

exciton model that predicts many of the solvation dynamics associated with highly 

interacting and hydrogen-bonding solvents.
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Figure 43: Two vibrational modes of Ru3(CO)12 as calculated by DFT.  (a) Mode 8, the 
mode which gives rise to the middle frequency band at 2031 cm-1, is labeled by atom in 
the arrangement used to generate the Hamiltonian.  Carbonyls are numbered the same 
as the oxygens, and are composed of an oxygen atom labeled n and a carbon atom 
labeled n + 12.  (b) Mode 11, one of two degenerate modes that gives rise to the high 
frequency band at 2060 cm-1.  Though the bulk of the carbonyl groups move with roughly  
equal amplitude, the CO labeled I moves significantly less, and those labeled II  
essentially do not move at all.

5.1.2 Spectral Diffusion and Intermolecular Vibrational Energy 

Redistribution

Linear IR spectra contain much information in the frequency domain in the form of peak 

positions, shapes, intensity, etc. that informs on the underlying molecular dynamics.14,15 In 

solution constant fluctuations make extraction of this information difficult, resulting in 

situations where different dynamics can produce similar linear features. Time-resolved 

spectroscopies remove the limitation of relying on static information by measuring 

dynamic processes directly in the time domain. 2DIR specifically correlates initial 

frequency to detected frequency after evolution during a waiting time, directly 

monitoring fluctuations in the transition frequencies, which reflect atomic scale 

motions.16 These correlations produce many effects on the two-dimensional line shapes 

and intensities. Analogous to in a linear spectrum, a fully absorptive 2DIR spectrum is the 

sum of the real parts of a rephasing and a non-rephasing spectrum. Rephasing spectra 

undergo phase evolution during detection conjugate to that during excitation, contrary to 
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non-rephasing spectra, and each can be represented as a separate set of Liouville 

pathways that give time and energy ordering to the excitations.17 Inhomogeneous 

broadening causes a signature tilt to absorptive 2D peaks where the rephasing spectrum is 

enhanced, resulting from an imbalance between the rephasing and non-rephasing 

pathways. Conceptually, the tilt represents the isolation of distinct local environments 

where solvation has shifted the frequency of the solute. At early waiting times the solute 

has no time to sample additional local solvation states, resulting in a high degree of 

correlation between excitation and detection frequency while simultaneously displaying a 

broadened range of solute frequencies. At longer waiting times this imbalance relaxes as 

molecular memory is lost to microstate exploration. The solute samples a larger fraction 

of the local environments, which is detected as correlation between the initial local 

environment and additional local environment frequencies. Thus, a primarily diagonal, 

elongated peak slowly relaxes to a rounded peak lacking a tilt. The frequency-frequency

Figure 44: Representative Feynman diagrams showing the excitation orders 
resulting in the t2 behavior of interest.  Diagrams (a) and (b) are non-rephasing 
pathways and (c) and (d) are rephasing pathways.  In (a) a ground state  
population evolves during the waiting time and a cross peak is produced at ω1 

= a and ω3 = b, while in (b) a coherence oscillates during the waiting time and 
a diagonal peak is produced at ω1 = a and ω3 = a.  In (c), a ground state 
population evolves during t2 producing a cross peak, while in (d) a coherence  
oscillates during the waiting time and adds to the peak at ω1 = a and ω3 = b.
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correlation can be extracted without the fully absorptive spectrum from the inhomogene-

ity index

I =
Arephasing − Anonrephasing

Arephasing + Anonrephasing ,
(31)

where A is the amplitude of a single 2D peak in a given pair of rephasing and non-

rephasing spectra, by monitoring peak amplitudes as a function of waiting time.9 The 

time dynamics of this index are generally captured by single exponential decay, which 

gives the spectral diffusion rate and lifetime of the molecule in a given solvent. 

Additional decay components such as the vibrational lifetime cancel out as they are 

expected to be the same in both spectra. Additional components may also include a static 

offset, indicative of long-time correlations beyond the scope of the experiment 

performed.

In addition to solvent induced relaxation effects, molecules also undergo 

intramolecular vibrational energy redistribution (IVR), where IR active vibrational 

populations relax into other vibrational modes (including IR-dark Raman modes).18-21 

This relaxation can be seen as an additional decay component in 2DIR peak amplitudes 

where population is being lost, and as growth in populations that increase during the 

waiting time. This can be thought of as population exchange, similar to isomeric 

exchange in more familiar systems reaction systems. Unlike the more commonly studied 

electronic exciton systems, however, where the energy barrier to population transfer is 

many times kBT, in vibrational systems the energy gap between vibrations is on the order 

of kBT. This counter-intuitively allows for population transfer in what would generally be 

considered the uphill direction on the energy landscape. Thus, two types of IVR behavior 

will be seen: where generally but not necessarily higher frequency peaks decay with a 

fast, few picosecond lifetime into either a dark mode with an undetected growth during 

the waiting time or into an IR active mode exhibiting any growth at all during waiting 

time. Though the sum of the growth due to IVR would theoretically match exactly the 

sum of the loss, decay to dark modes in practice makes this impossible.

92



5.1.3 Excitonic Modeling

2DIR spectroscopy provides access to additional hidden dynamics beyond linear 

spectroscopy, but can be difficult to interpret. A model often is necessary to fully 

characterize the molecular dynamics.7 Ranging from ab initio calculations for few-atom 

small molecules to molecular dynamics energy landscapes in large proteins, a variety of 

behaviors can be captured or overlooked. In small systems, typically few chromophores 

are found proximate. In metal carbonyls, however, the excess of CO groups on the 

molecule provide the ability to study excitations that have been previously considered 

more from an electronic standpoint.9 Excitonic models are often used in highly coupled 

electronic systems where a high degree of electron delocalization leads to a whole 

molecule picture excitation, HOMO to LUMO transitions being a general example.8 In 

vibrational systems, highly delocalized vibrational excitons have only recently been 

studied. Metal carbonyls provide a fertile framework for further exploration of these 

vibrational aggregates. Because of the coupling limitations, the vibrational energy 

landscape is in principle easily calculable as compared to electronic transitions, making 

modeling vibrational excitons much more feasible.

In an excitonic picture, a fully coupled Hamiltonian is first calculated. In 

electronic spectroscopy, the input usually includes a collection of transition frequencies 

that may or may not be complete, and few if any absolute transition amplitudes (oscillator 

strengths). A Hamiltonian is then generated that fits these constraints.22 Such a system, 

however, can be underdetermined, resulting in a range of possible Hamiltonians that will 

behave differently when perturbed.23 The additional complexity of chemically modeling 

such systems makes adding missing constraints to the system difficult. As a result, many 

excitonic Hamiltonians, while representative of a system with the given constraint 

frequencies and amplitudes, may not represent the system under consideration. In 

considering a vibrational aggregate, however, missing frequencies and amplitudes are 

easily calculated, resulting in a fully constrained Hamiltonian that can be much more 

accurate.

Using the generated Hamiltonian, solvation is modeled as a disorder in the local 
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site basis. Adding a single parameter of gaussian white noise δω to each oscillator fre-

quency ωosc and subsequent rediagonalization produces a realization of the frequency 

spectrum of the disordered excitonic system. A range of noise parameters introduced 

maps out the frequency response to disorder. Experimental spectra can then be compared 

to the model spectra using their expected disorder, where highly interacting solvents 

(highly polarizable, dipole, etc.) are considered to impart a high degree of disorder.

5.2: Experimental and Modeling Methods

The implementation of 2DIR has been described elsewhere.24 Briefly, a dual-OPA 

dual-DFG configuration generates two frequencies of independently tunable mid-IR. For 

the purposes of this experiment both were tuned to the frequency range of the CO stretch 

in Ru2(CO)12, approximately a 2050 cm-1 center frequency. The DFG output is split into 

four fields E1, E2, E3, and ELO with corresponding wave vectors k1, k2, k3, and kLO. The 

first three are focused into the sample in a box geometry, producing a four wave mixing 

signal E+/- with wave vector k+/- in the background free phase matched direction 

k±.=±k 1∓k 2+k 3 . This signal is then mixed with ELO providing a reference for 

heterodyne detection. Both signal and reference are upconverted by sum frequency 

generation in a lithium niobate crystal with leftover chirped 800 nm light from the 

regenerative amplifier. The resulting light near 690 nm is dispersed in a spectrometer and 

collected by conventional CCD camera, providing the detection axis for the 2DIR 

spectra. The excitation axis is obtained by scanning the time delay t1 between k1 and k2 

and subsequent Fourier transform after collection. A series of these spectra are obtained 

by stepping the time delay t2 between k2 and k3, which are then used to extract time 

dependent dynamics with resolution limited by the IR pulse width of 100 fs. Linear 

spectra were also taken by FTIR spectrometer to compare extracted inhomogeneous line 

widths.

From a series of 2DIR spectra, the peak amplitudes of the rephasing and non-

rephasing spectra are found at each t2 waiting time. Oscillating peaks arise from pathways 

that evolve as a coherence during t2, and are found along the diagonal in non-rephasing 
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spectra and cross peaks in the rephasing spectra (Fig. 2). The rephasing diagonal peaks 

and non-rephasing cross peaks contain terms that undergo only population evolution over 

t2, containing therefore only pure growth and decay terms.17 For the non-rephasing peaks, 

the cross peak amplitudes are plotted as a function of t2 and the corresponding decay rates 

k extracted by fitting a double exponential. These rates contain information on every 

decay process that occurs during t2, in particular any IVR that occurs. This is generally 

captured in the fast rate extracted by fitting, with the slower rate capturing the longer 

vibrational population decay. To extract the spectral diffusion rates, the difference of the 

amplitudes of a diagonal rephasing peak and the corresponding non-rephasing peak is 

divided by their sum to produce the Inhomogeneity ratio. This gives a reduced ratio 

representing the inhomogeneity of the system at each t2 waiting time. In the highly 

inhomogeneously broadened limit the ratio reduces to A[non-]rephasing/A[non-]rephasing = 1. Once 

the system has relaxed the rephasing and non-rephasing amplitudes are roughly 

equivalent and the ratio approaches the limit of 0/(Arephasing+Anon-rephasing) = 0. The decay of 

this ratio is extracted by fitting a single exponential, producing a rate kSD for the spectral 

diffusion.

To fully elucidate the experimental 2DIR results an excitonic model was 

developed. Excitonic models are more commonly used in modeling electronic systems, 

relying on the partial experimental picture of select measurable frequencies and minimal 

oscillator strength data. One advantage of studying smaller molecules is the ability to 

accurately model them using density functional theory. DFT modeling of Ru3(CO)12 

matches crystal structure data well and also finds nearly correct frequencies for the CO 

transitions.12 We therefore use the DFT-generated frequencies and oscillator strengths of 

the 12 CO modes of Ru3(CO)12 to generate a model Hamiltonian by a genetic algorithm 

search.

Using a similar process to our previous work on dimanganese decacarbonyl, the 

Hamiltonian

H = εn n n
n=1

12

∑ + J mn m n
m≠n=1

12

∑
,

(32)

95



is composed of diagonal energies εn and off-diagonal couplings Jmn. Ru3(CO)12 contains 

12 CO groups of two symmetry types, axial and equatorial, giving rise to two local 

vibrations S1 and S2.9 Symmetry dictates the relation for off-diagonal couplings C1 

through C10, producing a full Hamiltonian matrix 

H=[
S 1 C1 C5 C 7 C5 C8 C3 C9 C6 C3 C9 C6

C1 S1 C8 C 5 C7 C5 C3 C6 C9 C3 C6 C9

C 5 C8 S 1 C1 C5 C7 C6 C3 C9 C6 C3 C9

C 7 C5 C1 S 1 C8 C5 C9 C3 C6 C9 C3 C6

C 5 C7 C5 C8 S1 C1 C9 C6 C3 C9 C6 C3

C8 C5 C7 C 5 C1 S1 C6 C9 C3 C6 C9 C3

C 3 C3 C6 C 9 C9 C6 S2 C4 C4 C2 C10 C10

C 9 C6 C3 C 3 C6 C9 C4 S 2 C4 C10 C2 C10

C 6 C9 C9 C 6 C3 C3 C4 C4 S 2 C10 C10 C2

C 3 C3 C6 C 9 C9 C6 C2 C10 C10 S 2 C4 C4

C 9 C6 C3 C 3 C6 C9 C 10 C2 C10 C4 S 2 C4

C 6 C9 C9 C 6 C3 C3 C 10 C10 C2 C4 C4 S 2

] ,

again with high symmetry.

Additionally, the search is also constrained to fit the DFT calculated atomic mo-

tions (eigenvectors). This is not possible in studying electronic systems, as the electronic 

motions are not currently calculable. We found, however, that simply fitting the frequen-

cies and oscillator strengths would often result in a model whose mode motions are en-

tirely incorrect. This lead to serious concern that such a generated Hamiltonian, though 

reflective of a system with said frequencies and amplitudes, we not reflective of this sys-

tem. Thus, the full constraint is given by

f = a ω n,DFT − ωn( ) + b µn,DFT − µn( ) + c ψ n,DFT − ψ n( )
n=1

12

∑ (3)

where α, β, and γ are scaling factors to adjust the amplitudes of frequency versus oscilla-

tor strength versus wave function error. Little difference was found with a ratio of scaling 

factor less than 10 for any given pair.

The inputs are the DFT frequencies, oscillator strengths, and amplitudes, as well 
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as the axial versus equatorial oscillator strength ratio. The resulting eigenvectors from ge-

netic algorithm Hamiltonian generation closely match the DFT computed motions and re-

sult in exact agreement with the DFT transition frequencies and amplitudes. Agreement 

was found by constraining the ratio between axial mode transition dipole strength and 

equatorial mode transition dipole strength to between 1.3 and 1.6. This description ne-

glects vibrational anharmonicty, modeling only the first vibrational level of excitation. 

Though there are several methods of including higher order excitations, those states are 

unnecessary for the present work.

Once the Hamitonian is generated, disorder is introduced by adding uncorrelated 

Gaussian frequency noise to each diagonal energy for each realization of the Hamilton-

ian. A range of disorder from 0 to 20 cm-1 was used. The delocalized disordered frequen-

cies and transition moments are then determined from diagonalization of 5000 realiza-

tions of the Hamiltonian while varying the degree of noise. The transition moments are 

calculated assuming that the CO local mode transitions are parallel to the CO bond axis. 

The 1D spectrum is computed by applying a Voigt profile with input homogeneous and 

inhomogeneous widths and weighting each transition by the square of the transition mo-

ment. The modes are labeled from 1 to 12 in increasing frequency, and identified accord-

ing to their zero disorder transition moments, with modes 6, 7, 8, 10, and 11 being desig-

nated IR active and modes 1, 2, 3, 4, 5, 7, and 12 designated as Raman active. It should 

be noted that modes 1 and 2 are weakly IR active and appear in at least some of the linear 

spectra, and modes 4 and 5, while Raman active, nearly overlap in frequency with the 

strongly IR active modes 6 and 7. Raman-active mode 9 also nearly overlaps IR-active 

modes 10 and 11. This complicates the simulation results and discussion.

Disorder-induced localization is analyzed by calculating the participation ratio at 

each oscillator. Experiments in J-aggregates and light-harvesting proteins have indicated 

decreases in the size of excitons correlated with increased disorder.9,25,26 While these 

systems and molecules are large with respect to Ru3(CO)12, the vibrations are delocalized 

over a large portion of the molecule, providing a similar excitonic framework. Given each 

eigenvector ϕn the participation ratio Pn is given by
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Pn = φn( ) m
4

m=1

12

∑





−1

.

(4)

The participation ratio indicates the number of oscillators over which a given vibrational 

mode is delocalized.

5.3: Results

5.3.1 Experimental

Linear, rephasing, and non-rephasing spectra were taken of Ru3(CO)12 in a range of 

solvents including non-interacting n-hexane and the alcohol chain series. For the 2D 

spectra, data was recorded for waiting times between 0 and 60 ps to allow all relaxation 

dynamics to be observed. The three bands of Ru3(CO)12 have frequencies of 2011, 2031, 

and 2060 cm-1 in n-hexane, and deviate little in different solvents. The linear spectra show 

a trend of increasing inhomogeneous broadening in solution, where the narrowest 

linewidths of approximately 8 cm-1 occur in n-hexane and broaden to over 25 cm-1 in 

ethanol (Fig. 7b). This broadening is not uniform, however, with the 2011 and 2060 cm-1 

bands broadening by almost twice as much as the 2030 cm-1 band. Additional bands also 

appear at lower frequencies in weakly interacting solvents. Specifically, three additional 

peaks are seen at 1978, 1986, and 2000 cm-1, only one of which is predicted based on 

modeling and previous results.11 The 2000 cm-1 peak is most likely a weakly IR active 

degenerate pair of modes as indicated by DFT calculations. The 1978 and 1986 cm-1 

peaks match neither previous frequency data nor DFT calculations. We ascribe them to 

either isotopic effects or overtones of the visible IR modes, and will no be discussed 

further. Additionally, spectra in methanol deviate substantially. The three visible bands 

present in other solutions are now impossible to discern in the liner spectrum, replaced 

instead by a single broad band.
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Figure 45: Representative t2 spectra of Ru3(CO)12.  Spectra (a) through (c) are in n-
hexane, (d) through (f) are in hexanol, (a), (d) are non-rephasing at 500 fs, (b), (e) are 
non-rephasing at 15 ps, and (c), (f) are at rephasing at 15 ps.  Peaks are labeled 1 through 
9 in (a) from low to high frequency—not to be confused with mode numberings used in 
the calculations.  Circled are the crosspeaks used to fit IVR (peaks 2-4, 6-8).  In boxes 
are the diagonal peaks used to calculate the inhomogeneity ratio to fit the spectral 
diffusion (both (a) and (c)).

This is not inconsistent with model predictions at high disorder, but is also not in line 

with the broadening trend presented by the remaining alcohol series.

The 2DIR rephasing and non-rephasing spectra show lineshapes broadened by 

phasing effects (Fig. 3). This broadening is eliminated when the fully absorptive 2D spec-

trum is computed, but this is unnecessary here, as the peak amplitudes contain all the in-

formation for this paper. The 2D spectra contain three diagonal peaks corresponding to 

the three fundamental IR bands of Ru3(CO)12 in solution, as well as the corresponding 

cross peaks for excitation of one band and detection of another, even at the earliest wait-

ing times (t2 = 0 ps). This occurs because the three frequencies share a common molecu-

lar ground state, so pathways exist in each case for excitation of one mode and detection 
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of another. This gives nine fundamental peaks in the 2DIR spectra. Additionally, anhar-

monic peaks indicative of the υ1→2 transition are generally present in 2DIR spectra, shift-

ed, usually to lower frequency, by the anharmonic shift of the vibrational potential well. 

No such anharmonic peaks are seen here, however, indicating one of two possibilities. 

Firstly, the anharmonic shift could be sufficiently small for Ru3(CO)12 as to hide these 

peaks under their corresponding fundamentals in the unphased rephasing and non-rephas-

ing spectra. As such, only 9 distinct peaks would be seen in the spectra presented here. 

Note that this could lead to additional terms in any peak amplitudes calculated by peak 

volume, as the anharmonic peaks are not distinguishable in finding boundaries to take 

peak volumes. Amplitudes were therefore also found by taking the single peak point val-

ues as well as volumes in order to compare to the values calculated with volumes. It was 

found that there was no discernible difference in all cases. In the second case the anhar-

monic shift of Ru3(CO)12 could be sufficiently large as to shift these anharmonic peaks to-

ward significantly lower frequencies and out of the range of detection. This could also ex-

plain the additional low frequency peaks observed in low disorder linear spectra. Distin-

guishing these cases is beyond the scope of this work, in which it is unnecessary to con-

sider the anharmonic components for experimental and modeling purposes. It is sufficient 

to simply show that no anharmonic portion is being sampled by the peak volume calcula-

tions.

Intramolecular vibrational redistribution.  Peaks in the rephasing and non-rephasing 

spectra can oscillate with t2 if they propagate as a coherence between two (excited) modes 

during the waiting time.27,28  Which peaks can oscillate is dictated by the specific 

pathways available in rephasing versus non-rephasing.  A sample of this is shown in 

Figure 5.2.  In rephasing spectra, the off-diagonal crosspeaks oscillate, whereas in non-

rephasing spectra, the diagonal peaks oscillate.  Thus, using the non-rephasing off-

diagonal peaks eliminates coherence lifetime effects from the measured t2 behavior. 

Additionally, IVR can be thought of as an exchange between two modes similar to an 

exchange between two species.  Intuitively, two exchanging species would result in a 

growth of crosspeak amplitude as species one became species two during t2, and vice 

versa.  IVR produces the same result; there is, however, an additional peak component 

100



present at t2 = 0 due to the shared molecular ground state.  Thus, crosspeaks will grow, 

but from an already present peak.  The predicted initial values of these peaks is given by 

an isotropic distribution function.29  Deviation from these values can be indicative of

Figure 46: (a) The inhomogeneity ratio of peak 5 as a function of waiting time for three 
solvents n-hexane, hexanol, and butanol with their corresponding fits.  (b) Volume of  
peak 3 as a function of waiting time for the same solvents with fits.  The initial growth 
within 10 ps is shown in the main figure, while the full growth and decay over 60 ps is  
shown in inset.
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behaviors faster than the timescale of the experiment.

The IVR rates are obtained from double exponential fits of the t2 amplitude of the 

non-rephasing cross peaks (Fig. 4a).  The long time decay component corresponds to 

vibrational lifetime, and was found to be consistently longer than the 60 ps scanned here. 

There was some variation but is most likely due to insufficient long time points to 

outweigh noise on the final few points.  The short time component varies by peak, 

decaying for some cross peaks and growing in others, corresponding to population 

transfer between modes during t2.  Contrary to previous works, no discernible trend can 

be seen for the alcohol series.

Spectral diffusion.  The spectral diffusion rates are obtained from single exponential fits 

of the inhomogeneity ratio (Fig. 4b). These vary by peak as well, indicating different 

rates, and possibly different mechanisms, of local sampling for the different modes. Peak 

1 in particular shows a markedly longer spectral diffusion time in most solvents than 

peaks 5 and 9 (Fig. 5). Peak 5 shows a longer  spectral diffusion time for the alcohol 

series compared to less interacting solvents, while peak 9 shows more complex behavior,

Figure 47: Comparison of the inhomogeneity ratio of peaks 1, 5, and 9 in the same 
solvent.  Peak 1 shows significantly slower spectral diffusion.
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with a longer time in n-hexane and cyclohexane, but a shorter time in acetone and THF. 

Calculating spectral diffusion times was hampered by noise, particularly in weaker peaks, 

giving fits of the decay of the inhomogeneity index for peak 1 a wider confidence 

interval.

Table 1: IVR Time Constants (in ps).  Growth given negative sign, highlighted in yellow.

Solvent Peak Number

2 3 4 6 7 8

n-hexane 0.52 ± 

0.24

-2.17 ± 1.08 1.10 ± 0.47 ---- -2.86 ± 0.99 -15.29 ± 0.16

cyclohexane 0.17 ± 

0.03

---- 0.92 ± 0.21 ---- -2.71 ± 0.59 -6.24 ± 0.08

acetone 0.44 ± 

0.28

0.44 ± 0.06 0.45 ± 0.21 0.34 ± 0.24 -0.80 ± 0.16 ----

THF 0.56 ± 

0.32

0.92 ± 0.01 0.74 ± 0.61 0.30 ± 0.29 -0.40 ± 0.06 ----

hexanol 0.91 ± 

0.45

-1.00 ± 0.37 0.61 ± 0.24 0.19 ± 0.06 -1.62 ± 0.23 ----

butanol 0.75 ± 

0.66

-0.83 ± 0.18 0.50 ± 0.19 0.28 ± 0.09 -5.62 ± 0.04 0.25 ± 0.03

propanol 0.75 ± 

0.53

-0.12 ± 0.03 0.99 ± 0.87 0.54 ± 0.32 -0.17 ± 0.01 0.13 ± 0.03

ethanol 1.62 ± 

0.5

---- 1.05 ± 0.29 0.30 ± 0.07 ---- 2.45 ± 0.02

methanol 0.98 ± 

0.71

0.60 ± 0.07 0.72 ± 0.42 0.35 ± 0.11 -0.12 ± 0.03 -0.59 ± 0.08
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Table 2: Spectral Diffusion Time Constants (in ps)

Solvent Peak Number

1 5 9

n-hexane 28.15 ± 0.86 6.42 ± 0.81 12.04 ± 1.35

cyclohexane 101.3 ± 1.95 5.67 ± 0.61 10.45 ± 1.08

acetone 4.84 ± 0.59 6.89 ± 0.85 2.51 ± 0.35

THF 2.86 ± 0.38 3.28 ± 0.42 2.22 ± 0.35

hexanol 151.56 ± 22.22 15.83 ± 2.13 5.23 ± 0.71

butanol 17.58 ± 2.12 10.66 ± 1.33 4.89 ± 0.76

propanol 27.61 ± 4.01 10.18 ± 1.41 5.46 ± 0.86

ethanol 11.42 ± 1.62 22.56 ± 3.14 6.58 ± 0.88

methanol 46.65 ± 6.79 21.44 ± 2.75 4.68 ± 0.65

5.3.2 Modeling

The genetic algorithm was allowed to run with and without pre-defined starting 

points and over numerous repetitions. The algorithm typically converged in less than 100 

generations, and repeated runs had little change. The resulting eigenvalues and couplings 

were constant to within less than 1% of every output value. The result of the measured 

compound error was less than 4% over every variable, including the eigenvector overlap 

(Fig. 6c). This indicates robust and close agreement with the DFT generated atomic mo-

tions (Fig. 6a,b). Interestingly, when the eigenvector component of the error function was 

relaxed, the algorithm had trouble converging both the frequencies and amplitudes to the 

DFT calculated values. When the generated eigenvectors were then compared to the DFT 

motions, they were found to deviate substantially. They were thus incorporated into the 

error function, ensuring correct Hamiltonian prediction for not just this set of frequencies 

and amplitudes, but these exact vibrations. The calculated Hamiltonian can be recon-
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structed from the optimized values given in Table 1. Finally, the dipole ratio of 1.37 was 

calculated, providing all necessary parameters to calculate the disordered spectra.

From the simulated system, it can be seen that any disorder causes splitting of 

both IR and Raman degenerate modes, with more splitting in the IR than Raman modes. 

At low disorders this splitting manifests as simply a broadening of 1D line shapes, but 

sufficient disorder causes the beginning of two peaks to take shape (Fig. 7a). Additional 

lineshape broadening occurs due to the disorder itself, though this effect is smaller. This 

can be seen in the high disorder line widths of the low and high frequency IR active 

bands as compared to the middle frequency band. The high and low frequency bands are 

composed of degenerate modes whose disorder-induced splitting clearly causes signifi-

cantly broader line shapes. The low frequency band all but disappears into an undifferen-

tiated shoulder at higher disorders, composed of weak IR and slightly activated Raman 

modes. In addition to splitting, disorder causes frequency shifts of both IR and Raman 

modes both to higher and lower frequencies. Specifically, the IR modes 6 and 7 both shift 

Figure 48: (a), (b) Comparison of the eigenvector found by Hamiltonian generation to 
the DFT calculated amplitudes of carbonyl motion for modes 10 and 11 respectively.  
Carbonyls are labeled 1 through 12 from left to right.  Note the particularly good 
agreement for carbonyls 7 through 12 in mode 11.  This in part gives rise to the 
difference between the two modes in (c), the aggregate eigenvector error on each mode 
(1-12).  Error is a simple sum of the square of the residuals of the DFT amplitudes minus 
the eigenvectors.  The sum of these errors is the function used for minimizing eigenvector 
error by genetic algorithm.
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up in frequency, while the weakly IR active modes 1 and 2 both shift down in frequency 

(Figure 5.6). With low disorder modes 10 and 11 split initially with a downward shift in 

total, but as disorder is increased the splitting increases and shifts upwards in total. The 

smallest splitting and shifting occurs in degenerate Raman modes 4 and 5, with less than 

a 2 cm-1 split total. These shifts in frequency are not observed in the experimental linear 

spectra despite being sufficiently large.

Table 3: Optimized Vibrational Exciton Hamiltonian Parameters

Parame-

ter

Value 

(cm-1)

Parame-

ter

Value 

(cm-1)

S1 2028.1 C5 4.86

S2 2034.7 C6 7.13

C1 4.34 C7 3.13

C2 12.0 C8 26.4

C3 11.3 C9 0.0064

C4 11.0 C10 4.26

Some Raman mode activity is seen at the highest disorders, though less than in 

previous works. Modes 8 and 9 nearly overlap in frequency but are not degenerate. At 

high disorders, however, mode 9 increases in frequency, allowing it to be distinguished 

from mode 8 (Fig. 9). The oscillator strength also increases the most of all the Raman 

modes, almost three times greater than the next highest oscillator strength. Thus, in the 

highly disordered spectrum this previously dark mode can be seen to play an important 

role, forming a clearly distinct peak at 2050 cm-1. Other hints of dark mode activity can 

be seen at various disorder, but this is the only mode to produce a distinct peak.  The 

splitting stems from changes in the participation ratio for each of the modes. In general, 

the IR active modes decrease in participation ratio with increasing disorder. There are two 

exceptions, however, where the mode PR increases. The two degenerate modes 10 and 11 

behave in opposite manners. Mode 11 is shifted higher in frequency than the degenerate 

band with no disorder and shows a steady decrease in IPR with disorder. Mode 10, on
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Figure 49: (a) Calculated linear spectrum as a function of disorder as compared to (b)  
experimental linear spectrum for a range of solvents.  Note the clear turn on of a Raman 
mode near 2045 (mode 9) and the significant splitting of modes 10 and 11 to produce a 
broadened high frequency band, two distinct mechanisms which produce similar results.  
The small difference in experimental and calculated peak positions arises from small  
errors in the DFT frequencies.

the other hand, shifts slightly lower in frequency but shows an increase in IPR from 7.1 at 

0 cm-1 broadening to 7.8 at 11 cm-1 of broadening, before falling below 7 at 25 cm-1 of 

broadening. Mode 2 as well, one of the degenerate pair 1 and 2, does not follow  mode 1 
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in an initial downward trend, instead increasing sharply in IPR from 0 to 2 cm-1 of broad-

ening before falling again. The Raman modes show less drastic IPR behavior than the IR. 

Modes 3, 9, and 12 all fall relatively smoothly with disorder, though the rates of IPR 

change differ. The degenerate modes 4 and 5, which showed little splitting, also show al-

most no IPR change, indicating some degree of isolation from solvation effects relative to 

the other modes, though mode 5 appears to increase slightly at medium disorder. Mode 4, 

which initially decreases, actually increases again at medium disorders, before decreasing 

again at high disorder.

The characterization of IR active versus Raman active is borne out by the results 

of the calculation. IR active modes have been shown to decrease in transition dipole 

strength as disorder is increased, while the transition dipole strength of Raman transitions

Figure 50: Shift with disorder of IR-active modes.  Modes are labeled in (a).  Splitting is  
shown in (a), IPR in (b), dipole change in (c), and spectral width in (d).  Note the of IPR 
in (b) of modes 2 and 10.  Also note the relative uniformity of spectral width in (d), which  
is clearly not the primary mechanism of broadening in the spectra in Figure 5.7.  Finally,  
modes 1 and 2 are probably incorrectly classified as IR-active, as they are the only 
modes to increase dipole strength with disorder (see Figure 5.9).
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Figure 51: Shift with disorder of Raman modes.  Layout is identical to Figure 5.8.  Only 
mode 5 shows a very slight increase in PR in (b).  Spectral widths are comparable in (d)  
to the IR-active modes.  Finally, dipole strength increases for Raman modes.

Figure 52: Calculated spectrum for (a) 2 cm-1 and (b) 12 cm-1 of broadening.  The PR 
values for each mode are shown as separate clustered colors.
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increases. IR modes 6, 7, 8, and 10 show a steady decrease in transition dipole moment, 

though again of differing magnitudes and rates. The transition dipole strength of modes 

10 and 11 are almost constant, though they do exhibit a slight decrease at 20 cm-1 of 

broadening. All the Raman modes, however, show an increase with increasing disorder. 

Modes 3, 4, 5, and 12 all increase little, while mode 9 increases sharply at early disorder, 

before turning over and decreasing slightly at higher disorders. Of particular note are 

modes 1 and 2, which are weakly IR active. They increase in oscillator strength with dis-

order, reinforcing their very weak IR activity as more Raman in character.

5.4: Discussion

Previous work on spectral diffusion rates in a hydrogen bonding environment has 

indicated the solvent structuring works to preserve the solvent cage, causing a slower rate 

of interaction with the chromophore as hydrogen bonding character is increased (with 

increasing “disorder”).9  This lengthens  IVR and spectral diffusion times and causes a 

high degree of localization at hydrogen bonded sites, as local solvent fluctuations are less 

frequent due to being bound in hydrogen bonds.  Enough energy must be imparted in a 

sufficiently localized region to overcome the order of magnitude higher energy hydrogen 

bond that acts to freeze out fast solvation site dynamics.  The systems under study, 

however, still formed relatively few hydrogen bonds between solvent and solute, meaning 

both the solute hydrogen bonds and the solvent hydrogen bonds are of importance. 

Furthermore, other systems were of even symmetry, whereas Ru3(CO)12 contains a three-

membered ring.  This feature causes unusual behavior in the vibrational delocalization in 

the normal modes, manifesting for example as excitons that contain a frustrated CO 

group whose motion is effectively zero.  These frustrated motions arise due to symmetry 

arguments.  IR-active transitions on a highly symmetric molecule must be dominated by 

asymmetric movements; symmetric movements will result in no net diople change, and 

hence no IR activity.  In a group of three members, however, only two can participate in 

an antisymmetric movement directly, unless the antisymmetry is spread only partially 

over two members.  The net result in Ru3(CO)12 is not spreading of the antisymmetry 

movements, however, and thus single COs are calculated to have little to no motion in 
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certain modes.

When solvent disorder is introduced the symmetry is broken and the excitons split 

in energy, losing degeneracy.  In a local picture this can be thought of as removing the 

symmetry condition frustrating the CO group motion, allowing for the more standard 

delocalizations seen in vibrational aggregates.  This in turn removes the strict 

antisymmetric requirements for IR activity, freeing the frustrated CO.  This effect 

opposes that previously seen, causing an increase in spectral diffusion rate as the 

frustration is removed and small increases in the IVR rate due to larger wavefunction 

overlap between modes.

In particular, calculations show modes 2, 5, and 10 exhibit increase in PR with 

increasing disorder, before decreasing at the highest disorders modeled.  An increase in 

PR corresponds to a greater number of carbonyl groups involved in the delocalized 

motion.  In the case of mode 10 almost an entire additional carbonyl is involved.  This 

corresponds to freeing a previously frustrated carbonyl group bound by symmetry 

conditions.  Indeed, modes 2, 5, and 10 contain a frustrated carbonyl, as do their 

degenerate pairs 1, 4, and 11.  While mode 10 increases by nearly a carbonyl in IPR, 

mode 11 decreases by just over one carbonyl.  Together, this splitting helps to alleviate 

the symmetry-frozen condition that persists without disorder.  Modes 1 and 2 show a 

similar splitting in IPR, though smaller in magnitude, as do modes 3 and 4, smaller again 

in magnitude.

Experimentally these effects appear as changes in internal energy redistribution as 

reflected in IVR, as well as changes to solvent couplings as reflected in spectral diffusion 

rates.  Distinctly different IVR rates are seen on the IR active modes monitored by 2DIR. 

Cross peak 3 at ω1 = 2060 cm-1, ω3 = 2011 cm-1 shows an increase in volume with waiting 

time, corresponding to intermolecular relaxation downhill in the energy landscape.  The 

increase in cross peak 7 at ω1 = 2011 cm-1, ω3 = 2060 cm-1, however, shows IVR uphill in 

energy.  These types of IVR are rarely seen in electronic exciton systems, as the energy 

barrier to uphill “relaxation” is many times the available kBT energy.30  The vibrational 

excitons in Ru3(CO)12 are 30 cm-1 apart, corresponding to an energy available even at less 

than 50 K.  Only the cross peaks between the 2011 and 2060 cm-1 show IVR, which 
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indicates how well separated the axial only vibrational mode is relative to the other, 

mixed modes.  Only in the highly disordering case of methanol is any additional IVR 

seen, from ω1 = 2031 cm-1 to ω3 = 2060 cm-1.  Lastly, the uphill IVR either disapears 

entirely or occurs too fast for our measurements to detect as greater disorder is 

introduced.  Peak volume does not show an increase in ethanol or methanol for peak 3. 

This is more likely due to a rate too fast to be properly fitted, as already volume increases 

in other, less disordered solvents were occurring within hundreds of femtoseconds.

The bands at 2011 and 2060 cm-1 are also composed of degenerate modes, in 

contrast to the band at 2031 cm-1.  Additionally, the modes of these bands are composed 

of more highly delocalized vibrations, indicated by their IPR values.  Mode 8 is 

effectively isolated to the 6 axial CO groups, making it less accessible to energy 

redistribution by symmetry and overlap.  This is consistent with the picture of IVR 

between the high and low frequency bands, as they're composed of groups with more 

wavefunction overlap.  Spectral diffusion, on the other hand, depends on solvent 

interactions.  Here, the low frequency band composed of modes 6 and 7 presents a 

significantly slower rate.  This suggests a slower picture of solvent interaction. 

Additionally, modes 6, 7, 10, and 11 collectively are composed of every CO group 

available while 8 is more isolated, indicating that the spectral diffusion solvation effects 

are not a function of distribution around the molecule; solvation must be similar enough 

to result in similar rates for the very different modes.

The experimental spectral diffusion rates are difficult to interpret as a function of 

solvent.  More interesting, however, is the distinct difference between the three bands. 

While the middle and high frequency bands show a relatively fast spectral diffusion rate, 

around 5 ps for peak 9 and around 10 ps for peak 5, the low frequency band of peak 1 

ranges from 20 to 25 ps with a trend towards longer spectral diffusion time.  The 

separation between the spectral diffusion of the low frequency mode and the two higher 

frequency modes is very prominent.  While the modes are separated by 30 cm-1 each from 

low to middle to high frequency, the separation of timescales between them is not at all 

monotonic.  In n-hexane and cyclohexane in particular illustrate a vast disparity.  In 

cyclohexane the spectral diffusion times from low to high frequency are 100, 5.7, and 
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10.4 ps respectively, and in n-hexane the times are 28, 6.4, and 12.0 ps respectively. 

Here, the central frequency band shows the fastest spectral diffusion rate, at odds with the 

previously stated energy interpretation, while the low frequency band is substantially 

slower relative to the gap between the other two frequencies.  The ordering for the 

alcohols is more consistent, with decreasing times from low to high frequency.

In contrast to previously studied dimanganese decacarbonyl, we also observe 

spectral diffusion even in the less interactive solvents n-hexane and cyclohexane. 

Spectral diffusion reflects sampling of different microscopic solvents, yet n-hexane and 

cyclohexane do not contain sufficient long-term ordering to present multiple solvation 

environments.  The frequency fluctuations cannot stem from the solvent environment 

because there is only one homogeneous environment.  Instead, however, the frequency 

fluctuations can arise from fluctuations in the molecular structure of Ru3(CO)12.  If the 

molecular structure is sufficiently loose as to allow multiple conformations to be 

sampled, the result would be a time dependent frequency correlation much like in spectral 

diffusion.

In fact, previous work contains some evidence that the equilibrium structure of 

Ru3(CO)12 is not well constrained.  DFT calculations by Schaefer et al. show that at least 

two similar structures are almost identical in energy.31  Additional calculations by Forni et 

al. provide evidence of stabilization of the strained fully-symmetric structure by what can 

only be described as “carbon-bonds” between the axial carbonyls, similar to the more 

common hydrogen-bond.32  Together these effects indicate a flatness of the energy 

landscape near the equilibrium structures, possibly sufficient to produce multiple stable 

structures.

5.5: Conclusion

We have shown 2DIR to be a powerful method of extraction for both intramolecu-

lar and inframolecular dynamics on an ultrafast timescale. Using the rephasing and non-

rephasing spectra, without computing the fully absorptive spectrum, spectral diffusion 

dynamics were isolated by the inhomogeneity index representative of the path imbalance 

113



between the two spectra. IVR rates were extracted from the non-rephasing spectra direct-

ly, where cross-peaks do not oscillate, providing a clear picture of peak growth with wait-

ing time.

Using the frequencies and amplitudes of vibrational transitions, as well as DFT 

calculated vibrational motions, a consistent Hamiltonian was generated that did not vary 

over multiple generations. As compared to electronic systems, this Hamiltonian is likely 

more representative of the Ru3(CO)12 system. An excitonic model was then applied using 

diagonal disorder to model disorder induced dynamics. Participation was calculated to 

compare molecular motions to their energetic timescales. Increases in participation ratio 

were seen for two modes, each one of a pair of degenerate modes containing a frustrated 

carbonyl. This indicates disorder could be inducing a higher participation of carbonyl 

groups in vibrational motion, allowing energy to be more efficiently transferred and equi-

librated between modes and to the solvent.

In contrast to previously studied systems, in Ru3(CO)12 spectral diffusion occurs 

faster in hydrogen bonded environments and IVR occurs very rapidly. The fast memory 

loss and energy transfer likely occur due to the unique constraints of Ru3(CO)12: a three-

membered ring produces vibrations in which specific carbonyl groups are “frozen” in an 

isolated environment, while disorder breaks the symmetry sufficiently to free these 

groups and allow motion. This also mixes the ordinarily isolated vibrational modes, al-

lowing for faster energy transport as the mode wavefunction overlap is non-zero.  We 

also observe spectral diffusion in weakly interacting solvents n-hexane and cyclohexane, 

indicative of a less rigid equilibrium structure in solution.  This causes frequency fluctua-

tions that present in a manner similar to spectral diffusion fluctuations.
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Chapter 6

Conclusions

6.1: Experimental transient 2DIR

We have shown that transient 2DIR provides valuable information on the product 

of a photoreaction.1-5  This extends the benefits of the frequency frequency correlation 

function to a non-equilibrium system.  Analyzing as a function of both waiting time and 

pump-probe delay allows the study of the evolution of a non-equilibrium correlation 

function.

Unfortunately, however, transient 2DIR presents a difficult experiment to perform 

and analyze.  There are many experimental difficulties in obtaining the data, including 

alignment of a complicated optical system spanning the generation of two frequency 

regimes.  The generated visible and infrared must then also be recombined.  The sample 

cannot be static, but must be refreshed, which introduces additional noise.  Particularly, 

difference signals can be difficult to isolate, as with the gravity driven jet, or must be kept 

relatively small, as with the windowed flowing cell.  In both cases, the signal to noise of 

the difference is significantly lower than the equilibrium 2DIR spectra acquired.  This is 

further hampered by vibrational scrambling in the triggered exchange 2DIR experiment, 

making the TE-2DIR signals weak and difficult to isolate.  Even in PP-2DIR, however, 

the difference signal amplitudes are two orders of magnitude lower than their component 

equilibrium spectra.  Combined with a 100 cm-1 frequency window spanned by a gaussian 

infrared pulse, the edge transient peaks become noisy and difficult to resolve.

Once the transient signal has been acquired, analysis presents additional 

challenges.  Overlap of bleach and transient spectral features is not only still present in 
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transient 2D experiments, but is complicated by the addition of overlapped cross peaks. 

Though the transient can be extricated by careful fitting procedures, this represents 

substantial additional work in two dimensions.  It is thus beneficial to seek systems where 

the photoproduct has transient behavior that is partially isolated form the parent.  Though 

this is of course true is one dimensional pump-probe experiments, the two dimensional 

experiments still provide the advantage of correlations mentioned previously.

A second challenge arises in the analysis of transient signals in the form of 

additional peaks.  Excess energy deposited in the molecule by the photoexcitation can 

result in a vibrationally excited photoproduct.  Additional peaks along the diagonal of a 

2D spectrum are then seen corresponding to the of each anharmonic transition in each 

manifold within the bandwidth of the experiment.  Cross peaks then appear due to not the 

shared ground state, but the shared vibrational ladder starting state.  For example, cross 

peaks appear between the υa→2a and the υa→0 transitions due to starting in the vibrationally 

excited |a> state.  Though this in principle provides additional information, it also 

presents additional complications in analysis.  In many cases, the coupling represents 

only coupling through the initial state, making the information content of these additional 

peaks relatively low.

6.2: Transient W(CO)6 and additional information content

Transient 2DIR presents additional peaks requiring assignment.  Using the 

transient 2DIR spectrum of an early waiting time and early pump-probe delay time, the 

transient peaks of W(CO)6 can be assigned to vibrational transitions as in previous 1D 

pump-probe spectroscopy using the experimental and calculated energy levels of 

W(CO)5.  We have assigned both the diagonal and off-diagonal peaks to transitions 

arising from both a vibrational ground state photoproduct as well as a vibrationally 

excited photoproduct.  Cross peaks appear between these where two frequencies are 

coupled by the shared starting state.  This is similar to equilibrium spectroscopy, where 

two frequencies can couple through the common ground state to produce a cross peak.

At least two additional peaks appear in the transient 2DIR spectra of W(CO)5, 
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however, that do not correspond to coupling through a shared initial state.  Cross peaks 

between the υb→2b and the υa→0 transitions appear at early waiting times and pump-probe 

delays.  These peaks require intermolecular vibrational energy redistribution during the 

waiting time, indicating a population transfer from |b> to |a>.  This IVR then slows with 

increased pump-probe delay, which was attributed to decreasing temperature. 

Calculating the density of states of the bath phonon modes predicts a sevenfold decrease 

in rate from 2000 °C to room temperature, corresponding to a decrease in IVR rate from 

100-200 ps to 1-2 ps, consistent with previous metal carbonyls.

Using the evolution of the peak volumes as a function of waiting time and pump-

probe delay, we found that the relaxation of the reorientational rate occurs in at most 60 

ps, and is likely faster.  Though in the previously studied Mn2(CO)10 system the 

reorientational rate relaxation did not occur on the same timescale as indicated by peak 

width narrowing in the 1D spectroscopy, here the 1D cooling and 2D cooling 

measurements agree very well.  This may be a function of the reduced degrees of 

freedom of the system, or of the single monomer product of W(CO)6 in comparison to the 

two monomer product of Mn2(CO)10.

Additionally, ladder climbing seems to be unavoidable in W(CO)6.  Even at 

significantly reduced IR excitation powers additional peaks appear corresponding to 

excitation of multiple anharmonic transition of the parent.  This again may be a function 

of the low number of degrees of freedom in W(CO)6, which, combined with a weakly 

coupled solvent, may help trap the vibrational energy in the degenerate IR active modes.

6.3: Equilibrium Ru3(CO)12 and disorder-induced delocalization

In general, addition of disorder causes vibrational localization as a single local 

mode interacts with the disordering element.6  This causes reduced coupling between the 

distorted mode and the remaining coupled local modes.  Effectively, this (partially) 

localizes a vibrational mode as the energies no longer couple efficiently, while leaving the 

remaining modes to be delocalized over one fewer local oscillator.  In both ways the 

disorder induces localization.
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Ru3(CO)12, however, is both highly symmetric and composed of an odd-membered 

ring.  Together these cause vibrational delocalization that is highly constrained.  In 

particular, parity dictates that an IR active mode, delocalized over an odd number of 

elements, must constrain one member to be motionless.  This is exactly what we observe 

in calculations of the vibrational carbonyl stretching modes of Ru3(CO)12.  Two of the 

carbonyl IR bands that appears are due to degenerate vibrational modes.  These modes 

are composed of largely delocalized carbonyl stretching but contain at least two 

carbonyls, an axial and an equatorial, whose motions are frustrated by the parity of the 

odd-membered ring.

Using a simplified model and a calculated Hamiltonian, we find that when solvent 

disorder is introduced an increase in participation ratio is seen.5  Moreover, the 

participation ratio of the degenerate modes that contain frustrated carbonyl groups split, 

with one mode increasing while the other decreases.  The corresponds well with a picture 

in which the induced disorder of the solvent causes localization of the vibration of one 

carbonyl member, which in turn frees others from the symmetry condition that frustrated 

them, allowing them to participate in delocalization.  The induced disorder actually 

breaks the symmetry constraint frustrating carbonyl motion, allowing a greater 

participation in carbonyl delocalization.

Experimentally, 2DIR spectra of Ru3(CO)12 show both very fast IVR and spectral 

diffusion in a range of solvent environments.  Fast IVR could be due to a high degree of 

coupling between the vibrational modes, particularly in the case where two of the IR 

active modes have non-perpendicular transition moments.  Alternatively, in the 

previously studied Mn2(CO)10 we saw no spectral diffusion in weakly interacting solvents 

such as n-hexane and cyclohexane, while in Ru3(CO)12 spectral diffusion occurs to the 

same degree in the weakly and strongly interacting solvents.  Spectral diffusion indicates 

the sampling of discrete microscopic environments by the sample.  In the case of a rigid 

molecule, this corresponds to sampling discrete solvation environments.  In n-hexane and 

cyclohexane, lack of a hydrogen bonding structure makes the solvent relatively 

homogeneous.  Thus, spectral diffusion in Ru3(CO)12 likely corresponds not to a sampling 

of solvation environments, but of solute conformations.  Spectral diffusion in Ru3(CO)12 
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is an indication of a lack of rigidity.  This is supported by structural calculations of 

Ru3(CO)12 which indicate several structures of similar energies at the bottom of the 

potential well.7  This may be in part due to an unusual “carbon bond” as shown by 

additional calculations, where the fully symmetric structure is stabilized by partial 

overlap of the axial carbon wavefunctions.8

6.4: Outlook

The metal carbonyl family represents a large group of compounds used in 

donating CO and promoting reaction catalysis.9-11  Most catalysis also occurs via a 

carbonyl removal and rejoining.  Such catalysts are being studied to obtain better 

synthesis pathways for plastic and energy storage compounds.  Understanding the 

carbonyl removal processes may play an important role in carbon-hydrogen and carbon-

carbon bond activation, which in turn is an important step in energy generation and 

storage pathways.

Ideally, understanding the solvation of the non-equilibrium species during and 

following formation is the key to this process.  In order to elucidate the dynamics of this 

process, however, we must first also understand the equilibrium dynamics.  Using the 

transient techniques previously discussed in Chapter 4 together with the equilibrium 

2DIR advantages as shown in Chapter 5 we believe it will be possible to study the non-

equilibrium photodissociation process with clarity.  In particular, Ru3(CO)12 has been 

shown to undergo photodissociation similar to the reactions discussed.12-14  It is currently 

under some contention, however, as to the number and stability of photoproducts. 

Studies predict either two or three photoproducts, each with unique structures, and 

possibly unique dynamics.  Initial transient spectra of the photoreaction show a profusion 

of peaks in the carbonyl stretching region, making analysis almost impossible.  Applying 

the equilibrium analysis as laid out in Chapter 4 with the non-equilibrium techniques of 

Chapter 5 would allow the non-equilibrium photoproducts to be studied and separated.

Though we have not yet reached the point of being able to isolate and identify the 

component peaks of such a complex system, we have certainly taken some of the first 
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steps.  Current work on an ultrabroadband IR source to be used as a probe will help in 

accessing additional spectral regions and features, providing further data with which to 

Figure 53: Reported products following photodissociation of Ru3(CO)12.
Products (a) and (b) were reported from monitoring the bridging carbonyl  
region of the IR spectrum.  Product (c) has a calculated radial distribution 
function that was found to match the remainder of a composite radial  
distribution function found by x-ray experiments.  These products differ 
significantly, with (a) having a cleaved metal-metal bond and a bridging 
carbonyl but containing all 12 original carbonyl groups, (b) containing 
two bridging carbonyls and having only 11 carbonyls, and (c) containing 
no bridging carbonyls and having only 10 carbonyls.  Which pathway 
bears relation to the catalytic process could have a distinct impact in  
understanding metal carbonyl catalysis, as well as the differences between 
equilibrium activation and photoactivation.

assign spectral evolution to molecular evolution.  New and faster modeling techniques 

have made comparison of experiment and theory easier and more accessible to all 

researchers.  Though a complete picture of solvation, especially in non-equilibrium 

systems, may well require ultrafast x-ray experiments to resolve full atomic motion, 

2DIR provides an excellent ultrafast, atomically-sensitive current step towards that end. 

Extending 2DIR to transient systems extends all the benefits of ultrafast frequency 

correlation, allowing reactions to be watched in almost real time.
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