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Abstract

Current emphasis on decreasing vehicle fuel consumption and carbon dioxide (CO2) emis-

sion from the automotive sector directs many research efforts towards two gasoline engine

technologies, namely, the Homogeneous Charge CompressionIgnition (HCCI) engines,

and the downsized TurboCharged (TC) Spark Ignition Direct Injection (SIDI) engines with

variable valve timing (VVT). In the HCCI category, many actuation strategies have been

proposed with the more popular being the dual-fuel strategies and the high residual re-

cycling. In this thesis, a heat recycling strategy is considered, specifically, a heated-air

inlet HCCI engine with two intake throttles that control thecold and hot air streams. To

facilitate the control analysis and development, a physics-based crank-angle resolved and

a mean value models are developed for feedback controller design. We discover that the

combustion duration∆θcomb defined as the duration between the crank angle of 10% and

90% fuel burned,θCA10 andθCA90, provides a universal set point for all speeds and loads for

both combustion stability and fuel efficiency. Based on a novel allocation of two actuators,

the hot and cold throttles, a feedback controller is designed and simulated to regulate the

combustion duration∆θcomb at a desired value and timing during load changes, addressing

directly the slow response of the heat exchangers in the hot air stream. In the category of

the TC SIDI engines, we address the important problem of reducing the calibration com-

plexity when these engines are intended to run on gasoline (E0) and/or a blend of up to

85% ethanol (E85). Typically, there is variability in the optimal VVT and spark values

for every blend of gasoline-ethanol. This variability burdens the calibration task for these

engines with many degrees of freedom (throttle, VVT, wastegate, fuel injection timing and

duration, and spark timing). We first address the transient coupling between throttle and

VVT in controlling the air charge in boosted conditions. A model-based valve compensator

is designed to improve the transient behavior of cylinder charge and torque during tip-ins

and tip-outs with the VVT system transitions from set-points. The designed compensator

is verified using both model simulation and vehicle engine test in a chassis dynamometer

facility. The valve compensator can also alleviate the loaddisturbance induced by the VVT

perturbations for the on-board calibration such as an extremum seeking (ES). An ES con-
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troller tuned based on the engine model demonstrates the convergence of both spark timing

θσ and VVT to the optimal values to achieve the best fuel efficiency. The ES algorithm for

the optimal spark timing is then implemented and tested in a 4cylinder TC SIDI engine on

a dynamometer facility.
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Chapter 1

Introduction

1.1 Background

The adaptation of non standard combustion, direct fuel injection and turbo-machinery con-

tinue to increase the thermal efficiency of internal combustion engines with simultaneous

reductions in emissions [1]. With these advances, gasolinecombustion engines continue to

be an attractive option as prime movers for conventional andhybrid-electric vehicles since

these engines offer outstanding drivability, fuel economy, and reliability with low combus-

tion noise and extremely clean exhaust. Among these advanced engine technologies, two

different types of engines are considered in this dissertation, a heated-air inlet homoge-

neous charge compression ignition (HCCI) engine and a turbocharged (TC) spark-ignition

direct-injection (SIDI) engine with variable valve timing(VVT).

The engines with HCCI combustion increase combustion efficiency and achieve ex-

tremely low nitrogen oxides (NOx) emissions due to low peak in-cylinder temperatures

through the lean combustion characteristics [2]. The levels of engine-out NOx is so low [3]

that expensive and complex lean NOx exhaust aftertreatmenttechnologies are not needed.

Hence, HCCI strategies are prominent candidates for achieving higher fuel economy with-

out a large cost penalty. Many automotive manufacturers (Ford, GM, Chrysler, etc.) are

pursuing this HCCI approach and the US Department of Energy (DOE) has invested in

R&D for these engines. A heated-air inlet HCCI engine with two intake throttles that con-

trol the cold and hot air streams, is introduced as one of the HCCI combustion strategies

and the difficulties of the HCCI combustion control is addressed in this thesis. To facilitate

the control analysis and development, a physics-based crank-angle resolved and a mean

value model is developed for feedback controller design. Wethen discover that the com-

bustion duration∆θcomb defined as the duration between the crank angle of 10% and 90%

fuel burned,θCA10 andθCA90, provides a universal set point for all speeds and loads for

both combustion stability and fuel efficiency. Based on a novel allocation of two actuators,

the hot and cold throttles, a feedback controller is designed and simulated to regulate the
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combustion duration∆θcomb at a desired value and timing during load changes, addressing

directly the slow response of the heat exchangers in the hot air stream.

Apart from the HCCI engines, the downsized TC SIDI strategy with VVT can achieve

very high fuel economy at reasonable cost, hence it is expected to dominate the market

in a few years. Existing vehicles in the market by many automotive manufacturers are

employing the TC SIDI and VVT configuration at high-end vehicles with premium driv-

ing performance at fixed levels of fuel economy. There is considerable effort, however, to

realize downsized versions where increased fuel economy will be achieved at fixed perfor-

mance (drivability). The work in this thesis addresses the important problem of reducing

the calibration complexity when these engines are intendedto run on gasoline (E0) and/or a

blend of up to 85% ethanol (E85). These engines enable the utilization of flexible gasoline-

ethanol blends in vehicles called a flex-fuel vehicle (FFV).Typically, there is variability in

the optimal VVT and spark values for every blend of gasoline-ethanol. This variability bur-

dens the calibration task for these engines with many degrees of freedom (throttle, VVT,

wastegate, fuel injection timing and duration, and spark timing). The transient coupling

between throttle and VVT in controlling the air charge during tip-ins and tip-outs is also

addressed and, then, resolved with a designed model-based valve compensator. The valve

compensator can also alleviate the load disturbance induced by the VVT perturbations for

the on-board calibration such as an extremum seeking (ES). An ES controller tuned based

on the engine model demonstrates the convergence of both spark timing θσ and VVT to

the optimal values to achieve the best fuel efficiency.

1.1.1 Background of HCCI Engine

Two major internal combustion engine categories that utilize different combustion concepts

are the gasoline fueled spark-ignition (SI) engine, first developed by Otto in 1876, and the

diesel fueled compression-ignition (CI) engine, inventedby Diesel in 1892. Since then the

automotive industry continuously improves the performance and fuel economy combined

with low emissions at low cost.

A basic combustion principle of SI engine is based on flame propagation in engine

cylinder. The flame is initiated by spark plug, a trigger to control the ignition timing,

which makes the control of SI combustion feasible. The classical SI engine runs at well-

mixed stoichiometric air-to-fuel ratio (AFR), which is required to maximize the efficiency

of the three-way catalytic converter and, therefore, reduce tailpipe emissions. This type of

engine has high power density and low combustion noise, while achieves relatively poor

thermal efficiency compared to CI engine. Various modifications have been applied to
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improve the thermal efficiency, for instance, stratified charge spark ignition (or gasoline

direct injection) concepts have already appeared in limited editions of marketed vehicles.

Although the stratified charge SI engines are not as widely adopted in the US, primarily due

to cost associated with the complex exhaust gas aftertreatment necessary to meet US emis-

sion standards, their enabling technology, namely direct injections, are slowly becoming a

dominant SI actuation.

The CI combustion is initiated by fuel injection inside the cylinder chamber environ-

ment hot enough to initiate combustion by auto-ignition after short delay, thus providing a

controllable trigger for the ignition timing, and hence, allow the control of CI combustion.

The CI engine has high thermal efficiency and hence good fuel economy due to its lean

fuel combustion characteristics, high compression ratio and no-throttling in the intake sys-

tem. However, very high combustion temperature mainly due to advanced start of injection

timings and locally low temperature where the fuel is not fully atomized cause elevated

formation of NOx and soot emissions, respectively, which requires more complex exhaust

aftertreatment compared with SI engines.

In order to combine the benefits of these two conventional engine combustion concepts,

the Homogeneous Charge compression Ignition (HCCI) engineconcept, also called Active

Thermo-Atmosphere Combustion (ATAC), was introduced in 1979 by Onishiet al. [4].

The combustion principle of the HCCI engine is simultaneousmultiple auto-ignition in

cylinder chamber with a spatially well-distributed (ideally homogeneous) air fuel mixture.

A basic idea of HCCI is to employ premixed air-fuel mixture that is sufficiently lean or

dilute to keep combustion temperature low, which leads to low NOx and particulate pro-

duction [5]. The HCCI has been also named as Controlled Auto-Ignition (CAI) to primarily

highlight the need for accurately controlled charge conditions which is harder to achieve

than a direct manipulation of an actuator such as the spark discharge in SI engines and the

injection timing in CI engines.

Similar to SI engine, the HCCI engine requires prepared air-fuel mixture (or premixed

charge), while initiates the auto-ignition by increasing charge temperature by compression

comparable with CI engine. On the other hand, the differences from SI and CI engine are

that it has neither a distinct flame front nor turbulent flame propagation, and is not restricted

by the mixing rate at the air fuel interface. It is known that combustion timing is determined

by in-cylinder composition, pressure and temperature [6].The combustion timing of HCCI

affects engine torque generation, fuel consumption and emission.

The HCCI engine promises that it is an appropriate candidatefor clean and economical

passenger vehicle engine application of the future due to followings:

• High fuel efficiency, theoretically up to 50% [7], realistically up to 20% [8], due to
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fuel-lean combustion, high compression ratio and fast heatrelease [9].

• Low engine-out NOx and soot emissions due to significantly lower peak temperatures
and premixed lean mixture compared to the typical spark ignition or compression
ignition engines.

Despite of these benefits, however, a commercial gasoline HCCI engine has not been

realized yet since many challenges still remain in the practical application of the concept:

• No direct ignition trigger to initiate combustion, which has made combustion control
very challenging particularly during transient operation.

• Small power range constrained at high load by engine damage or wear due to fast
heat release and associated high in-cylinder peak pressure, and at low load by lean
flammability limits [10].

• Engine damage or wear due to fast heat release and associatedhigh peak pressure.

In addition, the auto-ignition in the HCCI engine is governed by the charge temperature

history of the air-fuel mixture such that controlling the in-cylinder thermal condition is the

most critical variable to achieve appropriate ignition timing and burn rate.

Various actuation methodologies for the HCCI combustion control have been proposed

using variable compression ratio (VCR) in a multi-cylinderengine [11], variable valve

systems (negative valve overlap (NVO) [12, 13, 14] and rebreathing lift (RBL) [15]), var-

ious fuel injection systems (Split injection [16] and dual fuel injection [17]) and so-called

fast thermal management (FTM) accomplished by varying the cycle to cycle intake charge

temperature by rapidly mixing hot and cold air streams [18, 19]. In the meantime, to under-

stand and capture the engine fundamental aspects, different HCCI modeling methodologies

have been discussed in previous literature, for instance, amultidimensional computational

fluid dynamics (CFD) model [20], a reduced chemical kineticsmodel [21], a single-zone

combustion model [22], a two-zone model [23], and a mixing model of two or more dif-

ferent methodologies [24], a physics-based mean-value HCCI engine model [15, 25], and

so on. To manipulate these HCCI actuators effectively, various controller schemes such

as a linear quadratic (LQ) optimal control [26, 27], a model predictive control (MCP)

[28, 29], a nonlinear observer-based control [30], a proportional-integral-derivative (PID)

based closed-loop combustion control [18] have been designed and demonstrated using the

engine model as well as the real engine facilities.

Since the HCCI combustion timing depends more on cylinder charge temperature than

on composition [31, 6], a heated-air inlet HCCI engine is introduced in this dissertation

to control the cylinder temperature utilizing two intake ports throttled independently with

one providing heated air and the other cold ambient air to thecylinder. The engine con-

figuration of the heated-air inlet HCCI engine basically adopt a similar HCCI combustion
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control actuator methodologies as the fast thermal management (FTM) in [18, 19]. Com-

pared to the HCCI engine with other actuators presented above, the heated-air intake HCCI

engine is also believed as an appropriate engine configuration to easily expand the HCCI

upper load limit by air boosting independently from the intake and exhaust valve timing

[32]. Another benefit of this engine is the heated-air HCCI engine requires relatively low

additional cost for the two intake port system.

1.1.2 Background of FFV Turbocharged SIDI Engine with VVT

Various automotive technologies, such as a turbocharger, direct injection (DI) and vari-

able valve timing (VVT), have been integrated into recent gasoline spark ignited engines

to meet ever increasing demands on fuel consumption and pollutant emissions reduction.

In addition, the sustainable and renewable processes of ethanol fuels and its comparable

heat of combustion per unit air amount to the gasoline at the stoichiometric AFR condition

encourage automotive companies in developing the flex-fuelvehicles (FFV) with a mini-

mal modification of the existing gasoline engines. Incorporating all these technologies in

gasoline engines constitutes one of the biggest automotiveindustry efforts for achieving

both high fuel efficiency and low engine-out emissions. For this, increasing calibration ef-

forts and more complex yet sophisticated control structures are compulsory for the accurate

control of engine performance due to the variability of the optimal VVT and spark values

for every blend of gasoline-ethanol and the transient coupling between actuators such as

throttle, VVT and wastegate.

A turbochargers is a gas compressor used for forced induction of internal combustion

engines, and the compressor is powered by a turbine which is driven by the engine’s own

exhaust gases. This technology allows more compressed air and fuel to be injected into

the cylinders, generating extra power from each explosion.This allows manufacturers

to use smaller engines (downsizing) without sacrificing engine performance. Compared

with the conventional naturally aspirated (NA) and throttled gasoline engine, the specific

power output from a downsized turbocharged engine can be significantly increased due

to the improved volumetric efficiency. Therefore, the turbocharger allows to combine the

fuel economy of the small engine with the maximum power equivalent to a bigger engine

[33, 34].

Variable valve timing controls the flows of fresh air charge into the cylinders and ex-

haust out of them. When and how long the valves open (valve timings) and how much the

valves move (valve lifts) both affect engine efficiency. Optimum timing and lift settings

are different for different engine operating conditions. Traditional designs without VVT
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mechanism use fixed timing and lift settings, which are a compromise between the opti-

mum for high and low engine loads and speeds. VVT systems automatically alter timing

and/or lift to the optimum settings for the different engineloads and speeds. The internally

recirculated exhaust gas, controlled via variable valve train positions, improves combustion

efficiency while reducing NOx emissions [35, 36, 37, 38, 39].

In the Turbocharged SIDI engine platform with VVT, the throttle, the turbocharger

wastegate, and the Variable Valve Timing (VVT) system are three actuators in the air path

system for the control of cylinder charge. The VVT system with variable camshafts allows

flexible valve overlap, hence, enables high level of internal EGR (iEGR), which, if there is

no combustion stability problem, typically reduces fuel and NOx emissions. The benefits

of high level of iEGR for fuel consumption come with well known problems associated

with drivability [40, 41] or control of transient air charge. In order to ensure accurate and

fast delivery of the demanded air charge, appropriate control and coordination of the three

actuators are required to realized the benefits of these advanced automotive technologies.

Therefore, various Computer Aided Control System Design (CACSD) methods, relying on

control-oriented models, have been applied to solve this problem. Literature that addresses

the control of variable camshafts for the control of transient torque response, such as [40]

for a system with mechanical throttle and [42, 41, 43] for onewith electronic throttle,

provides great insight into the coordination of the throttle and the VVT system. The fast

electronic throttle is considered ,in this dissertation, as a primary control actuator associated

with VVT for the engine air-path management.

Applicable models of turbocharged gasoline engines can be found in [44, 45, 46, 47].

Literature that addresses the control of wastegate in gasoline applications, such as [48, 49]

for a system with mechanical throttle and [46] for one with electronic throttle, provides

valuable insight into the coordination of the throttle and the turbocharger wastegate. In

parallel with the air-path control loop, Air-to-Fuel Ratio(AFR) is regulated in the fuel path

using feedback information from an Exhaust Gas Oxygen (EGO)sensor. Even though AFR

regulation is not discussed in this dissertation, the closed-loop control of fuel injection can

be aided by the indirect air-charge estimation approach developed based on the intake and

exhaust valve timings and intake manifold pressure measurement in Chapter 4. Details of

air charge estimation via an exhaust manifold pressure observer are discussed in [50] and

[51] even though the effects of the VVT system and the associated internal gas recirculation

have not been studied in [50, 51].

The Turbocharged SIDI Engine with VVT studied in this dissertation is also capable of

running on both gasoline (E0) and a blend of up to 85% ethanol (E85). The use of ethanol

fuels can reduce the consumption of non-renewable fossil fuels. In addition, the flex-fuel
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vehicle (FFV) engine has the potential of efficiency improvements of 3-6% with E85 over

the optimized gasoline engine at part loads mainly due to reduction in heat rejection and

increased dilution tolerance [52]. At full loads, a potential of 13-15% increase in engine

specific output, defined as the engine power per unit engine displacement, is available with

E85 enabled by the antiknock properties of the ethanol blends and an increase in volumetric

and indicated efficiencies. These benefits, however, can be achieved only by the significant

increase in engine calibration efforts, which will be addressed in this dissertation.

1.2 Engine System Configuration

The system configuration and measurement sensors of the two different gasoline engines

addressed in this dissertation are introduced in this section: first, a single cylinder heated

air inlet HCCI engine and, second, a 4 cylinder turbochargedspark ignition (SI) direct

injection (DI) engine with variable valve timing (VVT).

1.2.1 Single Cylinder Heated-Air Inlet HCCI Engine

A single cylinder engine was used in a dynamometer cell for both steady-state and transient

test data acquisition. The engine specification is summarized in Table 1.1. The dynamome-

ter engine has been designed to operate in both SI and HCCI combustion modes although

the SI mode and mode transition is not covered in this dissertation. This mode change is

accomplished by the use of a roller finger follower cam profileswitching (CPS) mechanism

on the intake and exhaust camshafts, proposed to control both valve overlap and effective

compression ratio [7]. For instance, in HCCI combustion mode, negative valve overlap,

widely used for trapping residual burned gas within the cylinder to enable controlled HCCI,

can reduce the requirement on intake heating.

In the HCCI mode, two intake ports are independently throttled, with one port provid-

ing heated air and the other cold ambient air to the cylinder.An electric, flow-through

convective heater was used as a primary air-charge heat source. Further, plenum band

heaters were used to maintain a sufficient supply of heated air charge to the engine. In

the vehicle application the electric heaters would be replaced by heat-exchangers utilizing

(recycling) the exhaust gas heat. A bleed throttle was used to maintain hot air circulation

through the intake system to prevent overheating. The hardware configuration is shown

in Fig. 1.1. The intake and exhaust runners were all fitted with pressure transducers and

thermocouples. The instrumentation included crank and camposition sensors. All sensor
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Table 1.1 Specifications for a single cylinder heated-air HCCI engine[53]

Description Value

Cylinder total volume 704.34 mm3

Cylinder displacement volume 658.0 mm3

Combustion chamber clearance volume 46.34 mm3

Compression ratio 15.2:1

Cylinder bore 89 mm

Piston stroke 105.8 mm

signals were processed and filtered.

Cold Air

Heated Air

A : Hot Intake Runner

B : Cold Intake Runner

C : Exhaust Runner

T P P
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θh
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C

Exhaust Gas
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B

T P

CPS
T P

Figure 1.1 Schematic of the HCCI engine setup : T, P, V, SP and CPS refer toa temperature
sensor, a pressure sensor, a valve actuator, spark timing control and cam profile switching control,
respectively [54].

1.2.2 Turbocharged SIDI Engine with VVT

The engine configuration of the turbocharged gasoline sparkignition direct injection (SIDI)

engine with variable valve timing is shown in Fig. 1.2. Ambient air enters the engine sys-

tem and a hot-film mass flow sensor measures the intake air flow rate. Next, the air passes

through the compressor side of the turbocharger and then theintercooler, which results

in a boost pressure that is higher than the ambient pressure.After the air passes through

the throttle, it accumulates in the intake manifold and enters the cylinder when the intake

valves open. Depending on the intake and exhaust valve timings, a fraction of the exhaust

gas from the current cycle remains in the cylinders and influences the combustion behavior
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during the next cycle. In the mean time, the injectors spray ademanded amount of fuel

directly into the combustion chamber by controlling the fuel rail pressure and injection du-

ration. The cylinder charge mixture is then ignited by sparkplug to achieve the appropriate

combustion phase. On the exhaust side, part of the exhaust gas exits via the turbine and

generates the power to drive the compressor, while the rest of it passes through the waste-

gate. The exhaust gas finally returns back to the environmentafter being treated in the

catalyst.
In

te
rc

o
o

le
r

Flex-Fuel Engine

Exhaust Manifold

Intake Manifold

TurbineCompressor

Wastegate

Induc�on

Volume

Thro�le

p Tb b p Tim im

p Tex ex

p Ta a

N

Nturbo

WcylW

Ambient

W
a

ir

θ

Spark Timing, VVT (IVO and EVC)

Direct Injec�on Timing and Dura�on 

Figure 1.2 Configuration of a turbocharged (TC) gasoline spark ignition direct injection (SIDI)
engine equipped with variable intake and exhaust camshafts.

The engine has been designed to run on gasoline (E0) and a blend of up to 85% ethanol

(E85), which introduces an additional calibration effort in the current engine control unit

(ECU). Current engine controllers in the ECU adjust the spark timing, fuel injection timing

and duration, variable valve timing and turbocharger wastegate duty cycle in a feedforward

manner. In-cylinder pressure sensors are used mainly to quantify the combustion phases,

for instance, the crank angle of 50% fuel burnedθCA50 and the combustion duration defined

by the crank angle between spark timingθσ and 90% fuel burnedθCA90. An electronic

throttle control (ETC) severs the mechanical link between the accelerator pedal and the

throttle for vehicle traction control. The ECU determines the required throttle position by

calculations from sensor measurements such as an accelerator pedal position, engine speed,

vehicle speed etc.
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1.3 Overview

The schematic diagram and model structure of a experimentaldynamometer HCCI engine

used for the data acquisition during both steady state and transient conditions is described

in Chapter 2. Based on the steady-state dynamometer test data, a crank-angle based model

is, then, developed by tuning all parameters in sub-models.For instance, discharge coeffi-

cients of flow rate through throttles and valves, heat transfer coefficient through the exhaust

runner and various coefficients of combustion timing model (i.e. coefficients in Arrhenius

integral for start of combustion timingθSOC and correlation equations between the crank

angle of 02% fuel burnedθCA02 and 50% fuel burnedθCA50 and so on) are determined using

either least square (LS) method or MATLAB optimization routines, so calledDIRECT and

f minunc.

The crank-angle based HCCI model developed is, then, validated with steady state and

transient data. The HCCI engine performance variables suchas indicated mean effective

pressure (IMEP), air-to-fuel ratio (AFR), crank angle of 02% fuel burnedθCA02 and 50%

fuel burnedθCA50, and exhaust runner temperatureTex are used for validation purpose in the

steady state test, while IMEP, crank angle of 10% fuel burnedθCA10 and 50% fuel burned

θCA50, cylinder peak pressureppeak and location of cylinder peak pressureLocppeak for the

transient test validation. First of all, for the steady state validation, data from the HCCI

engine operating range from IMEP of approximately 1 bar through 5 bar at three different

engine speed of 1000, 1500 and 2500 rpm are used. We include all the test data sets up

to IMEP covariance of 10, which is close to unstable combustion. Next, the transient test

data are compared with the model prediction in the step changes of three different engine

inputs, those are, fuel injection rate, heated air inlet throttle angle and cold air inlet throttle

angle, respectively. It can be observed that the HCCI model is capable in capturing proper

tendency for both steady state and transient test.

In Chapter 3, we introduce a simple statistical physics based HCCI mean-value model

(MVM) including an engine cycle delay and the model is validated with both steady-state

and transient dynamometer test data. We then investigate anappropriate control objective,

which represents engine performance, and find that the combustion duration,∆θcomb, might

be a surrogate control objective for both combustion stability and fuel efficiency. Since the

HCCI engine has two actuators (cold and hot throttles) and one control objective∆θcomb,

the allocation of actuators is performed based on the assumption that the heated inlet air

temperature varies slowly through a heat exchanger dynamics and the two actuators can

be decoupled such that cold throttle manages slow hot inlet air temperature changes with

a feedforward controller while hot throttle mainly managesthe load disturbances using
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cycle-to-cycle combustion duration measurement.

Based on the allocation of two actuators, a model based controller is designed to man-

age the hot throttle actuator to regulate the combustion duration at 7.5 CAD during load

transients. The feedforward compensator and PI feedback controller together shows good

regulation responses of∆θcomb to achieve higher IMEP and smaller covariance of IMEP. A

simple heat exchanger with the effectiveness of 0.47 and a lag is implemented and, from

the simulation results, it can be verified that the decoupling of two actuators is appropriate.

Modification of the nonlinear mean value model of a turbocharged spark ignition flex-

fuel engine equipped with variable camshafts and electronic throttle is presented in Chapter

4. Two static valve overlap schedules are derived for “best torque” and “best internal ex-

haust gas recirculation (iEGR)” requirements. To improve the transient behaviors of the

cylinder charge air flow rate (or torque) during throttle step changes, the valve compensator

is introduced in the air-path control loop. To reduce the disturbance of the VVT change

on cylinder charge flow rate, a nonlinear model-based valve compensator is designed in

addition to the base throttle controller for the turbocharged engine. This compensator im-

proves the transient behavior of cylinder charge flow rate, especially at low load. The valve

compensator is tested using both a mean-value model and a vehicle engine. The valve com-

pensator showed a considerable improvement in the regulation of cylinder charge flow rate

Wcyl while the valve overlapv changes.

The proposed valve compensator is originally designed to beused to conduct an on-

board calibration such as an extremum seeking (ES) control algorithm. As more control

parameters are introduced by the turbocharger, variable valve timing and direct fuel in-

jection, an increased amount of calibration efforts are required to determine the optimal

control set-points for engine performance and emissions. To supplement this calibration

burden and take into account of all the influencing factors such as fuel properties and en-

gine aging, the on-board calibration scheme searches the optimal VVT and spark ignition

through the evaluation of engine performances while VVT andspark timing are perturbed.

The valve compensator can moderate the cylinder charge disturbance and/or torque distur-

bance from this VVT perturbation.

A phenomenological combustion model which accounts for thecyclic combustion vari-

ability with the combustion phaseθCA50 variance as a function of the iEGR in Chapter 5.

The mean effective pressure model is then determined based on θCA50 and intake and ex-

haust manifold pressure measurements. Along with theθCA50 variation the combustion

efficiency is also modeled as a function of iEGR level. The engine model can demonstrate

the optimal engine operating condition with respect to spark timing and VVT in addition

to the realistic noise level of important engine performance outputs such asθCA50, mean
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effective pressure (MEP) and specific fuel consumption (SFC).

The developed engine model allows us to tune and test the on-line optimization scheme

such as the extremum seeking controller to search the optimum of engine inputs for the idle

and cruise conditions. The ES algorithm can be used to optimize any other operating condi-

tions with long residence time since the current ES algorithm will converge and is enabled

only at steady-state driving conditions. The on-line optimization scheme can alleviate the

heavy calibration burden required especially for the recent engines with many control ac-

tuators. The designed extremum seeking algorithm shows that both spark timingθσ and

VVT values can converge to the optimum within 60 seconds eventhough this convergence

rate may be engine and vehicle specific.

In Chapter 6, we present an ES control algorithm which has been tested in a dynamome-

ter engine. NMEP and NSFC characteristics have been analyzed based on different spark

timing and variable valve timing. Due to small and negligible NSFC changes for IVO

changes, the ES control is tested only for spark timing. Implemented ES control algorithm

is modified with two additional function blocks, saturationand dead-zone, which guaran-

tee stabilized ES controller dynamics. Also, a convergencedetection logic is introduced to

determine whether the current spark timing is the optimum ornot.

Two different types of load inputs are applied during ES algorithm test in the dy-

namometer engine, fixed and transient load inputs. The transient load input is realized

with sinusoidal load commands with various amplitudes and frequencies. It takes approx-

imately 20 seconds to search the optimal spark timing under both the fixed and transient

load conditions. For the transient load inputs, the currentES algorithm is capable to deter-

mine the optimum up to the frequency offRL = 0.1, while the convergence detection logic

is not capable to determine the optimum with a higher frequency, fRL = 0.15. Therefore,

it might be necessary to modify the logic to be implemented ina real vehicle if a normal

driving profile often changes with a high frequency in a steady-state maneuver.

The schematic overview of this dissertation is shown in Fig.1.3.

1.4 Contributions

The specific novel and innovative findings in this dissertation are:

• Developed the first crank-angle based model for a single cylinder heated air inlet
HCCI engine with two intake throttles that control the cold and hot air streams [53].
The model can capture the critical engine performance variables such as IMEP, AFR,
θCA02 andθCA50, but also other engine variables, cylinder pressure and temperature
traces on the crank angle basis.
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Two different types of advanced gasoline engines 

  1. a heated-air inlet homegeneous charge compression igni�on 

      (HCCI) engine

  2. a turbocharged (TC) spark igni�on direct injec�on (SIDI) with

      variable valve �ming (VVT) for flex-fuel vehicle (FFV)

Crank angle based HCCI model developement 

  1. Crank angle based HCCI model :

      Intake and exhuast runner dynamics, Cylinder dynamics, etc.

  2. Valida�on :

      Steady-state and transient valida�on

HCCI Closed-loop combus�on control with MVM

  1. Mean-value model (MVM) and valida�on :

     Cycle-averaged engine flows and combus�on �mings

  2. Closed-loop combus�on dura�on control :

      Combus�on dura�on control based on two thro�le actuator

      alloca�on

Nonlinear model-based air charge control algorithm

  1. Mean-value model for FFV TC SIDI engine with VVT :

      Control-oriented model and valida�on

  2. Electronic thro�le valve compensator design :

      Air charge control during load changes associated with VVT 

On-Board Calibra�on Scheme

  1. Combus�on model :

     Combus�on phases and mean effec�ve pressure (MEP) for 

     various internal residuals and spark �ming

  2. Extremum Seeking Control Algorithm :

      Op�mal spark and VVT for different gasoline- ethanol blends 

Saprk Saprk ES implementa�on in a dynamometer engine

  1. ES verifica�on at fixed loads :

     ES control repeatability and feasibility test at fixed load inputs

  2. ES verifica�on at transient loads :

      ES control test at biased sinusoidal load inputs with various 

      load amplitudes and frequencies

Conclusions and future work

Figure 1.3 Schematic overview of the dissertation.

• Developed and validated a simple HCCI mean value model (MVM)[54] which led
to a novel control set-point. Specifically, the combustion duration∆θcomb is found
to be an appropriate proxy to represent both fuel efficiency and combustion stability.
A model based controller is designed based on controller allocation and simulated in
both the HCCI MVM and the crank-angle based model to demonstrate the combus-
tion duration∆θcomb regulation.

• Modified the mean-value model in [47] for a 4 cylinder turbocharged (TC) spark ig-
nition direct injection (SIDI) engine with variable valve timing (VVT) to capture the
coupling between throttle and VVT settings in the cylinder charge [55]. A nonlinear
feedforward throttle compensator is employed to improve the transient response of
cylinder charge during load changes. The algorithm is also implemented and verified
in a vehicle engine on a chassis dynamometer facility.

• Developed a reduced-order SI combustion model to predict the effect of internal
residuals and spark timing in the combustion efficiency and in the cycle-to-cycle
combustion variation [56]. An extremum seeking (ES) controller is, then, designed

13



to optimize and/or update VVT position and spark timing to reduce the significant
calibration effort associated with various fuel blends.

• Verified the ES control algorithm test in a engine dynamometer facility for spark tim-
ing for various engine operating conditions, in specific, different engine speeds and
loads. Also, the feasibility and repeatability of the ES algorithm were investigated
with two different types of load inputs, namely fixed and transient load inputs. The
transient load input has been realized with biased sinusoidal load commands with
various amplitudes and frequencies.
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Chapter 2

HCCI Crank Angle Based Model

2.1 Introduction

To design and optimize a controller for HCCI combustion, a model of the system with accu-

rate prediction of combustion phasing is necessary. Many methods have been proposed to

develop a model of HCCI combustion as close as possible to real engines. Such models in-

clude one-zone combustion model defined by chemical kineticmechanism [57], multi-zone

models [58], and multi-dimensional CFD models [59]. The approaches comprise so-called

open system first law analysis with chemical concentration states and ignition correlation

cycle based modeling. The other set of models are intended for control development and

they attempt to capture only the part of the gas exchange and combustion behavior that is

relevant to HCCI engine control design [25, 60, 22, 15].

This chapter focuses on developing a crank-angle based control oriented model for sin-

gle cylinder heated air HCCI engine with two intake throttles that control the cold and hot

air streams. The experimental work is dedicated to testing such a single cylinder engine,

assisting to investigate important issues with HCCI operation: control, operating range,

fuel benefit, and emissions. Different from typical mean value models developed for sin-

gle cylinder engines, the present model not only simulates cycle average engine variables,

such as combustion burn rate, indicated mean effective pressure (IMEP) and emissions, but

it also calculates engine variables such as cylinder pressure and temperature on the crank

angle basis. It makes the expansion of the model into a multi cylinder HCCI engine model

to account for true rotational dynamics and manifold dynamics less complex. To validate

the model, a detailed mapping plan was developed and data collected in a dynamometer

test cell for both steady state and transient conditions.

The crank-angle based HCCI engine model combines the manifold filling dynamics

(including the intake and exhaust manifold model in 2.4.1 and 2.4.2) with the cylinder

dynamics (including the Woschni heat transfer to consider the heat transfer through the

cylinder parts in 2.5.3 and the Arrhenius integral to compute the start of combustionθSOC
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in 2.5.5). The crank-angle based model was validated with more than 200 data sets, which

cover three different engine speeds (1000, 1500 and 2500 RPM) and various loads and

throttle angles. We first present the model prediction at steady state. Note here that the

steady state data sets were used for the parameter calibration of each sub-model in the pre-

vious chapter. For example, the air-to-fuel ratio (AFR), manifold pressure and temperature

measurements along with reported throttle angles and fuel flows were used to calibrate the

flow through the throttles and valves. Similarly, calculated flows and measured tempera-

tures were used to calculate the heat transfer coefficients.In this chapter, we compare the

overall model predictions, and evaluate how individual error in the sub-models propagates

through to the overall input-output model prediction. We then utilize new data sets from

the transient HCCI operation to evaluate the overall model prediction capability.

2.2 Model Structure

The model presented here includes a crank-angle based parameterization of HCCI behav-

ior. The dynamical behavior of the crank angle based model isassociated with (i) states

representing the mass and pressure (or temperature) in the intake and exhaust runners as

well as the engine cylinder and (ii) the auto-ignition timing also known as as the start of

combustion (SOC) and the crank angle of 50% fuel burnedθCA50. The schematic diagram

and notation for the crank-angle based HCCI model is shown inFig. 2.1. Variables as-

sociated with ambient conditions are denoted by subscript 0, while the variables related

to heated air conditions by subscripth. The cold and hot intake runners are referred to as

volume 1 and 1h, the exhaust runner volume as volume 2. Flows are depicted according to

the notationWxy where x and y are the upstream and downstream of the flow. Heated air

flow is described by an additional subscripth asWxyh.

The HCCI engine model structure is explained using two subcategories, one is for in-

take and exhaust runner dynamics and the other for cylinder dynamics. Fig. 2.2 shows

the integrated model structure developed for the single cylinder crank-angle based HCCI

engine.

2.3 Flow through Throttles and Valves

This section presents the model for the flow through the throttles and valves. In general,

flow Wi j through a restriction on flow areaAr is caused by pressure difference between the

upstream locationi and downstream locationj of it. The ideal flow is determined based on
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the ideal gas law, steady flow energy equation and isentropicrelation. Moreover, for a real

flow, the departure from the ideal flow is corrected by introducing the discharge coefficient,
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CD (see [61], Appendix C):

Wi j =CDAr
pi√
RTi



































γ1/2
(

2
γ+1

)
γ+1

2(γ−1)
0≤ p j

pi
≤ cr

(

p j
pi

) 1
γ

√

√

√

√

2γ
γ−1

(

1−
(

p j
pi

)
γ−1

γ

)

cr <
p j
pi
≤ 1

0 otherwise.

(2.1)

The critical pressure ratiocr =
(

2
γ+1

)
γ

γ−1
makes a distinction between laminar and chocked

flow. The thermodynamic properties such as universal gas constant,R, specific heat ratio,

γ, are assumed to be constant in (2.1). Therefore, the critical pressure ratio is also constant

with cr = 0.5283.

2.3.1 Discharge Coefficient and Reference Flow Area of Throttle Flow

For the throttle flow, the values of the discharge coefficientCD according to different cold

throttle angles,θc, are determined by a 4th order polynomial equation:

CD(θc) = a0,c +a1,cθc +a2,cθ2
c +a3,cθ3

c +a4,cθ4
c , (2.2)

whereθc is in the range between 0 (completely closed throttle) and 82degrees (wide open

throttle). For the hot throttle flow, on the other hand, a 6th order polynomial equation is

used to establish the discharge coefficientCD(θh):

CD(θh) = a0,h +a1,hθh +a2,hθ2
h +a3,hθ3

h +a4,hθ4
h +a5,hθ5

h +a6,hθ6
h , (2.3)

whereθc is in the range between 0 (completely closed throttle, 0%) and 82 degrees (wide

open throttle, 100%). All 12 coefficients (i.e. 5 from the cold throttle discharge coefficient

and 7 from the hot throttle discharge coefficient) were calibrated using the air to fuel ratio

(AFR) values from the steady-state test data. In specific, first, the coefficientsak,h, where

k = 0, · · · ,6 for the hot throttle flow were determined by the hot throttlesweep test data,

in which the cold throttle was completely closed. With thesecalibrated coefficients, the

coefficientsak,h, wherek = 0, · · · ,4 in the cold throttle flows were, then, obtained using the

cold throttle sweep test data, in which the hot throttle was wide open. In Table 2.1 and Fig.

2.3, all calibrated coefficients and the correspondingCD plots for both cold and hot throttle

flows are shown, respectively. Note that the flow area ofAr = 0.0019635 m2 is used for
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both hot and cold throttles.

Parameter CD(θc) CD(θh)

a0 5.2000×10−3 2.9543×10−3

a1 1.1466×10−4 2.2856×10−4

a2 5.7759×10−5 1.6569×10−4

a3 −7.9623×10−7 7.2576×10−6

a4 3.0098×10−9 1.7930×10−7

a5 - 1.7246×10−9

a6 - 4.9991×10−12

Table 2.1 Determined parameters in the discharge coefficient equations for cold and hot throttles.
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Figure 2.3 Discharge coefficients based on the cold and hot throttle angles.
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2.3.2 Discharge Coefficient and Reference Flow Area of ValveFlow

Cold intake valve lift IVLc determined based on the cold intake valve cam profile was

computed as following:

IVLc(θ̄c) =



















c0,c + c1,cθ̄c + c2,cθ̄2
c + c3,cθ̄3

c + c4,cθ̄4
c + c5,cθ̄5

c + c6,cθ̄6
c

0≤ θ̄c ≤ IVCc − IVOc,

0 otherwise,

(2.4)

whereθ̄c = θ − IVOc andθ is the engine crank angle. Similarly, for the hot intake valve lift

IVL h and exhaust valve lift EVL, the terms̄θc, IVOc and IVCc in (2.4) can be substituted

by θ̄h, IVOh and IVCh for IVL h, andθ̄e, EVO and EVC for EVL, respectively.

Cold intake valve discharge coefficientCD and the reference areaAr,c characterized by

the valve design was calculated by:

CDAr,c(IVLc) = e0,c + e1,cIVLc + e2,cIVL2
c + e3,cIVL3

c + e4,cIVL4
c . (2.5)

The formulations for the case of the hot intake valveCDAr,h and exhaust valveCDAr,e were

established by substituting the terms IVLc in (2.5) with IVLh and EVL, respectively. All

the coefficients in (2.4) and (2.5) were provided from Ford and, hence, are not in the pub-

lic domain. Fig. 2.4 shows the intake and exhaust valve lift and corresponding discharge

coefficient and reference flow area.

2.4 Intake and Exhaust Runner Dynamics

In this section, sub-models for hot and cold intake runner and exhaust runner are rep-

resented based on the flow model in Sec. 2.3. First, cold and hot intake runner filling

dynamics are described with a state of mass,m1 andm1h, respectively, based on isothermal

condition. Exhaust runner dynamics is, on the other hand, modeled with two states, that

are, exhaust runner massm2 and pressurep2, including a simple heat transfer model.

2.4.1 Intake Runner Dynamics

In the hot and cold intake runners, one state for each runner is determined using an ordinary

differential equation to describe the spatially averaged isothermal runner filling dynamics.

The mass conservation law leads to the following state equation for the cold intake runner
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massm1:
dm1

dt
=W01−W10− (W1c −Wc1) . (2.6)

With the information of mass statem1 and assuming that the cold intake runner gas temper-

ature is equal to the ambient temperatureT1 = T0, the pressure in the cold intake runnerp1

can be simply determined using the ideal gas lawp1 = m1RT1/V1. Similarly, the hot intake

runner dynamics are represented with

dm1h

dt
=W01h −W10h − (W1ch −Wc1h) , (2.7)

hence, the hot intake runner pressurep1h = m1hRT1h/V1h, whereT1h = Th. Note that a ther-

mocouple was located in the hot intake runner, close to the hot intake valve, to measure the

hot intake runner temperatureT1h. The hot plenum heater is controlled to regulateT1h to

specified values based on the intent of the experiment.
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2.4.2 Exhaust Runner Dynamics

In the exhaust runner, two states offer a spatially averaged, lumped parameter model of

the temporal evolution of mass stored and pressure. The massconservation law is used to

calculate a mass rate in the runner and the energy conservation law with a certain amount

of heat transfer through the exhaust runner wall determinesthe pressure inside the exhaust

runner:

dm2

dt
= Wc2−W2c − (W20−W02) (2.8)

dp2

dt
=

γR
V2

[Wc2Tc −W2cT2− (W20T2−W02T0)]−
R

cvV2
A2h2(T2−T0) (2.9)

With the information of two states, the temperature in a exhaust runner,T2, can be simply

determined usingT2 = p2V2/m2R. Instead of two heat transfer coefficients, for instance,

one for the heat transfer between exhaust runner gas and the exhaust runner wall tem-

perature and the other for the heat transfer between exhaustrunner wall and ambient

temperature, one inclusive coefficientA2h2 between exhaust runner gas and ambient tem-

perature is designed to predict the exhaust runner temperature using:

A2h2 = f (m f uel,N), (2.10)

wherem f uel is the injected fuel amount per each cycle andN indicates the engine speed. In

general, for a fixed engine speed, the overall heat transfer coefficient becomes smaller as

the injected fuel amount increases. On the other hand, faster engine speed induces bigger

heat transfer coefficient at a fixed injected fuel amount per each cycle [62]. Fig. 2.5 shows

the regressed exhaust heat transfer coefficientA2h2 as a function of injected fuel per each

cycle ,m f uel, and engine speed,N.
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2.5 Cylinder Dynamics

2.5.1 Cylinder Gas Dynamics

To describe the HCCI engine cylinder gas dynamics, two ordinary differential equations

for the cylinder massmc in (2.11) and the pressurepc in (2.12) were derived as following:

dmc

dt
= W1c −Wc1+W1ch −Wc1h +W2c −Wc2+Wf uel, (2.11)

dpc

dt
=

γ
Vc

(

WtotTtotR− pcV̇c
)

+
γc −1

Vc
q̇c, (2.12)

where

WtotTtot = W1cT1−Wc1Tc +W1chT1h −Wc1hTc +W2cT2−Wc2Tc,

q̇c = QLHṁb −hc (Ap (Tc −Thd)+Ap (Tc −Tp)+Ab (Tc −Tw)) ,

whereVc and V̇c indicate the cylinder volume and volume changes, respectively, which

can be determined by the engine speedN and a crank angleθ . The variablesAp andAb

represent the instantaneous cylinder cross section area and wall surface area. The cylin-

der temperature,Tc, is computed using the ideal gas lowTc = pcVc/mcR. The average of
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injected fuel flow rate into the cylinderWf uel refers to the fuel flow rate from the start of

injection (SOI) to the end of injection (EOI) timing. NoteQLH = 44.0×106 J/kg is used

for the gasoline lower heating value. The terms for the flowsWi j were computed based on

2.1 in Sec. 2.3. All other variables such as cylinder part temperatures (i.e.Thd for cylinder

head,Tp for piston andTw for cylinder wall), the heat transfer coefficienthc and the fuel

mass burned rate ˙mb are introduced in Sec. 2.5.2 through 2.5.4.

2.5.2 Cylinder Part Temperatures

To compute the heat transfer in (2.12), a model of the evaluation of the cylinder head tem-

peratureThd in (2.13), piston temperatureTp in (2.14) and wall temperatureTw in (2.15) are

used as follows:

dThd

dt
=

1
cp,hdmhd

[Ahdhhd (Tcool −Thd)+Ahdhc (Tc −Thd)] , (2.13)

dTp

dt
=

1
cp,pmp

[Aphp (Toil −Tp)+Aphc (Tc −Tp)] , (2.14)

dTw

dt
=

1
cp,wmw

[Awhw (Toil −Tw)+Abhc (Tc −Tw)] , (2.15)

wherecp andm are specific heat and mass for each part, andA indicates the surface where

the heat transfer occurs. The subscripthd, p andw were added to denote the cylinder head,

piston and wall, respectively. We assume that the heat transfer coefficient between cylinder

part and engine coolant (or oil) is function of engine speed.Note that a fixed engine coolant

temperatureTcool = 367 K and oil temperature ofToil = 367 K are used throughout all the

simulations. The heat transfer coefficient between the cylinder gas and cylinder partshc

was derived in the next section.

2.5.3 Woschni Heat Transfer

Using the correlation between Nusselt number and Reynolds number such asNu =

0.035Rem proposed by Woschni in [63], an instantaneous spatially average heat transfer

coefficient is derived as shown below:

hc =CBm−1pm
c wmT 0.75−1.62m

c , (2.16)

whereC represents a scaling factor,B the length of a cylinder bore,w the average gas

velocity in the cylinder,pc the cylinder pressure andTc the cylinder temperature. The ex-
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ponentm is chosen to be 0.8 in this crank-angle based HCCI model. The spatially averaged

cylinder gas velocityw is expressed as [53]:

w =

[

(

0.4B
2πN
2 ·60

)2

+

(

c1S̄p + c2
VdTivc

pivcVivc
(pc − pm)

)2
]1/2

(2.17)

whereVd is the cylinder displaced volume,Tivc, pivc, Vivc are the cylinder temperature, pres-

sure, and volume at the intake valve closing time, andpm is the motored cylinder pressure

at the same crank angle as the cylinder pressurepc. S̄p is the averaged piston speed. Two

coefficientsc1 andc2 in this model use:

c1(θ) =































2.28 0 ≤ θ < 180

1.5 180≤ θ < 360

6.18 360≤ θ < 540

2.28 540≤ θ < 720

and

c2(θ) =







3.24×10−3 θSOC ≤ θ < θSOC +∆θcomb,

0 otherewise,

where∆θcomb refers to the combustion duration (see Sec. 2.5.5) andθ is the engine crank

angle.

2.5.4 Fuel Mass Fraction Burned Rate

To represent the fuel mass fraction burned Rate versus crankangle curve, Wiebe function

is used as [64]:

dxb

dt
= 6ηcN

ab (mb +1)
∆θcomb

(

θ̂ −θSOC

∆θcomb

)mb

exp



−ab

(

θ̂ −θSOC

∆θcomb

)mb+1


 , (2.18)

whereθ̂ = θ −θSOC, whereθSOC is the crank angle when the start of combustion occurs.ηc

indicates the combustion efficiency andN is the engine speed. Two parameters,ab = 5 and

mb = 2 are applied for this mass fraction burned rate curve, and we also assumeηc =1 in the

HCCI mode combustion. Using this information, the fuel massburned rate ˙mb, is computed

with ṁb = m f ẋb, wherem f is the injected fuel mass per each engine cycle. All combustion
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timings such as the crank angle of 02%, 50% and 90% fuel burned(θCA02, θCA50 andθCA90,

respectively) and the combustion duration∆θcomb defined by∆θcomb = θCA90− θCA02 are

presented in the following section.

2.5.5 Combustion Timing

Arrhenius Integrals

It has been suggested by many researchers [65, 66] that the combustion autoignition timing

in the HCCI engine is captured using the Arrhenius integral:

AR(θSOC) = 1, (2.19)

where AR(θ) =

∫ θ

θivc

RR(ϑ)dϑ and

RR(ϑ) = Ap
np

cyl(ϑ)ΦnΦ χ
nO2
O2

exp

(

− Ea

RTcyl(ϑ)

)

,

wherepcyl(ϑ) andTcyl(ϑ) are in-cylinder pressure [atm] and temperature [K] at the crank

angleϑ , R is the universal gas constant [J/mol/K].Φ is the in-cylinder equivalence ratio

andχO2 is the mole percent of the oxygenO2 at the intake valve closing (IVC). Note that

assuming only small variations in engine speed during the period from IVC → SOC, the

crank angle domain (ϑ ) can be used for the integration argument.

Employing the volumetric ratiovivc(ϑ) = Vcyl(ϑivc)/Vcyl(ϑ) with Vcyl(ϑ) the cylin-

der volume at crank angleϑ , and assuming a polytropic compression from IVC to SOC,

the Arrhenius integrand can be represented as a function of the pressurepivc [atm] and

temperatureTivc [K] at IVC:

AR4(θSOC) = 1=

∫ θSOC

θivc

RR(ϑ)dϑ

=

∫ θSOC

θivc

Ap
np
ivcvivc(ϑ)γnpΦnΦ χ

nO2
O2

exp

(

−Eav(ϑ)1−γ

RTivc

)

dϑ (2.20)

whereγ = 1.3 is the specific heat ratio and other parametersA, np, nΦ andnO2 in the Ar-

rhenius integral are parameters to be identified. The subscript 4 denotes the number of

parameters to be determined.

Further simplification of the Arrhenius integral can be performed by eliminatingχO2 in
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(2.20):

AR3(θSOC) = 1=
∫ θSOC

θivc

RR(ϑ)dϑ

=

∫ θSOC

θivc

Ap
np
ivcvivc(ϑ)γnpΦnΦ exp

(

−Eav(ϑ)1−γ

RTivc

)

dϑ , (2.21)

This simplification without the oxygen concentrationχO2 can be supported by the pa-

rameterization in the following Sec. 2.5.5. Rausenet al. in [15] introduced a similar

simplification for Arrhenius integral, in which, both mole percent of the oxygenχO2 and

in-cylinder equivalence ratioΦ were considered not to be dominant factors in the simu-

lation model. The reason to reserve the in-cylinder equivalence ratioΦ is to predict the

combustion timing deviations for different fueling levels.

Parameterization of Arrhenius Integral

ParametersA, np, nΦ andnO2 in (2.20) and (2.21) are determined using combination of

two MATLAB optimization routines, so calledDIRECT and f minunc. First,DIRECT , a

derivative-free sampling algorithm for the global optimum, was used to choose an appro-

priate estimate of the global solution.DIRECT requires no knowledge of the objective

function gradient and, instead, samples points in the domain, and uses the information it

has obtained to decide where to search next [67]. Second,f minunc was utilized to de-

termine the optimum more precisely using a gradient-based nonlinear optimization, which

may give only local solutions [68]. These two methods together minimize the cost function

f , which represents the square sum of errors betweenθSOC from the simulation model and

the experimentally determined crank angle of 02% fuel burned θCA02 for all hot and cold

throttle sweep and fueling sweep at three different engine speeds (i.e. 1000, 1500 and 2500

RPM) in a single-cylinder gasoline HCCI engine.

f =
n

∑
k=1

(

θSOC,k −θCA02,k
)2
, (2.22)

where n = 218 is the number of different steady-state experimental data. First,DIRECT

is used to search a boundary of the global optimal parameter value. Next,f minunc is run

to examine the neighborhood of the potential value to decideone optimized value, which

minimizes the objective function. Determined parametersA, np, nΦ andnO2 are shown in

Table 2.2. Tow different Arrhenius integrals predict nearly similar SOC timing as shown

in Fig. 2.6, therefore, simpler equation (2.21) is sufficient for the modeling purpose. To
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Parameters AR4 AR3

A 4.3180×109 4.6077×107

np 1.7884 1.7872

nΦ 1.0634 1.0711

nO2 -1.5021 -

Table 2.2 Determined parameters in Arrhenius integral.
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Figure 2.6 Prediction error ofθSOC (θSOC,sim - θSOC,dyno) between the dynamometer data and the
model prediction.

enhance the prediction ability of the model, moreover, another modification was applied in

the Arrhenius Integral with a saturation function for the equivalence ratioΦ. In specific, an

extremely lean operating condition leads to a very low equivalence ratioΦ, which causes

the late start of combustion timing. To prevent the equivalence ratioΦ from having a dom-

inant effect in the Arrhenius integral, a saturation function Φ̃ was introduced at a certain

low value ofΦ = 0.2246 (corresponding AFR = 65):

Φ̃ =







Φ if Φ > 0.2246

0.2246 otherwise
(2.23)

The simplified Arrhenius integral used in the crank-angle based HCCI model to predict

the SOC timing,θSOC is:

AR(θSOC) = 1, (2.24)
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where AR(θ) =
∫ θ

θivc

RR(ϑ)dϑ and

RR(ϑ) = Ap
np
ivcvivc(ϑ)γnpΦ̃nΦ exp

(

−Eav(ϑ)1−γ

RTivc

)

dϑ .

Note that the Arrhenius integral is able to capture the engine misfire behavior, which is

caused by (i) the loss of spark (SI mode), (ii) insufficient air/fuel mixture condition to ig-

nite, or (iii) loss of compression (SI and HCCI mode). For instance, if engine is run at a low

equivalence ratio region (lean operation condition) or cylinder temperature and pressure is

not sufficiently high at IVC timing, the Arrhenius integral does not get to a trigger point,

that is,AR = 1. This misfire, hence, results in the motored cylinder dynamics.

Computation of θCA50 and θCA90

Determination of the SOC timing is challenging due to the measurement noise of the cylin-

der pressure sensor. Therefore, computed SOC from the modelsimulation is compared

with the crank angle of 02% fuel burned from a HCCI dynamometer engine for the model

validation purpose. To study the crank angle of 50% fuel burned, the experimental data is

plotted in Fig. 2.7.
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Figure 2.7 θCA02 vs. θCA50 regression.
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This plot proposes the regression equation with similar manner in [25]:

θCA50= a1θCA02+a2, (2.25)

where the coefficientsa1 anda2 are determined by standard least squares (LS). These two

coefficients do not change significantly for different engine speeds and engine loads, hence

one linear regression fit is used for the HCCI model to predictthe value ofθCA50. We

define the combustion duration,∆θcomb, as the crank angle between 02% fuel burned and

90% fuel burned andθCA90 is computed as:

θCA90= θCA02+∆θcomb = θCA02+a3(θCA50−θSOC) , (2.26)

wherea3 = 1.8 is chosen for this model by assuming that(θCA90− θCA02)/(θCA50−
θCA02) ≈ 90/50= 1.8. This regressor betweenθCA02 andθCA90 is represented in Fig. 2.8.

Note that theθCA90 prediction with one simple regression equation seems not sufficient by

inspection in Fig. 2.8, and more complicated equation including the injected fuel amount

per each cyclem f , instead, might be recommended. For instance,θCA90 = f (m f ,θCA02) =

α1m f θCA02+α2m f +α3θCA02+α4 might be a more accurate regression. This new regres-

sion with steeper gradient for each fueling level, has better prediction forθCA90 and, hence,

combustion duration∆θcomb. The red dashed reference line (i.e. a linear line crossing the

origin with a gradient of 1) in Fig. 2.8, however, indicates that the new regression with

the steep gradient an very high sensitivity in SOC prediction errors. In the case where the

model predict earlier SOC than the dynamometer engine, the error is magnified through

the steep gradient and, hence, causes some rare but very large overall prediction errors. In

light of this error propagation, the higher fidelity, fuel dependent, combustion duration is

abandoned.

2.6 Steady State Validation

The purpose of the steady state experiments was to (i) assesseffects of inlet air charge tem-

perature, which is the primary control variable for this combustion control concept, on other

engine variables; (ii) generate data used for model calibration and validation. The steady

state data were collected at Ford Motor Co. The HCCI dynamometer engine experiments

were performed with several planned mapping points for given engine speed, load, hot air

temperature, hot throttle angle and cold throttle angle. This steady state operating range

was determined aiming low cycle-to-cycle combustion variability. The fuel rate and the hot
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Figure 2.8 θCA02 vs. θCA90 regression.

inlet temperature were altered simultaneously and judiciously up until operation was not

feasible due to too fast combustion, misfires or high covariance of IMEP. The steady state

HCCI engine test region for various load conditions at the engine speeds of 1000, 1500 and

2500 RPM is shown in Fig. 2.9.

For the engine speeds of 1000, 1500 and 2500 RPM, different IMEP from 1.26 through

5, IMEP from 1.2 through 4.85 and IMEP from 1.4 trough 3 bar, respectively, were ex-

amined while changing the hot and cold throttle angles. EachIMEP test requires a certain

amount of heat sources, or more precisely, the certain temperature of the hot inlet air flow

into the cylinder. Table 3.1 shows the adjusted hot air temperatureTh, for different IMEP at

different engine speeds for mapping. Each of the speed and load operating point in Table

3.1 was repeated with (i) hot throttle sweep while the cold throttle was closed and (ii) cold

throttle sweeps while the hot throttle was wide open. A corresponding steady state HCCI

engine test region is depicted in Fig. 2.9 based on the measured engine performance.

The inputs,N, ṁ f , θc, θh, T0 andTh in the model are the constant commanded values

for the steady state validation. Steady state dynamometer engine test data with a IMEP

covariance less than 10 were selected for comparison purpose in this section. Table 3.2

shows meanµ, standard deviationσ , minimum and maximum values of the prediction er-

ror, which is determined by the difference between the steady state dynamometer engine

test data and simulation estimation (i.e.xdyno − x̂sim, wherex is the output variables). It

indicates how well the model predicts significant engine performance values such as IMEP,
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Engine Speed [RPM] Steady State Operating Conditions

1000

Fuel Rate [mg/cycle]

6.4 8.6 11.8 15 18.2

IMEP [bar]

1.26 2 3 4 5

Hot Inlet Temperature [◦C]

225 210 160 130 105

1500

Fuel Rate [mg/cycle]

6.2 8.6 11.8 15 18.2

IMEP [bar]

1.2 2 3 4 4.85

Hot Inlet Temperature [◦C]

220 200 150 120 100

2500

Fuel Rate [mg/cycle]

6.4 8.6 11.8 15 18.2

IMEP [bar]

1.4 2 3 - -

Hot Inlet Temperature [◦C]

210 220 150 - -

Table 2.3 Summary of steady-State HCCI dynamometer engine experiment plan with various cold
and hot throttle angles.

AFR, θCA02, θCA50 and exhaust temperatureT2 for all of the steady state test points using

the HCCI dynamometer engine. Moreover, negative prediction error indicates the overes-

timation of the model during the simulation, while positiveerror denotes underestimation.

Small mean values indicate that there is no conspicuous biasbetween the dynamometer

engine data and simulation model prediction values. A relatively large standard deviation

of θCA50 andT2 prediction errors, however, are reasons for concern. Specifically, the simple

linear correlation betweenθCA02 andθCA50 in (2.25) is related to a bigger standard devi-

ation of the prediction error ofθCA50 thanθCA02. For the exhaust temperatureT2, a large

prediction error was induced mainly by the high engine speedoperating conditions. For

instance, cold throttle sweep test with a load of IMEP = 1 and 3bar at the engine speed of

N = 2500 RPM. The model does not predict very well the exhaust temperature changes as

throttle angle changes.

Fig. 2.10 through 2.14 compare the model prediction with thedynamometer engine
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Figure 2.9 All steady state HCCI engine test region for various load conditions at the engine
speeds of 1000, 1500 and 2500 RPM.

Prediction Error

Mean (µ) STD (σ ) Min Max

IMEP [bar] -0.0041 0.2409 -0.5409 0.5498

AFR [-] 0.2727 1.6987 -3.1150 7.6200

θCA02 [CAD] 0.3068 1.0244 -4.0728 2.6284

θCA50 [CAD] 0.3067 1.5093 -3.6921 4.7576

T2 [◦C] 1.6506 12.8853 -49.2808 34.8706

Table 2.4 Mean (µ), standard deviation (σ ), Min and Max values of the model prediction error,
that is, the difference between the dynamometer engine dataand model prediction values.

data during steady state test. The x-axis is used for the dynamometer data, while the y-axis

for the model prediction values. Black solid line and blue dashed line represent the mean

and standard deviation of prediction errors, respectively.

For IMEP comparison in Fig. 2.10, the model tends to overestimate engine IMEP per-

formance at low load (i.e. IMEP≈ 1.3 bar), while it underestimate IMEP at high loads (i.e.

IMEP ≈ 4 and 5 bar). The largest prediction errors happen during thecold throttle sweep

validation with IMEP = 1.2 bar atN = 1500 RPM, and the hot throttle sweep with IMEP =

4 bar atN = 1000 RPM.

In Fig. 2.11, for AFR comparison, cold throttle sweep atN = 2500 RPM has the biggest
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Figure 2.10 Comparison of IMEP between the dynamometer engine data and the model simula-
tion: Black solid line and blue dashed line indicate the meanand standard deviation of prediction
errors, respectively.

prediction error. The prediction capability of the model is, however, comparatively good

at two low engine speed simulation (i.e.N = 1000 and 1500 RPM). This is related to the

tradeoff during the model calibration process for the flows through the throttle valves, per-

formed in Sec. 2.3. We concentrate more on the model prediction capability at lower speed

than high speed.
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Figure 2.11 Comparison of AFR between the dynamometer engine data and the model simula-
tion: Black solid line and blue dashed line indicate the meanand standard deviation of prediction
errors, respectively.

Model simulation for hot throttle sweep at both 1000 and 1500RPM are the cause of the

large standard deviation as depicted on theθCA02 comparison plot in Fig. 2.12. The largest

prediction error happens in the boundary of stable combustion region. For instance, nearly

closed hot throttle condition with cold throttle closed or wide open cold throttle case with
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wide open hot throttle are not predicted as well. At these edges, in general, the covariance

of IMEP is relatively high (i.e. close to 10).
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Figure 2.12 Comparison ofθCA02 between the dynamometer engine data and the model simula-
tion: Black solid line and blue dashed line indicate the meanand standard deviation of prediction
errors, respectively.

Fig. 2.13 shows a comparison ofθCA50 between the dynamometer engine data and the

model simulation. Model prediction error fromθCA02 propagates onθCA50 prediction due to

the simple linear correlation model betweenθCA02 andθCA50. Therefore, our model starts

loosing fidelity at the edges of the operating region (i.e. for late or very early combustion).

There might be a chance to slightly improve theθCA50 prediction ability if we apply more

complicated correlation than a single linear one in (2.25).
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Figure 2.13 Comparison ofθCA50 between the dynamometer engine data and the model simula-
tion: Black solid line and blue dashed line indicate the meanand standard deviation of prediction
errors, respectively.

Similar to the AFR comparisons, the model prediction of the exhaust temperatureT2 at

N = 2500 RPM has bigger error than the other two engine speeds, especially in the cold
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throttle sweep simulation. Improvement of the AFR prediction in the cold throttle sweep

at N = 2500 RPM can induce more accurate predictions on other engine performance vari-

ables. For instance, better accuracy on the air flow prediction through the cold throttle

sweep at the high speed ofN = 1500 RPM will lower the charge temperature inside cylin-

der at IVC and, hence, retard the SOC timing. Later SOC timingassociated with larger

combustion duration can induce lower peak cylinder pressure and temperature, which will

improve the model prediction capability with respect to allengine performance variables,

i.e. IMEP, AFR,θCA02, θCA50 andT2.
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Figure 2.14 Comparison ofT2 between the dynamometer engine data and the model simulation:
Black solid line and blue dashed line indicate the mean and standard deviation of prediction errors,
respectively.

2.7 Transient Data Validation

To complete the model validation and apply proper control strategies, some meaningful

transient test of the HCCI engine must be performed and compared with the model pre-

diction. Table 2.5 shows three different transient test plans for the single cylinder HCCI

dynamomter engine: (1) load change, (2) cold throttle change, (3) hot throttle change. Note

that the marked test data sets are used for the validation in this section. The transient data

were provided with two different dSPACE data sets for each test: (i) one collected at a

crank-angle resolved sampling rate with 1 crank angle degree resolution, and (ii) the other

saved at a 10 crank-angle resolved sampling rate. The first one contains all the informa-

tion used for the real-time pressure processor, such as manifold absolute pressure (MAP)

and cylinder pressure, and engine emission data. The secondone involves the computed

combustion timing, that is,θCA02, θCA50, θCA90, and all commanded engine control inputs,
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engine speedN, cold throttle angleθc, hot throttle angleθh, fuel injection rate ˙m f , fuel

injection pulse width, and so on.

Engine Inputs

N [RPM] ṁ f [mg/cycle] Th [oC] θc [%] θh [%]

Load
1500 8.5→ 11.6→ 8.5 160 20 100 X

1500 11.6→ 14.5→ 11.6 160 20 100

Cold 1500 8.5 180 30→ 50→ 30 100 X

throttle 1500 14.0 120 20→ 40→ 20 100

Hot 1500 8.5 180 0 50→ 30→ 50 X

throttle 1500 14.0 120 0 70→ 40→ 70

Table 2.5 Summary of transient HCCI dynamometer engine experiment plan with load, throttle,
engine speed and load/speed changes.

For validation purposes, we report and compare the predicted and experimentally cal-

culated crank angle for 10% fuel burnedθCA10 instead of the crank angle of 2% burned

θCA02 observed experimentally against the start of combustionθSOC from model predic-

tion. θCA10 has lower noise level than theθCA02 from a single pressure trace. Although

θCA02 can be used in steady state data due to the averaging of multiple cycles, sometimes

up to 50 cycles,θCA02 is not a good prediction measure for single cycle processing. It

is difficult for the transient test to perform the same post-processing task if the collected

data have distortion and noise. Mass fraction burned (MFB) curves for two different op-

erating conditions in Fig. 2.15 demonstrate the cycle-to-cycle variation and the the noisy

in-cylinder pressure data. Crank angles at 2% fuel burnedθCA02 for two different operating

conditions (i.e. 50% and 30% hot throttle open) are overlapping such thatθCA02 values are

inappropriate for the comparison with the model predictiondata. Instead, the crank angles

at 10%θCA10 are more suitable to be used for the model validation purposesince these

values seem more differentiable thanθCA02. Similarly, θCA80 is more distinguishable than

θCA90. Note also here that in closed loop control of the HCCI combustion, θCA50, location

of peak pressure, and peak pressure will be used as feedback.

To predict the values ofθCA10 using the model, similar scheme has been applied as the

θCA50 computation. SinceθCA10 values are available from the steady-state data, we can cre-

ate a simple linear equation betweenθCA02 andθCA10, which is depicted in Fig. 2.16. For

the validation purposes, during the transient tests,θCA10 predictions are computed using the

linear equation based onθCA02 of (2.25)

θCA10= 1.0961θCA02+2.65. (2.27)
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Figure 2.16 θCA02 andθCA10 for all steady-state data

Fig. 2.17 represents the load step changes with all the otherengine inputs fixed such as

cold and hot inlet air temperature,T0 = 39◦C andTh = 157◦C, cold and hot throttle angles,

θc = 0% andθh = 100%, and engine speedN = 1500 RPM. The peak pressureppeak, loca-

tion of peak pressureLoc ppeak, and, hence, IMEP immediately change once fuel injection

rate per each cycle changes. Underestimation ofppeak induces an offset in the IMEP pre-

diction of 0.5 bar. During fuel step changes, combustion timing alters very little, but, the

cylinder pressure processing does not capture the deviation in θCA10 so well, whileθCA50

is distinguishable. The dynamometer HCCI engine has a lag inθCA50 performance with
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a time constant of approximately 1 second unlike the model prediction. For the model to

capture this lag, it is necessary to revise the parameter selection, particularly the parameters

cp andm in (2.13) - (2.15). This will be done in the near future, alongwith investigation of

potential order reduction of the heat transfer dynamics.
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Figure 2.17 Load change (θc = 0%, θh = 100%, T0 = 39◦C, Th = 157◦C, N = 1500 RPM) :
blue dashed lines show the post-processed dynamometer dataand red solid lines display the model
simulation result

In Fig. 2.18, the cold throttle changed during other engine inputs fixed asθh = 100%,

T0 = 34◦C, Th = 176◦C andN = 1500 RPM. Since the magnitude of noise in the cylinder

pressure data is comparable to the magnitude change achieved by the cold throttle change,

there is a large fluctuation in the experimentalθCA10. On the other hand, forθCA50 calcu-

lation, the noise effect can be alleviated by the filtering inthe pressure process algorithm.

This will be explained in the next chapter. There is an offsetof 3 crank angle degree and 6

kPa in the prediction of the location of peak pressure and peak pressure, respectively.

A transient test with hot throttle change is shown in Fig. 2.19, during which other en-

gine inputs were fixed asθc = 0%,T0 = 43◦C, Th = 185◦C, N = 1500 RPM. IMEP prediction

is good enough compared with the test data, while bothθCA10 andθCA50 predictions show

approximately 2 crank angle degree offset.ppeak andLoc ppeak predictions demonstrate

that the model has the right trend even though there exists a certain amount of bias.
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Figure 2.18 Cold throttle change (θc = 30%→ 50%→ 30%,θh = 100%,T0 = 34◦C, Th = 176◦C,
N = 1500 RPM) : blue dashed lines show the post-processed dynamometer data and red solid lines
display the model simulation result

2.8 Conclusion

A crank angle based HCCI engine model containing 9 states is presented in this chapter.

Different from typical mean value models developed for single cylinder engines, the present

model not only simulates cycle average engine variables, itis also designed to capture:

• the impact of various engine speed, that is, 1000, 1500 and 2500 RPM on the com-
bustion performance variablesθCA02 andθCA50 as well as IMEP and AFR

• the impact of fuel injection rates mainly on IMEP,θCA02 andθCA50

• the effect of inlet air charge temperature on the engine combustion variablesθCA02
andθCA50

• the changes of the engine outputs due to two throttle actuators

• Misfire prediction using the Arrhenius integral.

The model provides the basis for dynamical analysis and controller design of the HCCI

engine. Furthermore, it can be combined with SI mode to accomplish a control strategy for

the mode changes between HCCI and SI mode.
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Figure 2.19 Hot throttle change (θc = 0%, θh = 50%→ 30%→ 50%, T0 = 43◦C, Th = 185◦C,
N = 1500 RPM) : blue dashed lines show the post-processed dynamometer data and red solid lines
display the model simulation result

The crank-angle based HCCI engine model developed in this chapter was validated us-

ing both steady state and transient tests in this chapter. For steady state validation purpose,

the dynamometer engine test data with IMEP covariance less than 10 were used. Large de-

viations between engine and model with respect to the cold throttle flow at the engine speed

of 2500 RPM propagate through other engine performance variables, such as AFR, IMEP,

exhaust temperatureT2, θCA02 and θCA50. Prediction error, however, can be diminished

if we compare the model prediction with relatively large IMEP covariance, for instance,

IMEP covariance = 3.

In the transient data comparison, it was observed that the HCCI model captures proper

tendency for cold and hot throttle change compared to the dynamometer data, even though

it shows some bias. The dynamics associated with fuel or loadchanges need re-tuning

because the model fails to predict the slow changes inθCA50. In specific, the parameterscp

andm associated with the temperature evolution of the cylinder parts need to be reparam-

eterized based on further investigation. Computation of combustion timing (i.e.θCA10 and

θCA50) using a single cycle pressure data was affected by the measurement noise. Therefore,

a robust pressure processing algorithm is highly required.
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Chapter 3

HCCI Closed-loop Combustion Control

3.1 Introduction

Various HCCI control methodologies have been discussed in previous literature; for in-

stance, exhaust gas recirculation (EGR) rate [69], internal residuals with variable valve

timing (VVT) [70, 71], and fast thermal management (FTM) with variable compression

ratio (VCR) [72]. All these different techniques pursue a similar objective, which is suf-

ficient thermal energy to initiate auto-ignited combustion. The heated air HCCI engine

presented in this chapter regulate in-cylinder temperature by two intake port throttles, one

providing heated air and the other cold ambient air into the cylinder. Control synthesis and

design requires a model that represents the effects of the valve actuators to the charge con-

ditions and the HCCI combustion characteristics. Phenomenological crankangle-resolved

HCCI combustion models have been developed in Chapter 2. Although these models are

indispensable for understanding and simulating HCCI combustion, low-order models are

necessary for real-time feedback and observer design.

In the rest of this chapter, a mean value model (MVM) of singlecylinder heated air

HCCI engine is summarized and validated using transient dynamometer engine test data

in section 4.2. This MVM is based on the crank-angle resolvedHCCI model presented in

[53]. In section 3.3, we show that the combustion duration,∆θcomb, redefined as the du-

ration between the crank angle of 10$ and 90% fuel burned in this chapter, can be a good

proxy for both combustion stability and fuel efficiency withrespect to the covariance of

indicated mean effective pressure (IMEP) and indicated specific fuel consumption (ISFC),

respectively. Based on this observation, a controller is developed to regulate∆θcomb by the

two throttle actuators and the results are presented in section 3.4.
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Figure 3.1 Notation used for the crank-angle resolved HCCI engine model.

3.2 Mean Value Model and Validation

In this section, the model structure and notation used for a simple HCCI MVM will be

introduced first, and the validation data will be shown in thefollowing sections.

3.2.1 Model Structure and Notation

A simple HCCI MVM presented here includes a statistical physics based parametrization

of the observed HCCI behavior during dynamometer testing and measurements. The MVM

attempts to represent the entire cycle (intake, compression, expansion and exhaust strokes)

of a single cylinder HCCI engine with controlled throttles (θc andθh) installed at the intake

ports. The represented dynamical behavior is, therefore, only associated with the cycle-to-

cycle delay,τ = N/120, whereN [RPM] indicates the engine speed. Fig. 3.1 shows the

notation used in the crank-angle resolved HCCI engine model. Variables associated with

ambient condition are denoted by subscript 0, while the variables related to heated air con-

ditions by subscripth. The cold and hot intake runners are referred to as volume 1 and 1h,

the exhaust runner volume as volume 2. Flows are depicted according to the notationWxy

wherex andy are the upstream and downstream of the flow. Heated air flow is described

by an additional subscripth such thatWxyh.
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3.2.2 Cycle Averaged Pumping Flows

The two throttle actuators in the hot and cold intake runnerscontrol both total amount of

cycle averaged air mass flow into the cylinder,Wivc =W1c +W1ch, and the fraction of each

mass flow between the hot and cold intake runners,rivc = W1ch/W1c at IVC. We assume

that the manifold filling dynamics in the hot and cold intake runners are negligible such

that cylinder pumping flows,W1c andW1ch, are identical to the throttle flows,W01 and

W01h, respectively. These two variables,Wivc andrivc, are determined based on the hot and

cold throttle angles,θh andθc, heated inlet air temperature,Th, and engine speed,N, as

followings:
Wivc = fw(θc,θh,Th)

=−α1e−α2θh +α3

[

1− e−α4(
θc
100)

α5
]

+α6Th +α7,
(3.1)

rivc = fr(θc,θh,Th)

= (β1Th +β2)
[

β3− e−β4(
θh
100)

β5
][

(1−β6)e−β7θc +β6

]

,
(3.2)

whereαi andβi for i = 1, . . . ,7 are functions of engine speed (N) such thatαi = fα(N) =

αi1N2+αi2N +αi3 andβi = fβ (N) = βi1N2+βi2N +βi3.

All the parameters in (3.1) and (3.2) were determined based on averaging the simulated

flows over the intake stroke using the crank angle based HCCI engine model in [53]. The

comparisons ofWivc andrivc between the crank angle based HCCI engine model simulation

data and the pumping flow maps from (3.1) and (3.2) for variousloads, engine speeds, and

throttles are shown in Fig. 3.2.

3.2.3 Combustion Timing and Duration

If we neglect the effect of residual gas in cylinder after exhaust valve closing (EVC), the

cylinder temperature at IVC,Tivc, can be approximated as the weighted temperature sum of

mixing gas flows from cold and hot intake runners,WcT0 andWhTh,

Tivc =
W1cT0+W1chTh

W1c +W1ch
, (3.3)

whereW1c =
Wivc

1+rivc
, W1ch =

Wivcrivc
1+rivc

, andT0 denotes the ambient air temperature.

As discussed by [31], we assume that the cylinder temperature at IVC,Tivc, and injected

fuel amount per each cycle,m f [mg/cycle], are the dominant for defining the start of com-

bustion,θSOC, and combustion duration∆θcomb. θSOC is considered to be identical with

the crank angle of 02% fuel burned timing,θCA02, in this chapter. Instead of the Arrhenius

44



20 40 60 80 100
3

4

5

6

7

8

9

10

Hot throttle angle, θ
h
 [%]

T
o

ta
l a

ir
 c

h
a

rg
e

 r
a

te
 [

g
/s

e
c]

 

 

0 20 40 60 80 100
3

4

5

6

7

8

9

10

Cold throttle angle, θ
c
 [%]

T
o

ta
l a

ir
 c

h
a

rg
e

 r
a

te
 [

g
/s

e
c]

20 40 60 80 100
0

10

20

30

40

50

60

70

Hot throttle angle, θ
h
 [%]

R
a

ti
o

 o
f 

a
ir

 c
h

a
rg

e

0 20 40 60 80 100
0

10

20

30

40

50

60

70

Cold throttle angle, θ
c
 [%]

R
a

ti
o

 o
f 

a
ir

 c
h

a
rg

e

 

 
1 bar, 1000 rpm

2 bar, 1000 rpm

3 bar, 1000 rpm

4 bar, 1000 rpm

5 bar, 1000 rpm

1 bar, 1500 rpm

2 bar, 1500 rpm

3 bar, 1500 rpm

4 bar, 1500 rpm

5 bar, 1500 rpm

1 bar, 2500 rpm

2 bar, 2500 rpm

3 bar, 2500 rpm

Figure 3.2 Comparison between crank-angle based HCCI engine simulation (dot points) and
pumping flow map (solid lines) from (3.1) and (3.2).

integral used in the crank angle resolved model, predictedθCA02 and∆θcomb are computed

based on polynomial equations based on the modeledTivc through (3.3) andm f such that

θCA02 = fCA02(Tivc) = γ1Tivc + γ2, (3.4)

∆θcomb = fcomb(θCA02) = ζ1θCA02+ζ2, (3.5)

where γi and ζi for i = 1,2 are determined asγi = fγ(m f ) = γi1m2
f + γi2m f + γi3 and

ζi = fζ (m f ) = ζi1m2
f +ζi2m f +ζi3 using the measuredθCA02 and the modeledTivc. Fig. 3.3

shows the comparisons ofθCA02 and∆θcomb between the steady state dynamometer HCCI

engine test data and the estimated values using (3.4) and (3.5).

The crank angle of 50% fuel burned,θCA50 can be approximated using a linear equation

based onθCA02 as suggested in [53] and shown in Fig. 3.4

θCA50= fCA50(θCA02) = η1θCA02+η2. (3.6)
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Figure 3.3 Comparison ofθCA02 and∆θcomb from the steady state dynamometer test (dot points)
and (3.4) and (3.5) (solid lines) for different operating conditions.

3.2.4 Exhaust Temperature

Modeling of exhaust temperature is critical in this HCCI engine to assess whether it con-

tains sufficient heat energy to supply an appropriate heatedinlet air temperature through

a heat exchange device and, at the same time, to convert both HC and CO emissions in a

conventional three-way catalytic converter. Exhaust temperature estimation is performed

using a nonlinear equation, which is mainly function ofm f , Tivc, andWivc such that

T2 = (σ1m f +σ2)+σ3∆Tivc,0+σ4∆Wivc,0, (3.7)

where∆Tivc,0 = Tivc −Tivc,re f and∆Wivc,0 =Wivc −Wivc,re f . All the coefficients in (3.7) are

determined asσ1 = σ11N +σ12, σ3 = σ31N+σ32m f +σ33 andσ4 = σ41N+σ42m f +σ43.

Note thatTivc,re f andWivc,re f correspond the values for a operating condition with a wide

open hot throttle (θh = 100%) and a completely closed cold throttle (θc = 0%) while other
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engine inputs are identical.

3.2.5 Prediction Error with Steady State Data

The steady state HCCI dynamometer engine experiments were performed with several

planned mapping points for given engine speed, load, hot airtemperature, hot throttle angle

and cold throttle angle. The fuel rate and the hot inlet temperature were altered simulta-

neously and judiciously up until operation was not feasibledue to too fast combustion,

misfires or high covariance of IMEP. The steady state HCCI engine test region for various

load conditions at the engine speeds of 1000, 1500, and 2500 RPM is shown in table 3.1.

Each test was performed with 1) hot throttle sweep while the cold throttle was completely

closed and 2) cold throttle sweep while the hot throttle was wide open.

Table 3.2 presents the mean,µ, standard deviation,σ , minimum and maximum values

of the prediction error, which is determined by the difference between the steady state dy-

namometer engine test data and estimation using HCCI MVM (i.e. xdyno − x̂sim, wherex

is the output values for each engine operating condition). It indicates that, in general, the

HCCI Mean Value Model (MVM) has good prediction capability and Fig. 3.6 represents

the overall comparisons of the engine key outputs such asIMEP, AFR, θCA02, θCA50 andT2.

Black solid and dashed line indicate the mean and standard deviation of prediction error,

respectively. Note that ”hot” and ”cold” in the legend from Fig. 3.6 denote the experimental

data for the hot and cold throttle sweep cases at each engine speed.

47



Table 3.1 Summary of steady-State HCCI dynamometer engine experiment with various cold and
hot throttle angles.

Speed [RPM] Steady State Operating Conditions

1000

Fuel Rate [mg/cycle] (IMEP [bar])

6.4 (1.2) 8.6 (2) 11.8 (3) 15 (4) 18.2 (5)

Hot Inlet Temperature [◦C]

225 210 160 130 105

1500

Fuel Rate [mg/cycle] (IMEP [bar])

6.2 (1.2) 8.6 (2) 11.8 (3) 15 (4) 18.2 (5)

Hot Inlet Temperature [◦C]

220 200 150 120 100

2500

Fuel Rate [mg/cycle] (IMEP [bar])

6.4 (1.4) 8.6 (2) 11.8 (3) 15 (4) 18.2 (5)

Hot Inlet Temperature [◦C]

210 220 150 - -

Table 3.2 Mean (µ), standard deviation (σ ), Min and Max values of the model prediction error.

Prediction Error

Mean (µ) STD (σ ) Min Max

IMEP [bar] 0.00004 0.1565 -0.4651 0.3463

AFR 0.1322 0.7027 -2.0096 1.9828

θCA02 [CAD aTDC] 0.2058 0.8414 -3.8908 3.7695

θCA50 [CAD aTDC] 0.1923 1.6770 -4.5792 6.9796)

θcomb [CAD aTDC] 0.2003 1.9232 -5.1117 7.3290)

T2 [◦C] 0.1280 10.2222 -37.6140 23.7234
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Figure 3.5 Comparison ofIMEP, AFR, θCA02, θCA50, ∆θcomb, andT2 between the dynamometer
engine test and the model simulation for different engine speeds, loads and throttle angles.

3.2.6 Validation with Transient Data

Three different transient tests were performed for the single cylinder HCCI engine: 1) load

step changes (Fig. 3.6(a)), 2) hot throttle step changes (Fig. 3.6(b)), and 3) cold throttle

step changes (Fig. 3.6(c)). Blue dashed lines show the dynamometer test data and red solid

lines display the MVM simulation results. The HCCI MVM in general predicts the single

cylinder engine variables with considerable accuracy. In IMEP comparison, for instance,

the model captures the dynamometer engine performance witha maximum deviation of

approximately 0.2 bar. Decreasingθh and increasingθc cause slight IMEP drops, which

can be explained by∆θcomb changes in the next section. Both measured and simulated

θCA50 match in both the magnitude and direction of changes with a maximum deviation
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of 3 CAD. The model does not capture the observed lag ofθCA50 after fuel step applied

in Fig. 3.6(a), which exhibits a first order response with a time constant of 1 second. We

postulate that the cylinder wall thermal dynamics are also needed in the model to fully cap-

ture this behavior as shown in [73, 74, 29]. The cylinder walltemperature measurement,

critical for the cylinder thermal dynamics, however, was not available for this heated-air

inlet HCCI engine system. UnlikeθCA50 measurement,∆θcomb from the dynamometer test

has no lagged response for load step changes and captured by simulation. Note that the

noise level of measured∆θcomb differs for each experimental data sets since the cylinder

pressure measurement had different measurement noise levels.

3.3 Combustion Duration Control

The control strategy in the heated air intake HCCI engine is to manage hot and cold throt-

tles to achieve good combustion timing (high fuel efficiencyand high combustion stability)

while engine operating condition changes (i.e. engine speed and load changes). Com-

bustion timing has been detected with some reference values, for instance, the location of

in-cylinder peak pressure,Loc ppeak, and/or the crank angle of 50% fuel burned ,θCA50,

which might vary for different engine speeds and loads. Therefore, the set point of com-

bustion timing reference needs to be scheduled based on load(or fueling level) and speed to

achieve the same objectives. The lift of a secondary openingof the exhaust valve, known as

the rebreathing valve lift (RBL) was controlled to regulateθCA50 [75]. The variable valve

actuator (in specific, intake valve closing (IVC) and exhaust valve closing (EVC)) was man-

aged to achieve a desired location of in-cylinder peak pressure Loc ppeak and in-cylinder

peak pressureppeak [71]. The combustion phaseθCA50 was regulated by the intake valve

closing (IVC) and the fast thermal management (FTM) system,which controls the intake

manifold temperature using both the hot throttle actuator and the heater power [29]. A sim-

ilar FTM method utilizing a cold throttle with fixed hot throttle actuator was also conducted

to regulateθCA50 on a multi-cylinder Variable Compression Ratio (VCR) engine [72]. In

this section, we propose a new possible proxy of engine performance variable,∆θcomb,

which can represent both combustion stability and fuel efficiency in terms of covariance of

IMEP and ISFC.

The steady state dynamometer test of the HCCI engine shows that regulating∆θcomb

might be a better control objective thanθCA50 for the heated inlet air HCCI engine. Two

plots of the first raw in Fig. 3.7 show the covariance ofIMEP and normalizedISFC with

respect to the combustion duration for various loads and engine speeds. These plots in-
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(b) Hot throttle step changes (θc = 0%,θh = 50%→ 30%→ 50%,T0 =
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Figure 3.6 Model validation with the load, hot and cold throttle step changes of the single cylinder
HCCI engine atN = 1500 rpm.
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Figure 3.7 Comparison between∆θcomb andθCA50 with respect to covariance of IMEP and nor-
malized ISFC.

dicate that the heated inlet HCCI engine, in general, is ableto achieve both high engine

combustion stability and high fuel efficiency if∆θcomb is regulated at about 7.5 [CAD] for

all different engine speeds and loads. On the other hand, theoptimalθCA50 varies mainly

for different loads and changes for different speeds considerably as depicted in two plots

of the second column in Fig. 3.7. For instance,θCA50 has to be much lower than the typical

4 CAD target to get good covariance of IMEP and ISFC, even though the 4 CAD target be-

gins to be acceptable as the load increases. Therefore, a setpoint map as a function of load

and speed might be required to chooseθCA50 as the combustion timing reference values for

both optimal fuel efficiency and combustion stability [19].

To account for this phenomenological behavior of IMEP and ISFC, a statistical func-

tion for the covariance of IMEPCOV (IMEP) and a equation for the combustion efficiency

ηcomb are derived based on the combustion duration∆θcomb as following,

COV (IMEP) = fcov(∆θcomb), (3.8)

ηcomb = fη(∆θcomb), (3.9)

where fcov and fη are second order polynomials, in specific,fcov(∆θcomb) = ξ1∆θ2
comb +
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ξ2∆θcomb +ξ3 and fη(∆θcomb) = ϕ1∆θ2
comb +ϕ2∆θcomb +ϕ3, respectively.

It seems to be physically reasonable that a certain level of∆θcomb is desired for both fuel

efficiency and combustion stability. For instance, if∆θcomb increases, which leads to lower

Ppeak or misfire, then the engine start losing feasibility of combustion. On the other hand,

if ∆θcomb becomes smaller, which induces higherPpeak, then the continuity of combustion

decreases such that overall work capability gets smaller. More analysis of this combustion

behavior under the inlet air heated conditions are necessary for more accurate explanation.

Based on the observation here, we design a simple controllerin the following section.

3.4 Control Analysis and Design

Due to two throttle actuators (cold and hot intake throttles) to regulate one control objec-

tive values (∆θcomb), this HCCI engine can be considered as an overactuated system (i.e.

two-input and single-output (TISO) system). For instance,if a engine cycle needs more

(or less) heat energy, then either hot throttle angle can be increased (or decreased) or cold

throttle angle can be decreased (or increased). Overactuating the HCCI engine provides a

certain amount of redundancy for closed-loop combustion control, however, a proper con-

trol allocation might be necessary to have a unique solutionto an overactuated problem.

One possible way to do this is the allocation process introduced in this section.

3.4.1 Desired Cold and Hot Throttle Settings

In overactuated system, many optimum values of actuators can be found to produce the

same system output. In this engine, for instance, various combinations of cold and hot

throttle angles (θc and θh) can be the optimum values to achieve a desired combustion

duration∆θ des
comb. Based on the previous discussion, assume that the desired combustion

duration is equal to 7.5 crank angle degrees (i.e.∆θ des
comb = 7.5 CAD). Fig. 3.8 shows the

optimal cold and hot throttle angles (θc,opt andθh,opt ) to achieve the combustion duration

∆θ des
comb equal to be 7.5 CAD for different loads and hot inlet air temperatures at the engine

speed of 1500 RPM. Note that blue, green and red color lines indicate different hot inlet

air temperatures with 140, 150 and 160oC respectively. Upper triangular, lower triangular

and square marked lines represent different fuel injectionrates per cycle as depicted.

It can be observed in Fig. 3.8 that increasing hot inlet air temperatureTh allows more

cold throttle angle open while hot throttle angle remains atthe same levels to regulate the

combustion duration for each load. Increasing load level decreases the optimal hot throttle
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Figure 3.8 Optimal cold and hot throttle angles (θopt
c andθopt

h ) to achieve a desirable combustion
duration,∆θcomb = 7.5 CAD, for different loadsm f [mg/cycle] and hot inlet temperaturesTh [oC] at
the engine speed of 1500 rpm.

angles for each hot inlet air temperature. Blue, green and red solid lines show possible

cold throttle angles with hot throttle open from 35 to 60 %. Hence, wide open cold throttle

condition can be allowed for higher load operating region with similar hot throttle actu-

ator range. Note that HCCI engine can only run up to approximately 5 IMEP bars and

mode switching to spark ignition (SI) is required beyond this load limit. At the boundary

between HCCI and SI combustion mode, therefore, it might be preferred to have less hot

throttle open and wide open cold throttle since SI combustion mode does not require heated

inlet air.

3.4.2 SISO System and Linearization

If we assume that the hot inlet air temperature change is relatively slower than the load

changes, the cold throttle actuator can be determined by a feedforward controller (or map-

ping) based on the heated inlet air temperature. This assumption allows us to have a

single-input and single-output (SISO) system control problem, in which the system re-

dundancy can be eliminated. There might be several control strategies and one standard

method is introduced here, feedforward plus proportional and integral feedback controller.

This controller is tuned using linear techniques. First of all, linearization is performed

around a fueling levelm f = 11.6 mg/cycle, and nominal control inputsθc = 30 % andθh
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Figure 3.9 Open loop response of the linearized and nonlinear model during step changes of
engine inputs.

= 47 % such that the desired combustion duration∆θcomb = 7.5 CAD is achieved and a

corresponding difference equation is realized as

δ∆θcomb(k+1) = Khδθh(k)+Kcδθc(k)+K f δm f (k)+KtδTh(k), (3.10)

whereKh, Kc, K f , andKt indicate constant numbers. Fig. 3.9 shows the open loop responses

of the linearized and nonlinear model for fuel,θc andθh steps. The simulation shows the

fuel stepsm f = 11.6→ 10.6→ 12.6→ 11.6 mg/cycle at 200, 400 and 600 engine cycle.

Next, cold throttle stepsθc = 30→ 20 → 40 → 30 % are applied at 600, 800 and 1000

engine cycle. Finally, hot throttle stepsθh = 47→ 37→ 57 % are applied at 1000 and 1200

engine cycle. The step responses indicate that the linearized model can represent locally

the nonlinear HCCI engine model. The hot throttle actuator has bigger dynamic control

authority than the cold throttle actuator at the nominal values. Based on this linearized

model, a feedforward compensator plus proportional and integral (PI) feedback controller

is designed in the following section.
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3.4.3 Feedforward plus PI Feedback Control

Fig. 3.10 shows the block diagram of SISO HCCI engine with a feedforward compensator

and PI feedback controller. The control signalu(k) is then determined as

u(k) = K f f δm f (k)−KPδ∆θcomb(k)−KI ∑δ∆θcomb(k), (3.11)

whereK f f , KP, andKI presents feedforward, feedback proportional, and feedback integral

controller gains. A cancelation feedforward controller can be derived from two system

gains

K f f =−K−1
h K f , (3.12)

whereKh andK f are from (3.10). Two feedback control gainsKP andKI are selected based

on linear quadratic regulator (LQR) method with an augmented integrator state. Fig. 3.11

shows the comparison of system response with and without control. Note that it is assumed,

during this simulation, that there exists a uniformly distributed random measurement noise

with a maximum of 2 CAD and a minimum of -2 CAD. Also, the heatedinlet air tem-

perature is fixed atTh = 423K such that no cold throttle command is applied during this

simulation (i.e. θc = 30%). From the bottom three plots in Fig. 3.11, we observe that

the the feedforward and feedback controller improve the fuel efficiency and, at the same

time, the covariance of IMEP gets slightly smaller than one without combustion duration

regulation.
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3.4.4 Heated Inlet Air Temperature Changes

We now consider a simple heat exchanger model, which affectsthe heated inlet air temper-

ature as shown in Fig. 3.12. We assume that the heat exchangereffectiveness is about 0.47

and the heat capacity rates (i.e. mass flow rate multiplied byspecific heat) for hot and cold

air stream are same. A simple lag with a time constant of 4 seconds is assumed for the heat

exchanger. An affine relation is implemented for the cold throttle actuator command such

that the hot throttle moves around the same operating regionwith one used in Fig. 3.11.

Note that this affine relation between heated inlet air temperature and cold throttle is nec-

essary to be modified with a nonlinear map if we extend the fuelrange to cover the entire

potential HCCI load and speed range.

Fig. 3.13 compares the MVM responses for both hot throttle (feedforward and PI feed-

back) and cold throttle (feedforward) control with a heat exchanger (HEX) versus hot

throttle (feedforward and PI feedback) control only with hot inlet air temperature fixed.
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As can be expected from Fig. 3.8, hot throttle control inputsremains at the same oper-

ating range while cold throttle manages to compensate the heated inlet air temperature

changes. Hence the decoupling methodology with the proposed actuator allocation seem

to be promising. Similar comparison for the crank-angle resolved model [53] responses is

shown in Fig. 3.14 with same control strategies.

3.5 Conclusion

In this chapter, we introduce a simple statistical physics based HCCI MVM including a

cycle delay and validate the model with both steady state andtransient test data sets. We

then investigate an appropriate control objective, which represents engine performance,

and find that the combustion duration,∆θcomb, might be a surrogate control objective for

both combustion stability and fuel efficiency. Since the HCCI engine has two actuators

(cold and hot throttles) and one control objective∆θcomb, the allocation of actuators is per-

formed based on the assumption that the heated inlet air temperature varies slowly through

a heat exchanger dynamics and the two actuators can be decoupled such that cold throttle

manages slow hot inlet air temperature changes with a feedforward controller while hot

throttle mainly manages the load disturbances using cycle-to-cycle combustion duration

measurement.

Based on the allocation of two actuators, a simple model based controller using a linear

control technique is designed to manage the hot throttle actuator to regulate the combus-

tion duration at 7.5 CAD during load transients. Feedforward compensator and PI feedback
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Figure 3.13 Mean value model responses with and without a heat exchangermodel and cold
throttle feedforward map.

controller together shows good regulation responses of∆θcomb to achieve higher IMEP and

smaller covariance of IMEP. A simple heat exchanger with theeffectiveness of 0.47 and

a lag is implemented and, from the simulation result, it can be verified that the proposed

coordination of two actuators is appropriate.

59



0 100 200 300 400 500 600 700 800 900 100010

11

12

13

m
fu

e
l [

m
g

/c
yc

le
]

0 100 200 300 400 500 600 700 800 900 10005

10

∆
 θ co

m
b

 [
C

A
D

]

 

 

0 100 200 300 400 500 600 700 800 900 1000

3

3.5

IM
E

P
 [

b
a

r]

0 100 200 300 400 500 600 700 800 900 1000

140

150

160

T
h
 [

o
C

]

0 100 200 300 400 500 600 700 800 900 10000

50

θ
c
 [

%
]

0 100 200 300 400 500 600 700 800 900 1000

30

40

50

60

θ
h
 [

%
]

engine cycle

w/ HEX w/o HEX

Figure 3.14 Crank-angle based model responses with and without a heat exchanger model and
cold throttle feedforward map.

60



Chapter 4

Air Charge Control for Turbocharged
Spark Ignition Engines with Internal

Exhaust Gas Recirculation

4.1 Introduction

We present in this chapter an effort to minimize the detrimental effects of high levels of

exhaust gas recirculation (EGR) in the drivability of a turbocharged Spark Ignition Direct

Injection (SIDI) engine equipped with dual cam phasing capability. In such an engine

platform, the throttle, the turbocharger wastegate, and the Variable Valve Timing (VVT)

overlap system are three actuators in the air path system forthe control of cylinder charge.

The VVT system with variable camshafts allows flexible valveoverlap, hence, enables high

level of internal EGR (iEGR), which, if there is no combustion stability problem, typically

reduces fuel and NOx emissions.

The selection of a performance variable is not as straightforward because one has to

take into account its ability to represent the overall performance objectives (e.g., efficiency,

emissions, drivability) and its ability to correlate with the available measurements. This

chapter focuses on improving the transient response of cylinder charge flow rate during

tip-ins and tip-outs via the use of a compensator added on thebase throttle signal. This

compensator, called valve compensator, minimizes the deleterious effects of valve over-

lap changes on cylinder air flow. Therefore, the work presented here can be applied over

part-load and lightly boost operation conditions when the wastegate remains passive1.

A control-oriented model for the target engine system is first developed and parameter-

ized with dynamometer measurements collected over a wide range of operation conditions

and various gasoline-ethanol fuel blends. Developed basedon the model in [47], the en-

1The duty cycle of the turbocharger wastegate is set to zero sothat its opening is govern by the spring
force, exhaust gas back-pressure, and boost pressure.
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gine model consists of a mean value model to simulate the cycle-average behavior of the

air-path system and a discrete event model to capture the particular behavior during each

stroke (i.e., intake, compression, combustion/expansion, exhaust). As presented in Section

4.2, the parameterized engine model is able to predict the dynamic engine behavior with

gasoline and ethanol fuels up to E85 (85% ethanol and 15% gasoline in volume). The

static VVT scheduling scheme that takes various engine performance variables (e.g., effi-

ciency, emission, combustion stability ) into consideration is described in Section 4.3. In

Section 4.4, the dynamic interaction between the throttle and the valve overlap and their

transient effects on the intake manifold pressure and cylinder charge is analyzed. Then, the

valve compensator is designed to improve the transient behaviors of cylinder charge during

tip-ins and tip-outs when the VVT system transits from one set-point position to other as

commanded by the static VVT schedule. As shown in the simulation and experimental re-

sults, the use of feedforward throttle compensators can significantly improve the transient

cylinder charge response. Finally, a summary is following in Section 4.6.

4.2 Control-Oriented Model and Validation

This work develops a model on the basis of the one presented in[47] that follows the

principles of mass and energy conservation and the Newton’ssecond law for turbocharger

dynamics. The schematic in Fig. 4.1 shows the 7 states, namely, two states for the boost

pressurepb and temperatureTb; two states for the intake manifold pressurepim and temper-

atureTim; two states for the exhaust manifold pressurepex and temperatureTex; one state

for the turbocharger connecting shaft rotational speedNtc. In this section, only the modifi-

cations from the original model in [47] are discussed, whichare the modeling of cylinder

charge flow rate (also known as engine pumping rate) and the state reduction of exhaust

manifold temperature following an isothermal assumption.For details of the model, please

refer to [47].

Based on dynamometer measurements, the mass air flow rate into the cylinderWcyl can

be modeled as a function of intake manifold pressurepim, engine speedN, and intake and

exhaust valve overlapv

Wcyl = F(pim,N,v) = α1(N,v)pim+α2(N,v), (4.1)

whereα1 andα2 are polynomials inN andv. Fig. 4.2 shows thatWcyl can be modeled as

a linear function ofpim while α1 andα2 depend onN andv. It should be noted that the

behavior of the VVT system in this turbocharged engine is more complex than what has
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Figure 4.1 Schematic of turbocharged spark ignition direct injectionengine equipped with vari-
able intake and exhaust camshafts.

been observed and documented in the Naturally Aspirated (NA) Spark Ignition (SI) engine.

As shown in Fig. 4.2, when the intake manifold pressure is lower than the atmosphere pres-

sure (i.e.,pim < 1 bar), an increased valve overlap decreases the fresh charge flowrate in

the cylinders, which has been observed in the conventional NA SI engine. However, when

the intake manifold pressure is higher than the atmosphere pressure (i.e.,pim > 1 bar), an

increased valve overlap increases the cylinder charge flow rate. Note that the tested engine

used for the parameterized model in this chapter has a dual-independent VVT system, but

we only consider a positive valve overlap associated with symmetric intake valve opening

(IVO) and exhaust valve closing (EVC) with respect to top dead center (TDC).

Simulation results have suggested that the isothermal assumption is acceptable for the

modeling of exhaust manifold dynamics

dpex

dt
=

RTex

Vex
(Win −Wout), (4.2)

whereR andVex denote the ideal gas constant and the exhaust manifold volume, respec-

tively. Tex = Tbd is the blowdown temperature which is modeled based on an ideal isochoric

combustion of the injected fuel followed by an isentropic expansion. The heat generated
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Figure 4.2 Cylinder pumping flowWcyl versus intake manifold pressurepim with various intake
and exhaust valve overlapsv at N = 2000 RPM.

during combustion depends on the low heating value and quantity of the fuel [47].

The model has been parameterized using steady-state dynamometer measurements for

gasoline fuel from 800 RPM up to 4500 RPM with various controlset-points for throttle

angle, wastegate duty cycle, fuel injection and spark angle, positions of IVO and EVC,

and fuel rail pressure. The parameterized mean-value modelcaptures the transients with

reasonable accuracy for both fuels: gasoline (E0) and fuel with 85% volumetric ethanol

content (E85). Validation of the transient behavior duringa step change in the throttle

angle is shown in Fig. 4.3 and 4.4 for E0 and E85, respectively.

Subplots of the first column in Fig. 4.3 and 4.4 show the enginemodel inputs, and those

of the second column allow a direct comparison between the predicted (red solid lines)

and measured engine outputs (blue dashed lines). At 2000 RPMfor E0 both the measured

and predicted outputs show undershoots in the boost pressure, pb, and overshoot in the air

flow rate through the compressor,Wair. As shown in Fig. 4.4, the model also captures the

undershoot in boost pressure,pb, caused by a throttle angle change at 2500 RPM for E85.

4.3 Static Schedule of VVT

In this section, a static schedule for the intake and exhaustvalve overlap is proposed to

achieve maximum iEGR at medium load, stable combustion at low load, and maximum
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Figure 4.3 Comparison between dynamometer measurement and model simulation for throttle
step change with E0 fuel and a fixed wastegate duty cycle at 0% at N = 2000 RPM; dynamometer
engine inputs are presented in the first column and corresponding engine outputs (blue dashed lines)
are compared with simulation results (red solid lines) in the second column.

torque at high load [40]. Since the electronic throttle is the actuator that has the most con-

trol authority over cylinder charge at part-load and lightly-boosted conditions, the static

valve overlap is scheduled with respect to the throttle angle.

In Fig. 4.5, the plots of the first and second row show the steady-state cylinder charge

flow rate,Wcyl, and intake manifold pressure,pim, with respect to the throttle angle,θth, at

three valve overlap values(i.e.,v = 0, 40, 80 CAD). The cylinder charge flow rate at differ-

ent valve overlap values are approximately same at low load with θth < 20%. At medium

load with 20%< θth ≤ 40%, the cylinder charge flow rate decreases with an increased valve

overlap. At high load withθth > 40%, however, the cylinder charge flow rate increases with

an increased valve overlap at a given throttle angle.

It is important to note that at low throttle valves, during small downstream-to-upstream

pressure ratiopim/pb, when flow through the throttle body occurs at sonic conditions, over-
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Figure 4.4 Comparison between dynamometer measurement and model simulation for throttle
step change with E85 fuel and a fixed wastegate duty cycle at 0%at N = 2500 RPM; dynamometer
engine inputs are presented in the first column and corresponding engine outputs (blue dashed lines)
are compared with simulation results (red solid lines) in the second column.

lap does not affect the steady-state cylinder air flow but it has detrimental effect as can

be seen in Fig. 4.6. This zero DC gain, yet strong transient influence of the overlap on

flow arises from the inlet manifold filling dynamics withpim adjusting to higher values as

overlap increases as shown in Fig. 4.5 (second subplot).

Two overlap scheduling schemes, denoted asvegr andvair, are shown in the third sub-

plot in Fig. 4.5. One scheduling scheme forvegr is derived to achieve maximum iEGR level

subject to stable combustion at low load and maximum torque at high load; 1) near idle

engine conditions (θth < 20%), VVT overlap is scheduled to be zero for idle combustion

stability 2) at high loads (θth ≥ 40%) near WOT, the overlap is set to be 80 CAD such that

Wcyl can be maximized, and 3) for part loads, overlap is selected to achieve the maximum

iEGR with a smooth transition betweenv = 0 CAD andv = 80 CAD at the throttle range of

20%≤ θth < 40%. Apart fromvegr, a reference valve overlap defined asvair in Fig. 4.5 is
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determined to maximize cylinder air flow rate given throttleangle. This desired maximum

cylinder flow rateW des
cyl (black dashed line) is presented in the first plot in Fig. 4.5.Based

on the two different overlap scheme,vegr andvair, a model-based throttle compensator that

reduces the deleterious effect of overlap changes on cylinder air flow will be discussed in

the next section.

4.4 Valve Compensator Design

A valve compensator with an electronic throttle for a NA throttled engine is designed in

[41] to remove or reduce the effect of the VVT transients on the cylinder charge, in which

θ∗
th is employed as a virtual actuator. The effects of step changes in valve overlap on the

cylinder charge flow rate at throttle angles of 20% and 40% aresimulated and illustrated in

Fig. 4.6. The valve overlap increase at lightly boosted conditions whenpim > 1 bar and
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θth = 40% leads to the transition to an increased steady-state cylinder charge flow rate, as

observed in Fig. 4.2. The same step change in valve overlap atpart load conditions when

pim < 1 bar andθth = 20%, however, leads to the transitions with large overshoots and

undershoots with no steady-state cylinder flow rate change.The valve compensator design,

presented in [41] for a NA engine, is modified here to compensate for these deleterious

valve overlap transients.
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Figure 4.6 Cylinder air charge rateWcyl response of the turbocharged engine on VVT overlapv
step changes; engine speed is 2000 RPM and throttle is fixed atθth = 20% (second plot) andθth =
40% (third plot).

The compensator design also takes into account the fact thatthe boost pressure,pb,

varies at different engine speeds and loads in a turbocharged engine. Here, the intake mani-

fold pressurepim, boost pressurepb, engine speedN, and overlapv are considered available

from measurements. Moreover, to further simplify the engine model for the compensator

design, the intake manifold is assumed to be isothermal so that the state of intake manifold

temperature,Tim, can be eliminated.

ṗim = Kim
(

Wθ −Wcyl
)

, (4.3)

such that first order dynamics can be used for the compensatordesign with the throttle air

flow determined by

Wθ = g1(θth, pb)g2(pim/pb), (4.4)
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where g1 = Ae(θth)
pb√
RTim

g2 =























√

γ
γ+1

(

2
γ+1

) 1
γ−1

if pim
pb

≤ rc
√

√

√

√

γ
γ−1

(

(

pim
pb

) 2
γ −
(

pim
pb

)
γ+1

γ

)

if pim
pb

> rc

with Kim = RTim/Vim, andTim andVim correspond to the intake manifold pressure and vol-

ume, respectively.Ae(θth) indicates effective cross section area andrc = (2/(γ +1))γ/(γ−1)

denotes critical pressure ratio, which draws a distinctionbetween sonic and subsonic flows.

Additionally, the VVT actuator mechanism dynamics are modeled by

v̇act
egr =

1
τVV T

(

vegr − vact
egr

)

, τVV T = 0.09sec. (4.5)

Here, the time constantτVV T = 0.09 sec is selected to capture the VVT system dynamics

at an engine speed for 2000 RPM.

The throttle angle is the primary control variable in a turbocharged engine for accom-

plishing the torque demanded by the driver at part load and lightly boosted conditions.

Hereθth is defined as the base throttle signal issued in response to a driver’s torque de-

mand. Then, a compensation angleθ∗
th is introduced in addition to the base throttle signal

θth in order to reduce the deleterious effects of valve overlap transitions on the cylinder

charge flow rate. At a fixed or slowly varying engine speed, thecompensation angle

θ∗
th is selected so that the effects of the valve overlap transition on the cylinder charge

flow rate change,̇Wcyl, is compensated, and the associated cylinder charge flow rate,Wcyl,

matches as much as possible the desired steady-state cylinder charge flow rate,W des
cyl , as

a result of the static valve overlap schedulevair for maximum torque. From (4.1), we get

Ẇcyl =
(

∂α1
∂v pim + ∂α2

∂v

)

v̇+α1ṗim. Therefore, when the static valve overlap schedule for

optimized iEGR,vegr, is used, the rate of change of cylinder air flowẆcyl(N,vact
egr) is given

by

Ẇcyl

∣

∣

∣

vegr

= α1(N,vegr)Kim
(

g1(θth +θ∗
th, pb)g2(pim/pb)−Wcyl

)

+

(

∂α1

∂v

∣

∣

∣

N,vegr

pim +
∂α2

∂v

∣

∣

∣

N,vegr

)

v̇act
egr, (4.6)

For details of static VVT schedulevegr andvair, please refer to Section 4.3 and Fig. 4.5.

It is desirable to have thėWcyl
∣

∣

vegr
follow the the rate of cylinder air flow rate associated

to the “best torque” staticvair scheduleẆcyl
∣

∣

vair
when the overlap schedule is performed
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infinitely slowly (v∞
air) so that it does not have any impact on the transient torque responses

Ẇcyl

∣

∣

∣

v∞
air

= Ẇ des
cyl =

α1(N,vair)Kim

(

g1(θth, pb)g2(p̃im/pb)−W des
cyl

)

, (4.7)

where ˜pim is a fictitious reference manifold pressure derived only with the throttleθth and

engine speedN,
˙̃pim = Kim(g1(θth, pb)g2(p̃im/pb)−Wcyl). (4.8)

Based on the assumption that
∂Wcyl
∂ pim

∣

∣

vegr
≃ ∂Wcyl

∂ pim

∣

∣

vair
which can be verified from Fig. 4.5,

it follows that α1(N,vegr) ≃ α1(N,vair) and α1(N,vegr)Wcyl
∣

∣

vegr
≃ α1(N,vair)Wcyl

∣

∣

vair
=

α1(N,vair)W des
cyl . With these two approximations we can solve forθ∗

th using (4.6)= (4.7)

θ∗
th = g−1

1

(

C1v̇act
egr +C2

)

−θth, (4.9)

where C1 =−
∂α1(N,vact

egr)

∂v pim +
∂α2(N,vact

egr)

∂v

Kimα1(N,vact
egr)g2(pim/pb)

and

C2 =
g2(p̃im/pb)

g2(pim/pb)
g1(θth, pb).

4.5 Simulation and Experiment during Tip-Ins and Tip-
Outs

The valve compensator designed in the previous section has been tested for a engine

mean-value model validated in Section 4.2 and also implemented in a 2.0L 4 cylinder tur-

bocharged vehicle engine with VVT. The block diagram for thethrottle based compensator

for the VVT turbocharged engine is illustrated in Fig. 4.7. Based on the measurement of

the boost pressurepb and intake manifold pressurepim along with the engine speedN and

base throttle angleθth (commanded through a pedal position by a driver), the valve overlap

compensator block generates the throttle compensation signal θ∗
th to reduce a deleterious

effect of the VVT transients on the cylinder pumping flow rate.

Valve overlap step changes have been applied to the mean-value model first for a fixed

engine speed of 2000 RPM and a fixed throttle position of 20 % asshown in Fig. 4.8. Note

that the first subplot shows the valve overlap step changes. Blue dashed lines and red solid

lines from the second and third subplots indicate the cylinder pumping flow rate and throttle
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Figure 4.7 Schematic diagram of VVT turbocharged engine with valve compensator.

angle with and without the valve compensation signalθ∗
th, respectively. Overshoots (or un-

dershoots) of the electronic throttle position generated by the valve compensator during the

valve overlap step-ups (or step-downs) reduce the undesired undershoots (or overshoots)

on the cylinder pumping flow rate.
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Figure 4.8 Comparison of the cylinder pumping flow during the valve overlap step changes with
(red solid lines) and without (blue dashed lines) the valve compensatorθ∗

th : both engine speed and
base throttle position are fixed atN = 2000 RPM andθth = 20 %. (Simulation)

The algorithm was implemented in the engine control unit (ECU) of a a 4 cylinder

turbocharged SI engine vehicle on a chassis dynamometer facility. Comparison of relative

load (RL) is shown in Fig. 4.9. RL is normally defined in percentage as the estimated cylin-

der pumping flow and corresponding engine power output. The values over 100% in RL

mean that the engine is running at wide-open throttle and that the air flow is being boosted

by the turbocharger. Note that overlap step changes were applied from 20 to 40 CAD and

40 to 20 CAD at 12.5 seconds and 14.5 seconds, respectively, and the data shows similarity
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with simulation.
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Figure 4.9 Comparison of relative roadRL during the valve overlap step changes with (red solid
lines) and without (blue dashed lines) the valve compensator θ∗

th : both engine speed and base
throttle position are fixed atN = 2000 RPM andθth = 15 %. (Experiment)

The nonlinear engine model with the adiabatic inlet manifolds validated in Section 4.2

is used for a comparison of the cylinder air charge flow rateWcyl in the VVT turbocharged

engine with and without the compensationθ∗
th during throttle (load) step changes as shown

in Fig. 4.10. All simulations are performed under the assumption that the fuel injectors and

spark ignition are controlled properly such that the engineoperates at stoichiometric AFR

(14.6) and Maximum Brake Torque (MBT) conditions for a givencylinder charge flow

rate. Throttle step changes are introduced while the enginespeedN is fixed at 2000 RPM

and the static VVT schedulevegr is selected given throttle angle and engine speed. The

compensated throttle inputθ∗
th is shown in the second subplot of Fig. 4.10 as the difference

between the blue dashed line and the red solid line. The use ofthe compensated throttle

angle clearly improves the transient response ofWcyl during throttle step changes at low

loads (i.e.,θth = 20%→ 22.5%→ 25%) by accelerating the transition of cylinder charge

flow rate to a new steady-state value.
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Figure 4.10 Comparison of the throttle step cylinder air charge flow rateWcyl of VVT tur-
bocharged engine without compensationθ∗

th (blue solid lines) and VVT turbocharged engine with
compensation (red dashed lines); engine speed is 2000 RPM, throttle is stepped asθth = 20 →
22.5%→ 25%→ 22.5%→ 20%. (Simulation)

4.6 Conclusion

This chapter presented a modification of the nonlinear mean value model [47] of a tur-

bocharged spark ignition flex-fuel engine equipped with variable camshafts and electronic

throttle. Two static valve overlap schedules were derived for “best torque” and “best iEGR”

requirements. To improve the transient behaviors of the cylinder charge air flow rate (or

torque) during throttle step changes, the valve compensator has been introduced in the

air-path control loop. To reduce the disturbance of the VVT change on cylinder charge

flow rate, a nonlinear model-based valve compensator was designed in addition to the base

throttle controller for the turbocharged engine. This compensator improves the transient

behavior of cylinder charge flow rate, especially at low load. The valve compensator was

tested using both a mean-value model and a vehicle engine. The valve compensator showed
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a considerable improvement in the regulation of cylinder charge flow rateWcyl while the

valve overlapv changes.

The proposed valve compensator can be used to conduct an on-board calibration such

as an extremum seeking (ES) control algorithm [56] and introduced in Fig. 5.13 in the next

chapter. As more control parameters are introduced by the turbocharger, variable valve

timing and direct fuel injection, an increased amount of calibration efforts are required to

determine the optimal control set-points for engine performance and emissions. To supple-

ment this calibration burden and take into account of all theinfluencing factors such as fuel

properties and engine aging, the on-board calibration scheme searches the optimal VVT

and spark ignition through the evaluation of engine performances while VVT and spark

timing are perturbed. The valve compensator can moderate the cylinder charge disturbance

from this VVT perturbation.
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Chapter 5

Extremum Seeking of Variable Valve
Timing and Spark Timing for On-Board

Calibration

5.1 Introduction

Most of the current engine controls are implemented based onlook-up tables with its values

calibrated for various operating conditions, typically the engine speed and load, during the

development of a new vehicle. The control parameters introduced by the turbocharger, vari-

able valvetrain, and direct fuel injection, increase the amount of calibration effort required

to determine the optimum control set-points for engine performance and emissions. Even

if feasible and required, this initial calibration can not take into account of all the influenc-

ing factors such as fuel properties, engine component agingand environmental changes.

Therefore, we present in this chapter a method to help reduceor optimize engine calibration

effort for a turbocharged spark ignition direct injection engine by employing an extremum

seeking (ES) controller to optimize VVT position and spark timing via in-cylinder pressure

sensing of combustion phasing.

To analyze, develop, and verify the ES optimization scheme for VVT and spark it is

important that we take into account the cycle-to-cycle combustion variability, especially

at high level of internal residuals. It is known that the internal exhaust gas recirculation

(iEGR) could reduce NOx emissions and heat losses to the cylinder walls as a result of

the lower combustion temperature, and reduce pumping loss with a higher intake man-

ifold pressure. However, high charge dilution via iEGR introduces high cycle-to-cycle

combustion variations. Poor combustion (very advanced or retarded combustion phasing)

deteriorates overall combustion efficiency. Therefore, there exist an optimum set of VVT

positions at each engine operating point to achieve the maximum combustion efficiency.

For optimum VVT setting there is an optimum spark setting.
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The model developed predicts the combustion phasing (i.e. crank angle of 50% fuel

burned,θCA50) and mean effective pressure (MEP) at various engine speedsand loads in

order to tune and test the ES under realistic conditions for VVT and spark. Although ES

is not a model-based algorithm, reduced models are developed in this chapter. A simple

Gaussian stochastic representation of the cycle to cycle variability is then used and its vari-

ance is tuned to predict the cycle-to-cycle combustion variations at different iEGR levels.

An ES controller is then designed to determine the optimum VVT position and spark timing

for minimum net specific fuel consumption (NSFC) at given engine operating point.

5.2 Combustion Model

5.2.1 Combustion Phase

Combustion duration∆θcomb defined in the spark ignition (SI) engines as the crank an-

gle degrees between spark timingθσ and 90% fuel burnedθCA90 is modeled as following

[76, 77]:

θCA90 = θσ +∆θcomb, (5.1a)

where ∆θcomb = kTcyl(θσ )
−2/3T 1/3

m exp

(

Ec

3RcTm

)

(5.1b)

Tm = Tcyl(θσ )+ e(1− xRG)∆T (5.1c)

∆T =
QLHV m f uel

cvmc
, (5.1d)

whereTcyl(θσ ) is the cylinder temperature at spark timing,Rc is the ideal gas constant,xRG

represents residual gas fraction, andEc is the activation energy emulating for the effective

threshold at which the combustion reaction occurs.QLHV andm f uel are the lower heating

values of fuel and the injected fuel amount per each engine cycle, respectively.cv is a

specific heat of cylinder mixture during combustion andmc represents the cylinder charge

mixture mass at the intake valve close. The values ofe andk are subject to be parameter-

ized as a function ofθσ so that the predicted combustion duration from (5.1b) matches the

experimentally observed values at different operating conditions:

k(θσ ) = α0+α1θσ +α2θ2
σ (5.2a)

e(θσ ) = β0+β1θσ +β2θ2
σ . (5.2b)
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Parameterized values fore andk are shown in Fig. 5.1 as a function ofθσ using spark

sweep data1 for throttle positionθth from 30% to 35% at the engine speedN = 2000 and

3000 RPM. The data show and the model is tuned so that combustion duration increases
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Figure 5.1 Parameterized values ofe andk as a function ofθσ using Ricardo DoE data at N =
2000 and 3000 RPM.

with retarded spark timing (i.e. close to the top dead center(TDC)). In the model from (5.1)

with same retarded spark timing, the termTcyl(θσ )
−2/3 from (5.1b) decreases due to rising

Tcyl(θσ ) given other engine input variables fixed. Lower value of the parametere associ-

ated with retarded spark timing represents less amount of fuel energy converted during the

combustion, and it increases the exponential termexp(Ec/3RcTm) in (5.1b) to compensate

for the lowerTcyl(θσ )
−2/3. High iEGR level with other engine variables fixed lengthens

the combustion duration∆θcomb, which can be predicted from (5.1). Higher iEGR also

decreasesTm which increases∆θcomb by exponentially reducing the termexp(Ec/3RcTm).

The crank angle of 50% fuel burnedθCA50 is then estimated withθCA50= θσ +0.76∆θcomb.

Comparisons between engine measurement and model estimation for θCA50 andθCA90 are

shown in Fig. 5.2. Normalized root mean squared deviation (NRMSD) values ofθCA50 and

θCA90 are 0.1065 and 0.1125, respectively. The data shown in Fig. 5.2 correspond to the

most frequently visited operating conditions based on typical driving cycles.

5.2.2 Mean Effective Pressure

Indicated mean effective pressure (IMEP) is predicted as the indicated work divided by

engine cylinder displacement volumeVd, where the indicated work is defined as the inte-

gral of cylinder pressure with respect to cylinder volume from bottom dead center (BDC)

1Data has been provided by Robert BOSCH LLC based on experiments performed at Ricardo using a
commercial 4 cylinder 2 L turbocharged direct injection engine with VVT.
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Figure 5.2 Comparison between engine measurement and estimated crankangle of 50% and 90%
fuel burned,θCA50 andθCA90 (left and right subplots, respectively), for throttle angle θth from 30%
to 35% open at N = 2000 and 3000 RPM.

of the compression stroke to BDC of the expansion stroke (area A plusC enclosed by a

patha → b → c → d in Fig. 5.3). A mean-value model from [47] is able to capture the

cylinder pressures at four different combustion timings; i.e. intake valve close (IVC), be-

fore combustionpb, after combustionpc and exhaust valve open (EVO). The pressurepa

and pb are calculated based on polytropic compression with an exponentγc and a model

of the pressure at IVC,pivc. Note thatpivc is determined by a linear function of the intake

manifold pressurepim, pivc = c1pim + c0. The pressure after the combustion is calculated

assuming instantaneous heat release at the top dead center (TDC). Finally the pressurepd

is calculated using a polytropic expansion with a tuned but fixed value for the expansion

exponent,γe.

In this chapter, IMEP estimation relies on the combustion phase and we useθ∗
CA50 =

6− 9 degrees after top dead center (deg aTDC) as a proxy of MBT combustion where

IMEPMBT is achieved ([78]). If the combustion phasing is excessively advanced, it results

in the instantaneous heat release during the compression stroke. This early combustion can

be depicted as a combustion path,a → b′ → c′ → c → d in Fig. 5.3. On the other hand, if

the combustion phasing is excessively retarded, the instantaneous heat release takes place

during expansion stroke. This late combustion can be represented as a combustion path,

a → b → b′ → c′ → d. Therefore, IMEP estimation with a combustion phase ofθCA50 is

78



Lo
g

 p

Log V

A

B C

VBDCVTDC

a

b

c

b‘

c‘

d

pim

pem e

Vref

f

g

Vivc Vevo

p ivc

pevo

arctan γe

arctan γ c

pb

pc

Figure 5.3 Log p versusLog V diagram of in-cylinder pressure and IMEP estimation.

conducted using:

IMEP =

∫ b′
a p dV +

∫ d
c′ p dV

Vd

=

(

pivcV
γc
ivc

1− γc

)

(

V 1−γc
re f −V 1−γc

BDC

)

+

(

pcV
γe
T DC

1− γe

)

(

V 1−γe
BDC −V 1−γe

re f

)

, (5.3a)

where Vre f =V ( θCA50−θ∗
CA50 ) . (5.3b)

Note that the cylinder volume ofVre f at b′ (or c′) is defined as the cylinder volume at the

crank angle of
(

θCA50−θ∗
CA50

)

deg aTDC and the functionV (θ) denotes the cylinder vol-

ume at the crank angle ofθ deg aTDC. With either earlier or later combustion thanθ∗
CA50

(Vre f increases for both cases), therefore, IMEP decreases.

If we assume that the cylinder pressures during the exhaust and intake stroke are ap-

proximately equal to exhaust and intake manifold pressures, pim andpem, respectively, the
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pumping mean effective pressure (PMEP) is estimated through the areaB andC together

in Fig. 5.3:

PMEP =

∫ f
e p dV +

∫ a
g p dV

Vd
= pem − pim. (5.4)

The net mean effective pressure NMEP is the net work per displacement volume, where

the net work is the integral of cylinder pressure with respect to volume over the full 720
o engine cycle; i.e.NMEP = IMEP - PMEP = (areaA+areaC)− (areaB+areaC) =

areaA−areaC.

Based on the air path characteristic (i.e. engine pumping flow, equation (1) from [55],

turbocharger mapping and orifice equations, and equations (28) - (39) from [47]), increas-

ing valve overlap increases the residual gas fractionxRG, which also decreases PMEP and,

hence, increases NMEP by increasing intake manifold pressure pim. The engine system

efficiency improvement by increasingxRG, however, is bounded at a certain level ofxRG

due to a tradeoff between PMEP benefit and combustion efficiency [79]. To account for

similar behavior in the engine model, we modify the combustion efficiencyηo
comb from the

equation (11) from [47] using:

ηcomb =
1

1+ l1el2xRG
ηo

comb, (5.5)

which is shown in Fig. 5.4 as seen in experimental data and suggested by [79]. The combus-

tion and mean effective pressure (MEP) model structure are shown in Fig. 5.5. Combustion

model includes (5.1) and (5.2) along with the equations (7) -(13) from [47], and MEP

model as defined in (5.3) and (5.4).

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0.9

0.92

0.94

0.96

0.98

1

1.02

x
RG

 [−]

η
co

m
b

 [−
]

Figure 5.4 Combustion efficiency,ηcomb, as a function of residual gas fractionxRG.

Fig. 5.6 and 5.7 show the comparisons between dynamometer engine test data and

model simulation data for indolene (E0) and 85% ethanol mixture fuel (E85), respectively,

with spark sweeps atθth = 32 ∼ 34% andN = 2000 RPM. The two top rows in these
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Figure 5.5 Combustion and mean effective pressure (MEP) model structure.

figures show the input variables for both tested dynamometerengine and engine model,

while subplots in the bottom three rows compare measured andpredicted important engine

output variables such as air mass flow rateWair, intake and exhaust manifold pressures

pim and pem, combustion phaseθCA50, IMEP and specific fuel consumption (SFC). From

the comparison in Fig. 5.6 the engine mean-value model is shown capable to capture all

important engine output variables both quantitatively andqualitatively. IMEP from both

dynamometer engine and simulation model decreases whenθCA50 is retarded from approx-

imately 6 deg aTDC. A mismatch in the measured and predicted air flow is probably due

to the measurement error. A mismatch is also observed in IMEP.
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Figure 5.6 Comparison between engine data and model simulation for E0 fuel.

81



0 5 10 15
1900

2000

2100

N
 [

R
P

M
]

0 5 10 15
32

32.5

33

33.5

θ
th

 [
%

]

0 5 10 15
−40

−20

0

20

40
V

V
T

 [
a

T
D

C
]]

 

 

IVO EVC

0 5 10 15

−30

−20

−10

θ
σ

 [
a

T
D

C
]

0 5 10 15
90

95

100

105

W
a

ir
 [

kg
/h

r]

 

 

0 5 10 15

0.8

1

1.2

p
im

 p
e

m
 [

b
a

r]

 

 

0 5 10 15
0

10

20

30

C
A

5
0

 [
a

T
D

C
]

0 5 10 15
7

8

9

IM
E

P
 [

b
a

r]

0 5 10 15
350

400

450

S
F

C
 [

g
/k

W
h

]

test number [−]

 

 

dyno sim

p
im,dyno

p
em,dyno

p
im,sim

p
em,sim

dyno BSFC sim NSFC

0 5 10 15
0.04

0.06

0.08

x
R

G
 [

−
]

test number [−]

Figure 5.7 Comparison between engine data and model simulation for E85fuel.

5.2.3 Global Engine Conditions vs. Variable Valve Timing

The model developed in the previous section will be used later to test the valve optimization

scheme using ES algorithm, therefore, it is important to capture the global engine behavior

asxRG changes. Hence, we show in this paragraph that the engine model achieves the max-

imum NMEP at a specific VVT position andθCA50 setting. To do this, we plot NMEP and

NSFC as a function of VVT positions andθCA50 in Fig. 5.8 with engine speedN and mass

air flow rate fixed. In specific, the exhaust valve closing (EVC) and intake valve opening

(IVO) are symmetrically changed by 5 crank angle degrees (CAD) from TDC andθCA50 is

regulated from -6 to 18 deg aTDC with increments of 3 CAD. Fig.5.8 shows the simulation

results with a fixed air mass flow rate ofWair = 100 kg/hr and engine speedN = 2000 RPM.

Note that combustion phase of MBT operation (i.e.θ∗
CA50) was assumed to be 6 deg aTDC

and it is indeed the optimumθCA50.

The optimal engine operation with respect to both NMEP and NSFC is also achieved

with the valve overlap of 56 CAD (i.e. IVO≈ -28 and EVC≈ 28 deg aTDC). These

optimal values mainly depend on (5.5), and are expected to vary not only for different en-

gine speeds and loads but also for unknown factors which affect the performance of the

engine system. These unknown factors may come from engine system aging, wear, and/or

other uncontrollable environmental factors such as outside temperature and humidity. This
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Figure 5.8 Estimated NMEP and NSFC of the engine model for various VVT positions and com-
bustion phase ofθCA50 with Wair = 100 kg/hr at the engine speed of 2000 RPM.

uncertainty justifies the development of an on-line optimization scheme for the on-board

calibration to automatically seek the optimum operating point of VVT and θ∗
CA50, which

will be discussed in section 5.3.
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5.2.4 Combustion Statistics

The mean-value engine model presented previously capturesthe combustion phase,θCA50,

and IMEP in the sense of engine cycle-averaged values. In this part, the model is modi-

fied to capture the cyclic variation ofθCA50 and IMEP observed in the experiments. The

left subplot in Fig. 5.9 shows the histogram ofθCA50 within 100 consecutive steady-state

engine cycles for the mass air flow of 130 kg/hr at 2000 RPM withother engine inputs

fixed, while the right subplot represents the correlation betweenθCA50 and IMEP for each

cycle. In the histogram ofθCA50 at this steady-state engine operation,θCA50 can be approx-

imated by a Gaussian distribution with the standard deviation of θCA50, σCA50 = 1.785 in

this case. The IMEP model described in (5.3) as a function ofθCA50 predicts the same trend

as the measured IMEP since IMEP decreases as the combustion phase,θCA50, is retarded

from MBT position (θ∗
CA50 is approximately 8 deg aTDC in this condition). Note that

other steady-state engine experiments with different engine speeds and loads show similar

statistical combustion behavior.
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Figure 5.9 Correlation between combustion phaseθCA50 and IMEP (right) and histogram ofθCA50

(left) for 100 consecutive engine cycles withWair = 100 kg/hr at N = 2000 RPM.

Engine experimental data show that increasing the fractionof residual gasxRG through

internal exhaust gas recirculation (iEGR) increases the covariance of IMEPCov(IMEP),

and this engine behavior is modeled using the standard deviation of θCA50, σCA50 as:

θCA50 = θ0
CA50+σCA50N(0,1), (5.6)

where σCA50 = ek1xRG + k2,

whereN(0,1) denotes a zero-mean, unit-variance Gaussian distribution, which explains a

random cyclic combustion variation. Fig. 5.10 shows an example of σCA50 supported by
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the engine experimental data. The parameters,k1 and k2 in (5.6) can vary for different

engine operating conditions. Fig. 5.11 shows the model structure including the statistical

combustion phase characteristics.
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Figure 5.10 Standard deviation ofθCA50, σCA50, as a function of residual gas fractionxRG.
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Figure 5.11 Combustion and mean effective pressure (MEP) model structure with stochastic com-
bustion phase information.

Fig. 5.12 shows the measured and simulated outputs for the throttle step changes, in

which the transient behavior of the parameterized engine model is validated. In this case,

the engine was operated at the engine speed of 2500 RPM and intake air mass flow rate

of 100 kg/hr for E0 fuel. The four subplots in the first column show the dynamometer

engine and simulation model inputs, while the rest of them compare engine and simulation

outputs. In the comparison ofθCA50, the variance from both measured and simulatedθCA50

before throttle step change is slightly greater than after the step change. Note that the model

exhibits larger variance inθCA50 before the step change due to largerxRG as shown in the

last subplot of the 3rd column. Simulated IMEP is also comparable to the measured engine

IMEP both quantitatively and qualitatively.
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Figure 5.12 Simulated and measured engine outputs for the throttle stepchanges with fuel E0 at
N = 2500 RPM.

5.3 On-Board Calibration Scheme

A non-model based optimization scheme such as the extremum seeking (ES) control is an

iterative optimization process performed in real time on a physical system [80, 81]. The

function being optimized is the steady-state relationshipbetween the system’s input param-

eters and its performance output. Since the response function, denoted here by NSFC, is

not known (otherwise, it could be optimized in a computer), ES algorithms rely only on

its measurements to search for the optimum. Starting from some initial parameter values

(VVT and spark timing), such an algorithm iteratively perturbs the parameters, monitors

the NSFC response, and adjusts the parameters toward improved NSFC. This process runs

usually as long as improvement is being produced.

The ES control unfortunately takes time to converge, hence are typically employed

only at steady-state operating points [82]. In passenger vehicles the operating conditions

frequently visited and for long duration (long enough for the real-time optimization) are

the idle and cruise conditions. Hence, we propose here to useES to optimize the engine

inputs at cruise and idle, and attempt to use these optimal inputs to adapt the entire input

mapping as indicated in Fig. 5.13. Even if the entire map doesnot get adapted, the gain

from optimizing engine efficiency at idle and cruise could besubstantial as these idle and

cruise conditions are frequently visited in a realistic urban driving cycle. To achieve maxi-

mum fuel efficiency given specific engine operating conditions (i.e. given engine speedN
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and NMEP), both the optimal combustion phaseθCA50, and VVT position are required and

will be derived in this section.
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Figure 5.13 Structure of an on-board calibration scheme with adaptation of the production maps
based on the engine input conditions.

The engine on a vehicle is run by the pre-defined engine maps for VVT andθ∗
σ based on

the engine speed and driver’s load command through the throttle pedal position. Once the

engine visits either the idle or cruise condition the on-line optimization controller is turned

on and it starts searching for the optimal VVT andθσ . Notice that the load disturbance can

be introduced while the VVT excitation is commanded during the ES as presented in the

previous chapter. Therefore, the demanded load is regulated through the proposed VVT

compensator derived in (4.9) via the electronic throttle assuming the driver needs a specific

torque (or NMEP) output.

5.3.1 Extremum Seeking Control

The model developed so far can imitate well the real engine performance around its opti-

mal operating points of VVT andθCA50 along with the practical noise levels of the engine

performance variables. Therefore it can provide a meaningful testing platform before the
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implementation of the ES controller directly on the vehicle. Moreover the model can assist

in tuning the ES algorithm especially for the calibration ofthe bandwidth and amplitude

of the excitation. Appropriate gains of the on-line optimization scheme, therefore, can be

designed based on this valuable information provided by thesimple statistical combustion

model derived in section 5.2.

The ES controller presented in this chapter uses sinusoidalexcitations to select the

values of the VVT position andθσ which minimize the cost function NSFC whileθth is reg-

ulated through the VVT compensator from Chapter 4 to achievedesired NMEP [83, 84, 85].

By minimizing the NSFC the optimal VVT position andθCA50 with the highest fuel effi-

ciency is also achieved for a given NMEP. A block diagram of the ES controller shown in

Fig. 5.13 is detailed in Fig. 5.14. The basic dynamics of the discrete ES controller and the

values of∆θσ and∆VVT at thekth iteration are introduced in (5.7) below.
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Figure 5.14 Extremum seeking control for optimalθσ and VVT.

x1[k+1] = x1[k]+∆T1a1sin(ω1k∆T1+φ)NSFC[k], (5.7a)

∆θσ [k] = x1[k]+a1sin(ω1k∆T1+φ) , (5.7b)

x2[k+1] = x2[k]+∆T2a2sin(ω2k∆T2+φ)NSFC[k], (5.7c)

∆VV T [k] = x2[k]+a2sin(ω2k∆T2+φ) , (5.7d)

whereωi = π/∆Ti rad/sec fori = 1 and 2 andφ = π/2. Note thatVVT [k] denotes the

valve overlap between IVO and EVC, and we assume that IVO and EVC are symmetrically

changed from TDC similar to the duel-equal VVT system. In thefuture, the VVT can be

split into two variables (i.e. IVO and EVC), for which three variables are tuned through the

ES controller with slower convergence as shown by [86].

Measured NSFC is first filtered through a low-pass filter with acut-off frequency ofω0

= 2 Hz (equivalent time constant of 0.5 second or100
12 engine cycles at N = 2000 RPM)
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and, then, discretized at a sampling rate equal to theni =
∆Ti
120N engine cycles fori = 1 and

2, respectively, at a given engine speed N (i.e. 30 and 60 engine cycles fori = 1 and 2

at N = 2000 RPM). The choice of the sampling rate must ensure that NMEP reaches the

steady-state values after each VVT and spark excitation such that the engine system with

the VVT compensator may be considered as a static nonlinearity function. The discrete

high-pass filter then eliminates the DC component of NSFC (de-trending) to provide the

gradient information of NSFC at the current spark timing andVVT position. The filtered

signal from the high-pass filter is multiplied by the perturbation signalai sin(ωik∆Ti +φ),
and the resulting signal passes through the low-pass filter to extract the DC component

of the perturbation signal. For details of formal discussions including stability proofs and

design guidelines on multivariable ES, please refer to [85]. Note that the discrete high-

and low-pass filters together in the ES control algorithm eliminate another design param-

etersϕ and NSFCdes typically needed to formulate an objective function, for instance,

Q[k] = ϕ (NSFCdes −NSFC[k])2. The nominal NSFC levels vary significantly for different

fuels between gasoline (E0) and a blend of up to 85% ethanol (E85) since the required fuel

injection amount for E85 is approximately 1.6 times larger than E0 to produce the same

engine torque.

5.3.2 Extremum Seeking Parameter Selection

Cautious and proper selections of the ES controller design parameters are required prior

to the ES implementation. The ES parameters are the perturbation frequencies,ωi, the

amplitudes of each perturbation,ai, and the filter cut-off frequencies,ω0, ωhi, andωli for

i = 1 and 2. First, the perturbation frequenciesω1 andω2 must be slower than the plant

dynamics to ensure the plant to be treated as a static nonlinear function such that, at the

engine speed N = 2000 RPM, we haveω1 =
1

∆T1
= 0.56 Hz andω2 =

1
∆T2

= 0.28 Hz, re-

spectively. Next, the amplitudes of the spark and VVT perturbationsa1 anda2 are related

to the ES convergence speed to the optimum and, in general, increasinga1 anda2 acceler-

ates the convergence speed. Beyond permissible ranges, however, large values ofa1 anda2

also introduce undesired engine torque changes especiallyfor the VVT perturbationa2 as

shown in Chapter 4 and we selecteda1 = 1.5 CAD anda2 = 2.5 CAD.

The cut-off frequency of the low-pass filterω0 in Fig. 5.14 is selected to be slow enough

so that the low-pass filter removes the cycle-to-cycle NSFC measurement noise to deter-

mine the nominal value of NSFC for given spark timing and VVT.At the same time, the

low-pass filter frequency needs to be faster than the ES sampling frequencies 1/∆T1 and

1/∆T2 and we selectω0 = 2 Hz, approximately twice of 1/∆T1 = 1.11 Hz and four times
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of 1/∆T2 = 0.56 Hz at N = 2000 RPM. The simulated response in the NSFC signal of the

engine model to a step change in spark timing and VVT is presented in Fig. 5.15. It can be

observed that in approximately 1 second after the spark and VVT step changes, the filtered

NSFC approaches its steady state value. Therefore, the sampling rates,∆T1 = 1.8 and∆T2

= 3.6 seconds, in the ES controller at N = 2000 RPM are appropriate.
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Figure 5.15 Simulation response in the NSFC signal of the engine model toa step change in spark
timing from -15 to -20 CAD aTDC and VVT (i.e. EVC - IVO) from 0 to10 CAD valve overlap.

The two discrete low- and high-pass filter cut-off frequenciesωhi andωli for i = 1 and

2 must be designed in coordination with the perturbation frequencyω1 and ω2, respec-

tively. For instance, the discrete high-pass filter frequency ωhi must allow the perturbation

frequencyωi to pass through while the discrete low-pass filter frequencyωli is required

to attenuate the perturbation frequencyωi for i = 1 and 2. Given the engine speed of N =

2000 RPM, we selectωh1 = 0.22< ω1 andωl1 = 0.37< ω1 Hz for the spark ES control

algorithm andωh2 = 0.11< ω2 andωl2 = 0.185< ω2 Hz. Note that all these gains are se-

lected based on the engine cycle time domain and, therefore,the presented absolute values

change for different engine speed. Fig. 5.16 shows Bode plots of the discrete filters from

the spark ES controller (top subplot) and the VVT ES controller (bottom subplot). The

Black dashed-dot lines indicate the perturbation frequenciesω1 andω2.

The guideline for the ES control parameters explained in this section does not always

guarantee the best ES closed-loop performance and an additional tuning process might be

required. However, this valuable information can give us the starting point for the effective

parameter calibration of the ES control algorithm. Based onthe selected ES parameters the
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from the spark ES controller (top) and the VVT ES controller (bottom).

closed-loop ES performance with the engine model is shown inthe following section.

5.3.3 Simulation Verification

We first test the ES control algorithm shown in Fig. 5.14 for the spark timing and VVT

separately at the engine speed of 2000 RPM using the ES parameters calibrated previously

and the simulation results are shown in Fig. 5.17. The spark timing ES control performance

is shown in Fig. 5.17(a) with the initial spark timingθσ [0] = -15 CAD and a fixed VVT

of 48 CAD overlap. Fig. 5.17(b) shows the VVT ES performance starting from no valve

overlap (i.e. VVT(0) = 0 CAD) while the spark timing is fixed atθσ [0] = -28 CAD aTDC

during the simulation.

The first row in Fig. 5.17(a) shows the spark timingθσ and associated combustion phase

θCA50. The filter signals from the discrete low- and high-pass filters of the spark ES are pre-

sented in the second row, while throttle feedback signal to regulate NMEP at 5 bar and the

engine NSFC are shown in the third, respectively. The first row in Fig. 5.17(b) shows the

VVT and its corresponding internal residual gas fractionxRG and the others in the second

and third row are same as ones in Fig. 5.17(a). For the spark EScontrol case, in approxi-

mately 20 seconds, the spark timing converges to the optimumθ∗
σ = -28 CAD aTDC. The

converging time for the VVT ES control, on the other hand, takes about 45 seconds, twice

of the spark ES only simulation. The numbers of perturbations for both spark and VVT to

converge to their optimums, however, are similar with 12 spark excitations (Fig. 5.17(a))
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and 13 VVT excitations (Fig. 5.17(b)). The longer convergence time from the VVT ES

simulation is mainly from the sampling frequency difference (i.e.∆T1 = 1.8 and∆T2 = 3.6

seconds). Once the ES control variables converge to the optimum value, the filtered signal

fluctuations from the low- and high-pass filters become stable due to no significant NSFC

change.

The two ES controller for the spark timing and VVT are then combined and tested to-

gether using the engine model and the same values of the ES control parameters as the ones

above are utilized for this combined ES control simulation.Two different VVT positions

are chosen as initial values away from the optimal VVT position; one with no valve overlap

(VVT[0] = 0 CAD) and the other with larger valve overlap than the optimal value (VVT[0]

= 70 CAD), while the initial spark timing is retarded from theoptimum (θσ = -15 deg

aTDC) for both VVT[0]. The states of the discrete ES controller xi[k] for i = 1 and 2 are

initialized at the initial spark timing and overlap values for each simulation when the ES is

turned on. The evolution ofθσ , VVT overlap (EVC - IVO) and the throttle feedback signal

θth are shown on the left column in Fig. 5.18. The right column shows the corresponding

engine performance variables such asθCA50, xRG and NSFC. The corresponding trajectories

of the two state dynamics,x1[k+1] andx2[k+1], and excitedθσ [k] andVV T [k] for two

different initial conditions are shown in Fig. 5.19.

After approximately 30 excitations ofθσ (corresponding to 54 seconds) and 15 excita-

tions of VVT (54 seconds) with the initial variables ofθσ [0] = - 15 deg aTDC and VVT[0]

= 0 CAD, both ES variables converge to the optimal values ofθ opt
σ = -27.5 deg aTDC and

VV T opt = 48 CAD. In the case withθσ [0] = - 15 deg aTDC and VVT[0] = 70 CAD, the ES

controller takes similar time to find both optimalθσ and VVT values but it undershoots.

5.4 Conclusion

This chapter presents a phenomenological combustion modelwhich accounts for the cyclic

combustion variability with the combustion phaseθCA50 variance as a function of the iEGR.

The mean effective pressure model is then determined based on θCA50 and intake and ex-

haust manifold pressure measurements. Along with theθCA50 variation the combustion

efficiency was also modeled as a function of iEGR level. The engine model can demon-

strate the optimal engine operating condition with respectto spark timing and VVT in

addition to the realistic noise level of important engine performance outputs such asθCA50,

IMEP, NMEP and NSFC. Experimental implementation will be pursued in the next chapter.

The model detailed in the first part of the chapter allows us totune and test the on-line
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optimization scheme such as the extremum seeking controller to search the optimum of

engine inputs for the idle and cruise conditions. The ES algorithm can be used to optimize

any other operating conditions with long residence time since the current ES algorithm

will converge and is enabled only at steady-state driving conditions. The on-line optimiza-

tion scheme can alleviate the heavy calibration burden required especially for the engines

equipped with many control actuators and hence many degreesof freedom. The designed

extremum seeking algorithm shows that both spark timingθσ and VVT values can con-

verge to the optimum within 60 seconds even though this convergence rate may be engine

and vehicle specific.
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(a) Extremum seeking of spark timing only with the initialθσ (0) = - 15 CAD
aTDC with a fixed VVT = 48 CAD
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(b) Extremum seeking of VVT only with the initial VVT(0) = 0 CAD with a fixed
θσ = -28 CAD aTDC

Figure 5.17 The simulation of ES convergence to the optimum ofθσ and valve overlap (i.e. EVC
- IVO) was tested separately and the internal signals of the ES controller such as load- and high-pass
filters are presented in the second row.
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(a) Extremum seeking with the initial variables of VVT(0) = 0CAD andθσ (0) = -
15 deg aTDC
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(b) Extremum seeking with the initial variables of VVT(0) = 70 CAD andθσ (0) = -
15 deg aTDC

Figure 5.18 The ES convergence to the optimum ofθσ and the valve overlap (i.e. EVC - IVO)
for two different initial values along with the feedback signal of throttle angleθth are shown on the
left column and the corresponding engine performance ofθCA50, xRG and NSFC are plotted on the
right column.
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Chapter 6

Implementation of Extremum Seeking
Control for Spark Timing

6.1 Introduction

An extremum seeking (ES) control algorithm for both spark timing and variable valve tim-

ing (VVT) has been proposed in the previous chapter and tested with an engine mean value

model (MVM) to better understand the closed-loop engine system response. Based on the

engine MVM characteristic, the parameters in the ES algorithm have been designed and

tested. To verify the ES algorithm before implemented in a real vehicle, we implemented

the ES algorithm in a dynamometer engine, which allows us to have more controllable test

conditions than a real vehicle.

This chapter focuses on the implementation and verificationof the ES control algorithm

in a dynamometer engine. First, the engine characteristicsof a modified new engine are

introduced and analyzed and the experimental setup of a dynamometer facility used for

the ES control algorithm verification is following. The ES algorithm test is conducted at

various engine conditions, i.e. different engine speeds and loads. Both the steady-state

and transient conditions are test. Transient load inputs with a sinusoidal form are applied

to demonstrate the ES algorithm under non-steady driving conditions resembling a real

driving profile.

6.2 Experimental Setup

The turbo charged (TC) spark ignition direct injection (SIDI) engine with VVT has been

modified from the engine modeled in Chapter 5 primarily to have a higher compression

ratio and different variable valve cam profile. The modifications in the engine hardware

were part of a parallel efforts to better utilize the positive properties of E85 without com-
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promising E0 performance. The cylinder compression ratio has been changed from 9.25 to

10.8 while intake valve open duration was increased from 230to 264 crank angle degree

(CAD). Therefore, in this section, we present spark ignition timing and variable valve tim-

ing effects on net specific fuel consumption (NSFC). The ES control algorithm proposed

initially in Chapter 5 is slightly modified to be implementedinto a dynamometer engine.

6.2.1 Engine Characteristics

In this section, the effects of two actuators, the spark timing and VVT, on NSFC are in-

troduced and discussed. Two different tests were conductedto understand how the spark

timing and variable valve timing affect engine combustion performance:

• various spark timings have been applied with other engine inputs fixed such as vari-
able valve timing (VVT), throttle angleθth and air-to-fuel ratio (AFR) and

• intake valve cam timing has been changed with other engine inputs fixed such as
spark timingθσ , throttle angleθth and AFR.

Spark sweep from -27 to - 11 CAD aTDC has been conducted at the relative load (RL1) of

50% and engine speed of 2000 RPM as shown in Fig. 6.1. Top two subplots show NMEP

and NSFC for different spark timings while the two in the bottom present NMEP and NSFC

for corresponding combustion phasesθCA50. At the same engine operating condition, the

intake valve open timing sweep from -8 to -32 CAD aTDC has beenalso applied as shown

in Fig. 6.2. Notice that only the intake valve cam timing has been changed with fixed

exhaust cam position (exhaust valve close at 20 CAD aTDC) since it has more dominant

effect on internal residual gas recirculation (iEGR) due tolonger valve open duration. The

two plots in the top show NMEP and NSFC for various intake valve openings (IVO) and

the two in the bottom show combustion phaseθCA50 and load changes for the same IVO

range. The error bars in these two figures indicate standard deviation of each variable.

For different spark timing sweep, NMEP and NSFC curves follow a parabolic shape

with the maximum fuel efficiency atθCA50 between 5 and 10 CAD aTDC, which, in turn,

allows us to apply the extremum seeking algorithm. For instance, we can increase approx-

imately 3% fuel efficiency if spark timingθσ is advanced by 5 CAD from -17.5 to -22.5

CAD aTDC (i.e. θCA50 from -15 to -10 CAD aTDC). Fuel efficiency improvement rate

increases exponentially as the corrected spark timing angle increases. There exists a rela-

tively flat area in both NMEP and NSFC curves around maximum fuel efficiency area at

spark timingθσ between -27 and -22.5 CAD aTDC (θCA50 between 5 and 10 CAD aTDC).

1Relative Load (RL) in SI engines is generally defined as the actual torque (or actual cylinder air charge)
divided by the maximum possible torque (or maximum air charge) without the turbo boost.
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Figure 6.1 NMEP and NSFC for various spark timing and corresponding combustion phase
(θCA50) at N = 2000 RPM and Relative Load = 50%

Change of intake valve open timing affects the combustion behavior of the new engine

which is used for the experimental verification as previously explained in (5.1). Advanced

IVO introduces longer valve overlap (the portion of the operating cycle of engines when

both the intake and exhaust valves are open) and higher iEGR.In Fig. 6.2, for instance,

once IVO is advanced from -8 to -32 CAD aTDC, combustion duration increases due to in-

creased iEGR and, hence,θCA50 is retarded from 9 to 14 CAD aTDC. Spark timing during

this IVO sweep was fixed such that each combustion for different IVO does not correspond

to the maximum brake torque (MBT) condition. If we assume that the optimal combus-

tion phaseθCA50 is identical at around 6 - 7 CAD aTDC for each IVO position, NSFC of

241 g/KWh at IVO = -32 CAD aTDC can be improved by approximately 7 g/kWh based

on the relationship betweenθCA50 and NSFC in Fig. 6.1 (the second subplot in the bot-

tom). Hence, there is no significant engine combustion efficiency improvement through

IVO despite the original expectations.

Engines with a higher compression ratio and longer intake valve open duration could

potentially gain in combustion efficiency by VVT. In general, for the experimental engine

considered, the internal residual gas recirculation (iEGR) changes through VVT seems to

be insensitive for most of engine operating conditions except at very low load close to
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Figure 6.2 NMEP, NSFC, combustion phase (θCA50) and load for various intake valve open timing
at N = 2000 RPM and Relative Load = 50%

idle. Finally, due to the limitation of in-cylinder pressure analyzer capability, the engine

in-cylinder pressure is measured only for the engine compression and expansion strokes,

and is not available for the intake and exhaust strokes. Hence, the computation of pumping

mean effective pressure (PMEP) was not viable and, instead,estimated using (5.4) from

the measured intakepim and exhaustpem manifold pressures. The associated estimation er-

ror propagates into NMEP and NSFC calculation and would lower the confidence level of

them. For these two reasons and due to the time and budget limitations associated with the

dynamometer verification, a decision was made to concentrate and validate the ES control

for the spark timing only.

6.2.2 Software and Communication Setup

For the experiment, a 2 L 4 cylinder turbocharged SIDI flex-fuel engine with VVT was used

and the specifications of the engine is summarized in Table 6.1. The experimental setup at

the engine dynamometer, as illustrated in Fig. 6.3, consists of the Bosch MED17.3.2 ECU

for engine controls, ETAS ES1000 VME for rapid prototyping,and A&D Redline CAS

II System for real-time combustion analysis. The ETAS ES1000 VME rapid prototyping
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Table 6.1 Specifications for the optimized FFV engine

Description Value

Cylinder chamber volume 551.0 mm3

Cylinder chamber displacement volume 500.0 mm3

Cylinder chamber clearance volume 51.0 mm3

Compression ratio 10.8:1

Valve timing (all angles at 0.25 mm lift)

Intake valve open duration 264 CAD

Exhaust valve open duration 221 CAD

system communicates with the ECU and a computer via Controller-Area Network (CAN)

and Ethernet respectively.

Engine

PS-C

Charge

amplifier

CAS ECU
Rapid

prototyping

Computer

INTECRIO

MATLAB

SIMULINK

ETAS ES1000

PS-C : Kistler 6125B in-cylinder 

  pressure sensor

CAN

ETHERNET

Figure 6.3 Experimental setup at the engine dynamometer.

With the cylinder pressure sensing capability integrated,the Bosch MED17.3.2. ECU

is able to acquire the cylinder pressure measurements and conduct real-time calculation of

various key combustion features such as the crank angle at 50% mass fraction burnθCA50

and indicated mean effective pressure (IMEP). In this study, Kistler 6125B cylinder pres-

sure sensors are installed in each cylinder, whose outputs are converted into voltage signals

via an external charge amplifier for the engine control unit (ECU) and combustion analysis

system (CAS).
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The rapid prototyping environment in Fig. 6.4 is set up to verify and validate new con-

trol and diagnostic functions under target operation conditions on a PC or experimentation

system [87]. The proposed virtual prototyping environmentincludes the following software

and hardware components.

• INTECRIO: an open environment that enables the integrationof AUTOSAR soft-
ware components as well as MATLABr/Simulinkr and ASCET models plus C code
modules,

• ASCET software components: ASCET-MD for modeling and design, ASCET-SE for
software engineering, ASCET-RP for rapid prototyping,

• MATLAB r/Simulinkr with Real-Time Workshopr and Embedded Coder,

• ES1000 VME boards and housing: scalable rapid prototyping module that combines
real-time calculation power with all relevant ECU bus interfaces, real-time analog
and digital I/O to connect sensors and actuators, as well as customizable rapid proto-
typing boards.

In the integrated algorithm test, the spark ES controller was implemented through the rapid

prototyping. The measured combustion phases and IMEP were calculated in the ECU us-

ing the in-cylinder pressure measurements and provided to the rapid prototyping for the ES

control algorithm.

6.3 Extremum Seeking Control Verification

The implemented extremum seeking (ES) control structure ina dynamometer engine is

shown in Fig.5.14, which excludes the VVT ES control part from Fig. 6.5. The proposed

spark timing ES control algorithm is validated using both a mean-value engine model simu-

lation and a experimental engine test in a dynamometer facility. Simulated ES performance

is first introduced using the calibrated engine model based on the new engine specification

in Table 6.1. And the ES control experimental results from the dynamometer test are dis-

cussed in the followings. Note that, for both simulation andexperiment verifications, some

minor modifications are also introduced such as the ES turn-on/off strategy with engine

load and speed ranges and the sinusoidal excitation signal turn-off criteria at steady-state

after the ES convergence occurs.
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Figure 6.4 Proposed rapid prototyping scheme with ES1000 VME [87].

6.3.1 Simulation Verification

A retarded spark timing with 12 CAD (i.e.∆θσ ,0 = 12 CAD) is chosen as an initial value

away from the nominal (pre-calibrated) optimum. The extremum seeking controller per-

formance using the mean-value model is shown in Fig. 6.6. Thefirst column presents a

commanded engine relative load profileRL, spark timingθσ and corresponding combus-

tion phaseθCA50. The second column shows the ES trigger, compensated spark timing ∆θσ

and the resulting net specific fuel consumption (NSFC) whichdrives the ES controller.

The engine operating conditions for this simulation are selected as an engine speed of 2000

RPM and a relative load (RL) of 70%.
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Figure 6.5 Extremum seeking control for the optimal spark timingθσ .

0 10 20 30 40 50 60

65

70

75

R
L

 [
%

]

0 10 20 30 40 50 60
−0.5

0

0.5

1

1.5

E
S

 t
ri

g
g

e
r 

[−
]

0 10 20 30 40 50 60
−35

−30

−25

−20

−15

−10

θ
σ

 [
C

A
D

 a
T

D
C

]

0 10 20 30 40 50 60
−15

−10

−5

0

5

∆
θ

σ
 [

C
A

D
 a

T
D

C
]

 

 

∆θ
σ

x
1
 [k]

0 10 20 30 40 50 60
0

5

10

15

20

25

θ
C

A
5

0
 [

C
A

D
 a

T
D

C
]

time [sec]

 

 

θ
CA50

θ
CA50,filtered

0 10 20 30 40 50 60
205

210

215

220

225

230

235

N
S

F
C

 [
g

/k
W

h
]

time [sec]

 

 

NSFC NSFC
filtered

Figure 6.6 Extremum seeking control test result : N = 2000 RPM, Relativeload = 70%,∆θσ ,0 =
12 CAD, fuel = E0.

We defined the ES target region as [65%, 75%] load with magentadashed lines in the

first subplot of the first column. The ES target area corresponds to the load range where the

ES has been tuned. Once the engine visits the ES target area, the ES controller is turned

on by the ES trigger and starts searching the optimum. The state of the discrete ES con-

troller dynamicsx1 is initialized at zero so that it can be used to update the spark timing

map in the ECU after searching for the optimal spark timing. In the simulation results, the

ES algorithm drives the combustion phaseθCA50 to move from 16 to 6 CAD aTDC while

NSFC decreases from 223 to 211 g/kWh (approximately 5.4% efficiency improvement). It
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takes about 20 seconds to reach the optimumθσ = 28 CAD aTDC. After converging to the

optimal spark position with a small variation ofx1 less than a threshold valuexmin for a

certain number of the spark excitationsnσ , the ES spark excitation stopped at 40 seconds

during the simulation.

6.3.2 Overview of Experiments

The same ES control algorithm for spark timing has been implemented and conducted in

a dynamometer facility. It has been tested for two differentengine speeds, N = 1500 and

2000 RPM. The associated relative load at N = 1500 RPM is 50% and the relative loads for

N = 2000 RPM are 50% and 70%, respectively. For each engine speed and load condition,

the nominal spark timingθσ values were perturbed with three different offsets (i.e. +12,

+9 and +6 CAD) from the pre-defined ECU map2 values to demonstrate the ES controller’s

ability to converge to the optimum. The reason for applying these offsets in the experiment

is to fictitiously introduce different ECU spark timing biasfrom the optimum. Table 6.2

shows the engine operating conditions for the spark timing ES control test at fixed loads.

Table 6.2 Engine operating conditions for extremum seeking (ES) control test with fixed loads.

Engine speed Relative Load Spark timing offset Fuel

N [RPM] [%] ∆θσ ,0 [CAD] [-]

1500 50 +6, +9, +12 E70

2000
50 +12, +9, +6 E85

70 +12, +9, +6 E70

ES control algorithm is triggered to start seeking the optimum spark timing from the

fictitiously perturbed spark timing once the engine visits the ES target engine speed and

load. If the statex1[k] in the ES controller does not vary for anσ spark excitation period,

the sinusoidal excitation signal is then turned off. The engine load is shifted to leave the ES

target region for a while. To test the ES control repeatability the engine load is commanded

to revisit the ES target region to restart searching the optimum from the spark timing con-

verged to previously. The ES control scheme explained abovehas been five times and the

convergence occurs for each test. Notice that the ES tested controller holds and freezes its

state variables when the engine departs from the ES target region, and reutilizes them once

the engine revisits the same target range. This allows the EScontroller to restart searching

2The spark timing values stored in the ECU map were determinedprior to the ES test with a conventional
calibration analysis such as the Design of Experiment (DoE)method.

105



for the optimum from where it leaves.

Long steady-state driving duration in a vehicle are rarely accomplished even in a cruise

condition due to unexpected torque disturbances such as curves and altitude changes in the

load. To be implemented in a real vehicle, therefore, the ES control algorithm needs to

be feasible even under small variations in both engine load and speed. Since the optimal

spark timing is more sensitive to engine load than engine speed, ES control tests have been

conducted under various sinusoidal load conditions. At theengine speed of 2000 RPM and

mean relative load of 50%, for instance, sinusoidal load inputs with two different ampli-

tudesARL were commanded to produce a load variation. For each sinusoidal amplitude, the

frequencyfRL has been increased from 0.01 to 0.15 Hz as shown in Table 6.3. Note that

initial spark timing was perturbed by +12 CAD from the optimum value stored in a ECU

map.

Table 6.3 Engine operating conditions for extremum seeking (ES) control test with sinusoidal
loads.

Spark timing offset ARL fRL Fuel

∆θσ ,0 [CAD] [%] [-] [-]

+12 3 0.01, 0.05, 0.10, 0.15 E85

+12 5 0.01, 0.05, 0.10 E85

Nominal engine speed N = 2000 RPM, relative load RL = 50%.

Similar to the ES test with fixed loads, the ES controller starts searching for the optimal

spark timing once the engine visits the target range of engine speed and load. To check

the repeatability of the ES solution given a sinusoidal load, the engine nominal condition

is shifted for a moment after the ES convergence occurs. Similarly to the steady-state

experiments the resetting and ES test has been repeated five times.

6.3.3 ES Verification under Fixed Load

Some of dynamometer engine test results with fixed load conditions are shown in Fig. 6.7

through 6.9. The first column of each figure shows relative load (RL), spark timingθσ and

associated crank angle of 50% fuel burnedθCA50 from top to bottom. The second column

represents ES control trigger signal, compensated spark timing from the nominal spark

value stored in the ECU map∆θσ and net specific fuel consumption (NSFC) measurement.

Fig. 6.7 emulates steady-state driving conditions at N = 2000 RPM and RL = 70%. At

this condition, the nominal spark timing in the ECU map has been identified through the

106



conventional calibration process asθ∗
σ = -19 CAD aTDC with resulting combustion phase

θCA50 = 10 CAD aTDC. The target range of the ES control is [1900 RPM, 2100 RPM] en-

gine speed and [65%, 75%] relative load. The first test in Fig.6.7 is initiated by retarding

the spark from the ECU value by 12 CAD (from -19 to -7 CAD). The load is perturbed

at the time of 45, 75, 105 and 140 seconds to exit the target load range for a few seconds

before returning to the target range. For five iterations of the ES test, the ES controller

converges to the minimum NSFC = 196 g/kWh. The determined optimal spark timings are

-23.5, -22.75, -23.5, -21.25 and -22.75 CAD aTDC with an average of -22.75 CAD aTDC,

which causes a combustion phaseθCA50 at 6 CAD aTDC.
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Figure 6.7 Extremum seeking control test result : N = 2000 RPM, RelativeLoad = 70%,∆θσ ,0 =
12 CAD, fuel = E70.

Fig. 6.8 shows similar experiments with the ones in Fig. 6.7 except the initial spark

timing shift of ∆θσ ,0 = 9 CAD (retarded from -19 to -10 CAD aTDC). The optimal spark

timings for the five load perturbations are found asθσ = -23.5, -22.75, -21.25, -25 and -25

CAD aTDC, and the resulting spark timing on average isθσ = -23.5 CAD aTDC, which

is very similar to the case shown in Fig. 6.7. Note that corresponding combustion phase

thetaCA50 for this optimal spark timing is approximately 5.5 CAD aTDC,which achieves

NSFC of 195 g/kWh.
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Figure 6.8 Extremum seeking control test result : N = 2000 RPM, RelativeLoad = 70%,∆θσ ,0 =
9 CAD, fuel = E70.

Finally, as shown in Fig. 6.9, spark timing has been retardedless aggressively by 6

CAD from ECU at the same engine operating conditions as ones shown in Fig. 6.7 and

6.8 so that the ES test is initiated fromθσ = -13 CAD aTDC. The optimal spark timings

are determined as -25, -22, -21.25, -27.25 and -23.5 CAD aTDC, respectively, after each

convergence occurs. Despite small variations in the resulting optimized spark timing and

associatedθCA50, however, corresponding NSFC is within 1 g/kWh (between 195and 196

g/kWh). The NMEP and NSFC flatness around the optimum as shownin Fig. 6.1 is the

primary reason for the small variability in the convergedθσ .

The ES control algorithm was tested for three different initial spark timings∆θσ ,0 =

12, 9 and 6 CAD (i.e. the initial spark timingθσ = -7, -10 and -13 CAD aTDC) at the

engine speed of 2000 RPM and relative load of 70%. Although optimal spark timing has

variations between -8.25 (the most advanced optimal spark timing) and -2.25 (the most

retarded optimal spark timing), accumulative moving averages after fifth iteration of spark

timing optimization demonstrate negligible variation with -4.8, -4.5 and -3.75, respectively.

It takes approximately less than 20 seconds to converge to optimal spark position for most
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Figure 6.9 Extremum seeking control test result : N = 2000 RPM, Relativeload = 70%,∆θσ ,0 =
6 CAD, fuel = E70.

of iterations. Notice that very similar ES control performances have been observed from

other dynamometer engine test data for different engine speeds and loads, in which, we

used same values for the parameters in the implemented ES control algorithm.

6.3.4 ES Verification under Sinusoidal Load

In this section, we present the experimental results of the implemented ES control algorithm

in the dynamometer engine under sinusoidal load conditions. Notice that the sinusoidal

load excitation is introduced by an electronic throttle actuator while air-to-fuel ratio (AFR)

is always fixed at stoichiometric and variable valve timing (VVT) is managed via the ECU

map. Test results at the engine speed of 2000 RPM and relativeload of 50% are presented

in Fig. 6.10 through 6.13. The contents of these figures are identical with ones in the pre-

vious section. The blue dashed line in the first top subplot isdemanded relative load signal

while the red solid line indicates achieved relative load inthe dynamometer engine. For the

experiment with sinusoidal loads we measure indicated specific fuel consumption (ISFC)
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instead of NSFC as shown in the last subplot of first column.

We first applied a slow and small sinusoidal load superimposed on top of the fixed load

input (50% RL) with an amplitudeARL of 3% RL and a frequencyfRL of 0.01 Hz (or a

half period of 50 seconds) as shown in Fig. 6.10. The base spark timing during the sinu-

soidal load excitation is commanded by the ECU map in addition to the ES compensation

spark signal∆θσ , which causes a comparatively constant combustion phase around the lo-

cal target engine operating ranges. We also assume that the NSFC variation from the load

excitation is relatively small compared with its variationfrom the spark timing changes.

Therefore, the ES control for the optimum spark timing can beapplicable even under small

load excitations in the ES target range. Unlike the steady-state load tests, the base spark

timing from the ECU map varies during ES so that we compare thecompensated spark

timing signal∆θσ to evaluate the ES performance. As before, the load was periodically

perturbed outside the target ES range, causing the ES to stopand restart after ES conver-

gence. The spark converges all five times at t = 86, 109, 162, 189 and 227 seconds with

corrected spark timing∆θσ = 3.75, -0.75, -3, -7.5 and 0.75 CAD (i.e. -1.35 CAD on av-

erage), which achieves the combustion phaseθCA50 between 2 and 10 CAD aTDC. The

associated ISFC ranges from 185 to 188 g/kWh, which clearly shows a huge fuel efficiency

increase from 205 g/kWh (approximately 9% fuel efficiency improvement) by spark timing

advance of 13.35 CAD.

Fig. 6.11 emulates sinusoidal driving conditions of a higher frequencyfRL = 0.05 Hz

(a half period of 10 seconds) with the same amplitudeARL of 3% RL as shown in Fig. 6.10

at N = 2000 RPM and RL = 50%. The target range of the ES control is[1900 RPM, 2100

RPM] engine speed and [40%, 60%] relative load. The initial spark timing was retarded by

∆θσ ,0 = 12 CAD from the ECU value, which corresponds to the combustion phaseθCA50 of

22 CAD aTDC. It converges toθCA50 = 5 CAD aTDC in 15 seconds after the first ES con-

trol. Corresponding ISFC level decreases from 210 to 180 g/kWh with an approximately

12% fuel efficiency increase. Compensated spark timings∆θσ after five ES tests are -4.5, -

2.25, -1.5, 0.75 and -5.25 CAD with an average of -2.55 CAD (i.e. spark timing advance of

14.55 CAD after the ES test). Equivalent combustion phaseθCA50 varies within a 5 g/kWh

variation from 3 to 8 CAD aTDC and ISFC varies from 185 to 186 g/kWh.

In Fig. 6.12 a frequencyfRL of sinusoidal load input is increased to 0.1 Hz (a half

period of 5 seconds) with an amplitudeARL = 3% RL. Values of the compensated spark

timing ∆θσ after converging are 0.75, -3, -4.5, 4.5 and -0.75 CAD for thefive ES tests,

which introduce a combustion phaseθCA50 located from 5 to 12 CAD aTDC and an asso-

ciated ISFC between 185 and 189 g/kWh. Notice that, during the first and the fourth ES

control in the test, the ES spark excitation stops at t = 30 and155 seconds undesirably as
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Figure 6.10 Extremum seeking control test result : N = 2000 RPM, RelativeLoad = 50%,∆θσ ,0

= 12 CAD,ARL = 3%, fRL = 0.01, fuel = E85.

shown in the second subplot of the second column (dashed circles), since the statex1 in the

ES controller meets the spark ES excitation stop criteria explained in the previous section

6.3.1. Specifically, thex1 variation was less than a thresholdxmin for a given number of the

spark excitationsnσ . It is clear that a more sophisticated convergence criterion is needed

for avoiding similar problems in vehicle implementation. Without these two ES cases, the

converged values of∆θσ along with the associatedθCA50 and ISFC are comparable to the

previous tests shown in Fig. 6.10 and 6.11.

We also conducted the ES control algorithm test with a sinusoidal load frequencyfRL

of 0.15 Hz (a half period of 3.3 seconds) and its result is shown in Fig. 6.13. Due to the

load variability the ES algorithm was always searching except at time 43 seconds where

the first undesirable convergence happens with the same reason from the previous test in

Fig. 6.12. The ES algorithm regulates the engine combustionphaseθCA50 in the range from

4 to 8 CAD aTDC and achieves ISFC between 185 to 189 g/kWh. This3 to 4 g/kWh ISFC

variation is primary due to the sinusoidal load changes as shown in the third subplot of the

second column.
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Figure 6.11 Extremum seeking control test result : N = 2000 RPM, RelativeLoad = 50%,∆θσ ,0

= 12 CAD,ARL = 3%, fRL = 0.05, fuel = E85.

In summary, the implemented ES algorithm in the dynamometerengine has been tested

to accomplish the optimal spark timing under various transient load conditions introduced

using sinusoidal perturbations offRL = 0.01, 0.05, 0.1 and 0.15 Hz under nominal load

level, 50% RL. The ES finds and maintains the best ISFC (between 185 to 188 g/kWh)

even under these transient load conditions. There is a constant change in the compensated

ES spark signal∆θσ around -2 CAD (i.e. 14 CAD advanced from the initial ECU off-

set) and the values achieved demonstrate convincingly thatthe ES algorithm controls spark

timing near its optimum value to achieve best fuel efficiency.

6.4 Conclusion

This chapter demonstrated an ES control algorithm via experiments applied in an experi-

mental engine mounted in a dynamometer facility. First, NMEP and NSFC characteristics

have been analyzed based on different spark timing and variable valve timing. Due to
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Figure 6.12 Extremum seeking control test result : N = 2000 RPM, RelativeLoad = 50%,∆θσ ,0

= 12 CAD,ARL = 3%, fRL = 0.1, fuel = E85.

small and negligible NSFC changes for IVO changes, the ES control has been tested only

for spark timing. The ES control algorithm was implemented after minor modifications

and two different types of load inputs have been applied during the ES algorithm test in

the dynamometer engine, namely fixed and transient load inputs. The transient load input

has been realized with biased sinusoidal load commands withvarious amplitudes and fre-

quencies. It takes approximately 20 seconds to search the optimal spark timing under the

fixed load condition. For the transient load inputs, the current ES algorithm determines

the optimum up to the frequency offRL = 0.1 Hz. For higher frequencies, where the load

changes faster than the rate of the ES convergence, the ES algorithm maintains the best

ISFC despite variations in spark.

Our results show the potential benefits of the ES methodologybut also highlight the

need to modify the ES algorithm in a real vehicle if the normaldriving profile involves

aggressive driving. To make a better decision whether the converged optimum value is true

or not, for instance, an additional diagnostic logic can be involved on top of the spark ES

excitation stop criteria to compare a converged spark timing and an associated specific fuel
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Figure 6.13 Extremum seeking control test result : N = 2000 RPM, RelativeLoad = 50%,∆θσ ,0

= 12 CAD,ARL = 3%, fRL = 0.15, fuel = E85.

consumption (SFC) level with the nominal ECU map value. Also, the undesirable conver-

gence events can be filtered out with an accumulative moving average methodology after

a couple of convergence events. It is envisioned that the ES will be coupled with an algo-

rithm that identifies the driving patter (driver clarification) and enables the ES algorithm

judiciously.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

In this section we summarize the work completed in this dissertation. We first introduced

two different types of gasoline engines which improves the engine fuel efficiency and re-

duce the emissions in Chapter 1:

• a heated-air intake homogeneous charge compression ignition (HCCI) engine ca-
pable to increase combustion efficiency while reducing NOx emissions due to low
peak in-cylinder temperatures through the lean combustioncharacteristics (covered
in Chapter 2 and 3),

• a turbocharged (TC) spark ignition direct injection (SIDI)engine equipped with
variable valve timing (VVT) in flex-fuel vehicles (FFV) which improves significant
thermal efficiency with simultaneous engine-out emission reduction due to the po-
tential for engine diwnsizing with the internally recirculated exhaust gas (covered in
Chapter 4, 5 and 6).

In Chapter 2 we developed the first crank-angle based controloriented model for a sin-

gle cylinder heated-inlet air HCCI engine with two intake throttles that control the cold and

hot air streams. The crank-angle based HCCI engine model combines the manifold filling

dynamics (including the intake and exhaust manifold model in section 2.4.1 and 2.4.2) and

the cylinder dynamics (including the Woschni heat transferto consider the heat transfer

through the cylinder parts in section 2.5.3 and the Arrhenius integral to compute the start

of combustionθSOC in section 2.5.5). The good match in the prediction and validation

using the dynamometer engine test data is also shown in section 2.6 and 2.7.

Although the phenomenological crank-angle resolved HCCI engine developed in Chap-

ter 2 are indispensable for understanding and simulating HCCI combustion, low-order

models are necessary for real-time feedback controller andobserver design. A mean value

model (MVM) of single cylinder heated air HCCI engine was, therefore, introduced in

Chapter 3 validated using transient dynamometer engine test data. In section 3.3, we pro-
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posed that the combustion duration,∆θcomb, defined as the duration between the crank

angle of 10 and 90% fuel burned, can be a good proxy for both combustion stability and

fuel efficiency with respect to the covariance of indicated mean effective pressure (IMEP)

and indicated specific fuel consumption (ISFC), respectively. Based on this observation

and the novel allocation of two actuators (hot and cold throttles), a feedforward compen-

sator and a PI feedback controller were developed to regulate ∆θcomb and simulated with

both the MVM and crank-angle based model in section 3.4.

A control-oriented mean value model for a flex-fuel vehicle (FFV) turbocharged (TC)

spark ignition direct injection (SIDI) engine with variable valve timing (VVT) was in-

troduced and parameterized in Chapter 4. The static VVT scheduling scheme that takes

various engine performance variables (e.g. fuel efficiency, emission and combustion stabil-

ity) into consideration was described in Section 4.3. The dynamic interaction between the

throttle and the valve overlap and their transient effects on the intake manifold pressure and

cylinder charge was analyzed in section 4.4. Then, the valvecompensator was designed

to improve the transient behaviors of cylinder charge during tip-ins and tip-outs when the

VVT system transits from one set-point position to other as commanded by the static VVT

schedule in section 4.4. This valve compensator was intended to regulate the load distur-

bance induced by the VVT perturbations for the on-board calibration such as an extremum

seeking (ES) presented in Chapter 5.

In Chapter 5, the mean value model from Chapter 4 was modified to predict the com-

bustion phasing (i.e. crank angle of 50% fuel burnedθCA50) and mean effective pressure

(MEP) at various engine speeds and loads. Statistical models were then introduced in sec-

tion 5.2 to predict the effect of internal residual gas recirculation (iEGR) and spark timing

θσ in the combustion efficiency and in the cycle-to-cycle combustion variations such that

the engine model imitates well the real engine performance with respect to the optimal

operating points of VVT andθCA50 along with the practical noise levels of the engine per-

formance variables. An ES controller was then designed in section 5.3 to determine the

optimum VVT position and spark timing for the minimum net specific fuel consumption

(NSFC) at given engine speeds and loads. Simulation resultsusing the engine model with

the designed extremum seeking algorithm showed that both spark timingθσ and VVT val-

ues can converge to the optimum within 60 seconds even thoughthis convergence rate may

be engine and vehicle specific.

The implementation and verification of the ES control algorithm in a dynamometer en-

gine was presented in Chapter 6. Due to small and negligible NSFC changes for different

IVO values, the ES control has been tested only for spark timing in an experimental engine.

The ES control algorithm after minor modifications was implemented with the rapid pro-
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totyping and two different types of load inputs have been applied during the ES algorithm

test in the dynamometer engine, namely fixed and transient load inputs. The transient load

input has been realized with biased sinusoidal load commands with various amplitudes and

frequencies. The experimental results showed approximately 20 seconds to converge on

the optimal spark timing under the fixed load condition. For the transient load inputs, the

current ES algorithm determined the optimum up to the frequency of fRL = 0.1 Hz (a half

period of 5 seconds). For higher frequencies, where the loadchanges faster than the rate of

the ES convergence, the ES algorithm maintains the best ISFCdespite small variations in

spark.

7.2 Future Work

In this section, we propose potential future directions related to the work completed in

this dissertation. In the HCCI mean-value model presented in Chapter 3, the cylinder wall

thermal dynamics are necessary to be modified to fully capture the first order response of

the crank angle of 50% fuel burnedθCA50 [88], which requires more steady-state and tran-

sient experimental data. The engine was not available for demonstrating the closed-loop

performance unfortunately due to the limited time for the dynamometer facility hence, in

this dissertation, we only provided simulation results of the designed controller with the

crank-angle resolved nonlinear model in [53]. To complete the verification of the designed

controller performance, the implementation of the closed-loop controller in the dynamome-

ter engine facility must be conducted.

In addition to the HCCI combustion, the mode transition between HCCI and SI com-

bustion is also one of the most active research efforts [89, 90, 91, 92] to run HCCI engines

over the entire engine speed and load range limits its practical application. The SI com-

bustion model developed in Chapter 5 can be a good basis to predict the both HCCI and SI

combustion behaviors and its transitions. Notice that the allocation of two throttle actuators

(hot and cold) in section 3.4 was performed such that less hotthrottle open with more cold

throttle open can be achieved when the mode switch from HCCI to SI is required beyond

the HCCI load limit (approximately 5 IMEP bars). Moreover, the expansion of the HCCI

upper load limits with intake air boosting by a turbochargercan be well extended from this

dissertation work.

The designed valve compensator in Chapter 4 was able to resolve the addressed tran-

sient coupling between throttle and VVT during load changes. Another transient air charge

coupling can be addressed with the turbocharger wastegate actuator especially at high loads
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[93, 94]. An additional controller design, which takes intoaccount the effect of a tur-

bocharger wastegate actuator on the cylinder charge flow rate together with throttle and

VVT, can be proposed to improve the transient behavior over entire load conditions up to

boosted operations. The dynamometer test with the extremumseeking (ES) controller for

the optimal VVT was not completed in this dissertation due tolack of the dynamometer

engine test data to analyze the effects of VVT and internal exhaust gas recirculation (iEGR)

on the combustion efficiency and stability explicitly for the new engine with a higher com-

pression ratio and a longer intake cam profile. Further investigation, therefore, must be

performed for better understanding of VVT influences on bothengine fuel efficiency and

air-path characteristics, and successful implementationof the VVT ES control algorithm in

the real engine.
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trol of load transitions in homogeneous charge compressionignition engines,”IEEE
Transactions on Control Systems Technology, vol. 35, pp. 438–448, 2007.

[76] J. C. Kantor, “A dynamical instability of spark-ignited engines,”Science, vol. 224,
pp. 1233–1235, 1984.

[77] D. J. Rausen, A. G. Stefanopoulou, J.-M. Kang, J. A. Eng,and T.-W. Kuo, “A
mean-value model for control of homogeneous charge compression ignition (HCCI)
engines,”ASME Journal of Dynamic Systems, vol. 127, no. 3, pp. 355–362, 2005.

[78] E. Pipitone, “A comparison between combustion phase indicators for optimal spark
timing,” Journal of Engineering for Gas Turbines and Power, vol. 130, no. 5, 2008.

[79] Z. Ivanic, F. Ayala, J. Goldwitz, , and J. B. Heywood, “Effects of hydrogen enhance-
ment on efficiency and NOx emissions of lean and EGR-diluted mixtures in a SI
engine,”SAE Paper 2005-01-0253.

[80] M. Krstic, “Performance improvement and limitations in extremum seeking control,”
Systems & Control Letters, vol. 39, no. 5, pp. 313 – 326, 2000.

[81] J.-Y. Choi, M. Krstic, K. Ariyur, and J. Lee, “Extremum seeking control for discrete-
time systems,”IEEE Transactions on Automatic Control, vol. 47, no. 2, pp. 318 –323,
2002.

[82] M. K. Kartik B. Ariyur, Real-time optimization by extremum-seeking control. Wiley-
IEEE, 2003.

[83] O. Jacobs and G. Shering, “Design of a single-input sinusoidal perturbation
extremum-control system,”Proceedings IEE, vol. 115, pp. 212–217, 1968.

[84] K. S. Peterson and A. G. Stefanopoulou, “Extremum seeking control for soft landing
of an electromechanical valve actuator,”Automatica, vol. 40, no. 6, pp. 1063–1069,
2004.

[85] K. B. Ariyur and M. Kristic, “Multivariable extremum seeking feedback: Analysis
and design,”Fifteenth International Symposium on Mathematical Theory of Networks
and Systems, 2002.

[86] D. Popovic, M. Jankovic, S. Magner, and A. R. Teel, “Extremum seeking methods for
optimization of variable cam timing engine operation,”IEEE Transactions on Control
Systems Technology, vol. 14, no. 3, pp. 398–407, May 2006.

[87] Manual for INTECRIO, ETAS, Inc.

[88] A. Widd, P. Tunestal, and R. Johansson, “Physical modeling and control of homoge-
neous charge compression ignition (HCCI) engines,” inProceedings of the 47th IEEE
Conference on Decision and Control, 2008, pp. 5615–5620.

125



[89] L. Koopmans, H. Strom, S. Lundgren, O. Backlund, and I. Denbratt, “Demonstrating
a SI-HCCI-SI mode change on a Volvo 5-cylinder electronic valve control engine,”
SAE paper 2003-01-0753.

[90] N. Milovanovic, D. Blundell, S. Gedge, and J. Turner, “SI-HCCI-SI mode transition
at different engine operating conditions,”SAE paper 2005-01-0156.

[91] G. M. Shaver, M. J. Roelle, and J. C. Gerdes, “Modeling cycle-to-cycle dynamics and
mode transition in HCCI engines with variable valve actuation,” Control Engineering
Practice, vol. 14, pp. 213 –222, 2006.

[92] H. Wu, N. Collings, S. Regitz, J. Etheridge, and M. Kraft, “Experimental investigation
of a control method for SI-HCCI-SI transition in a multi-cylinder gasoline engine,”
SAE paper 2010-01-1245.

[93] T. Leroy, J. Chauvin, and N. Petit, “Controlling air andburned gas masses of tur-
bocharged VVT SI engines,” in47th IEEE Conference on Decision and Control,
2008, pp. 5628 –5634.

[94] ——, “Controlling in-cylinder composition on turbocharged variable-valve-timing
spark ignition engines,” inProceedings of European Control Conference, 2009, pp.
3803–3808.

126


	Title
	Dedication
	Acknowledgments
	Table of Contents
	List of Tables
	List of Figures
	Abstract
	Chapter Introduction
	Background
	Background of HCCI Engine
	Background of FFV Turbocharged SIDI Engine with VVT

	Engine System Configuration
	Single Cylinder Heated-Air Inlet HCCI Engine
	Turbocharged SIDI Engine with VVT

	Overview
	Contributions

	Chapter HCCI Crank Angle Based Model
	Introduction
	Model Structure
	Flow through Throttles and Valves
	Discharge Coefficient and Reference Flow Area of Throttle Flow
	Discharge Coefficient and Reference Flow Area of Valve Flow

	Intake and Exhaust Runner Dynamics
	Intake Runner Dynamics
	Exhaust Runner Dynamics

	Cylinder Dynamics
	Cylinder Gas Dynamics
	Cylinder Part Temperatures
	Woschni Heat Transfer
	Fuel Mass Fraction Burned Rate
	Combustion Timing

	Steady State Validation
	Transient Data Validation
	Conclusion

	Chapter HCCI Closed-loop Combustion Control
	Introduction
	Mean Value Model and Validation
	Model Structure and Notation
	Cycle Averaged Pumping Flows
	Combustion Timing and Duration
	Exhaust Temperature
	Prediction Error with Steady State Data
	Validation with Transient Data

	Combustion Duration Control
	Control Analysis and Design
	Desired Cold and Hot Throttle Settings
	SISO System and Linearization
	Feedforward plus PI Feedback Control
	Heated Inlet Air Temperature Changes

	Conclusion

	Chapter Air Charge Control for Turbocharged Spark Ignition Engines with Internal Exhaust Gas Recirculation
	Introduction
	Control-Oriented Model and Validation
	Static Schedule of VVT
	Valve Compensator Design
	Simulation and Experiment during Tip-Ins and Tip-Outs
	Conclusion

	Chapter Extremum Seeking of Variable Valve Timing and Spark Timing for On-Board Calibration
	Introduction
	Combustion Model
	Combustion Phase
	Mean Effective Pressure
	Global Engine Conditions vs. Variable Valve Timing
	Combustion Statistics

	On-Board Calibration Scheme
	Extremum Seeking Control
	Extremum Seeking Parameter Selection
	Simulation Verification

	Conclusion

	Chapter Implementation of Extremum Seeking Control for Spark Timing
	Introduction
	Experimental Setup
	Engine Characteristics
	Software and Communication Setup

	Extremum Seeking Control Verification
	Simulation Verification
	Overview of Experiments
	ES Verification under Fixed Load
	ES Verification under Sinusoidal Load

	Conclusion

	Chapter Conclusions and Future Work
	Conclusions
	Future Work

	Bibliography

