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Abstract

Current emphasis on decreasing vehicle fuel consumptidrcarbon dioxide (Cg) emis-
sion from the automotive sector directs many researchtsftowards two gasoline engine
technologies, namely, the Homogeneous Charge Comprekggidion (HCCI) engines,
and the downsized TurboCharged (TC) Spark Ignition Direjetdtion (SIDI) engines with
variable valve timing (VVT). In the HCCI category, many aation strategies have been
proposed with the more popular being the dual-fuel strategnd the high residual re-
cycling. In this thesis, a heat recycling strategy is coasd, specifically, a heated-air
inlet HCCI engine with two intake throttles that control tb&d and hot air streams. To
facilitate the control analysis and development, a phylsased crank-angle resolved and
a mean value models are developed for feedback controlgrieWe discover that the
combustion duratiod\6.o, defined as the duration between the crank angle of 10% and
90% fuel burnedBca10 andBcago, provides a universal set point for all speeds and loads for
both combustion stability and fuel efficiency. Based on aghallocation of two actuators,
the hot and cold throttles, a feedback controller is desigarad simulated to regulate the
combustion duratioAB.,, at a desired value and timing during load changes, addgessin
directly the slow response of the heat exchangers in theihstraam. In the category of
the TC SIDI engines, we address the important problem ofdieduhe calibration com-
plexity when these engines are intended to run on gasoli@g g&d/or a blend of up to
85% ethanol (E85). Typically, there is variability in thetopal VVT and spark values
for every blend of gasoline-ethanol. This variability bemd the calibration task for these
engines with many degrees of freedom (throttle, VVT, waateguel injection timing and
duration, and spark timing). We first address the transienpling between throttle and
VVT in controlling the air charge in boosted conditions. Adeb-based valve compensator
is designed to improve the transient behavior of cylinderrgl and torque during tip-ins
and tip-outs with the VVT system transitions from set-pginthe designed compensator
is verified using both model simulation and vehicle engirst ite a chassis dynamometer
facility. The valve compensator can also alleviate the ldiatlrbance induced by the VVT
perturbations for the on-board calibration such as an extre seeking (ES). An ES con-

Xiv



troller tuned based on the engine model demonstrates tiveig@ance of both spark timing
65, and VVT to the optimal values to achieve the best fuel efficyeifhe ES algorithm for
the optimal spark timing is then implemented and tested icyidder TC SIDI engine on
a dynamometer facility.
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Chapter 1

Introduction

1.1 Background

The adaptation of non standard combustion, direct fuettiga and turbo-machinery con-
tinue to increase the thermal efficiency of internal comlbuséngines with simultaneous
reductions in emissions|[1]. With these advances, gasobngustion engines continue to
be an attractive option as prime movers for conventionalraulid-electric vehicles since
these engines offer outstanding drivability, fuel econpamg reliability with low combus-
tion noise and extremely clean exhaust. Among these addargine technologies, two
different types of engines are considered in this dissertad heated-air inlet homoge-
neous charge compression ignition (HCCI) engine and a tindrged (TC) spark-ignition
direct-injection (SIDI) engine with variable valve timifgVT).

The engines with HCCI combustion increase combustion effy and achieve ex-
tremely low nitrogen oxides (NOx) emissions due to low paakylinder temperatures
through the lean combustion characteristics [2]. The kgekngine-out NOXx is so low [3]
that expensive and complex lean NOx exhaust aftertreattaenhologies are not needed.
Hence, HCCI strategies are prominent candidates for aicigiéngher fuel economy with-
out a large cost penalty. Many automotive manufacturersd(F8M, Chrysler, etc.) are
pursuing this HCCI approach and the US Department of EndbgyH) has invested in
R&D for these engines. A heated-air inlet HCCI engine witb intake throttles that con-
trol the cold and hot air streams, is introduced as one of tB€Hombustion strategies
and the difficulties of the HCCI combustion control is adgdeskin this thesis. To facilitate
the control analysis and development, a physics-based-emagle resolved and a mean
value model is developed for feedback controller design.tiga discover that the com-
bustion duratiom\B,m, defined as the duration between the crank angle of 10% and 90%
fuel burned,Bca10 and Bcago, provides a universal set point for all speeds and loads for
both combustion stability and fuel efficiency. Based on aahallocation of two actuators,
the hot and cold throttles, a feedback controller is desigared simulated to regulate the



combustion duratioAB.,y, at a desired value and timing during load changes, addgessin
directly the slow response of the heat exchangers in theihstraam.

Apart from the HCCI engines, the downsized TC SIDI strategh WVT can achieve
very high fuel economy at reasonable cost, hence it is egddct dominate the market
in a few years. Existing vehicles in the market by many autbraananufacturers are
employing the TC SIDI and VVT configuration at high-end vééscwith premium driv-
ing performance at fixed levels of fuel economy. There is icarable effort, however, to
realize downsized versions where increased fuel econotthpevachieved at fixed perfor-
mance (drivability). The work in this thesis addresses thpdrtant problem of reducing
the calibration complexity when these engines are intetwlash on gasoline (EO) and/or a
blend of up to 85% ethanol (E85). These engines enable tieatibn of flexible gasoline-
ethanol blends in vehicles called a flex-fuel vehicle (FFRjpically, there is variability in
the optimal VVT and spark values for every blend of gasoktieanol. This variability bur-
dens the calibration task for these engines with many degk#&eedom (throttle, VVT,
wastegate, fuel injection timing and duration, and sparkrtg). The transient coupling
between throttle and VVT in controlling the air charge dgriip-ins and tip-outs is also
addressed and, then, resolved with a designed model-bakedoompensator. The valve
compensator can also alleviate the load disturbance indogéhe VVT perturbations for
the on-board calibration such as an extremum seeking (BESE3\controller tuned based
on the engine model demonstrates the convergence of batk tspéng 6, and VVT to
the optimal values to achieve the best fuel efficiency.

1.1.1 Background of HCCI Engine

Two major internal combustion engine categories thatzgtidlifferent combustion concepts
are the gasoline fueled spark-ignition (SI) engine, firsiettgped by Otto in 1876, and the
diesel fueled compression-ignition (Cl) engine, inveritgdiesel in 1892. Since then the
automotive industry continuously improves the perforngaand fuel economy combined
with low emissions at low cost.

A basic combustion principle of S| engine is based on flamgaygation in engine
cylinder. The flame is initiated by spark plug, a trigger tonirol the ignition timing,
which makes the control of SI combustion feasible. The @as$I engine runs at well-
mixed stoichiometric air-to-fuel ratio (AFR), which is néiged to maximize the efficiency
of the three-way catalytic converter and, therefore, redadpipe emissions. This type of
engine has high power density and low combustion noise ewdthieves relatively poor
thermal efficiency compared to Cl engine. Various modifaai have been applied to



improve the thermal efficiency, for instance, stratifiedrgleaspark ignition (or gasoline
direct injection) concepts have already appeared in lung@itions of marketed vehicles.
Although the stratified charge Sl engines are not as widedptadl in the US, primarily due
to cost associated with the complex exhaust gas aftertezditnecessary to meet US emis-
sion standards, their enabling technology, namely dirgettions, are slowly becoming a
dominant Sl actuation.

The CI combustion is initiated by fuel injection inside thdileder chamber environ-
ment hot enough to initiate combustion by auto-ignitioraghort delay, thus providing a
controllable trigger for the ignition timing, and hencdpal the control of CI combustion.
The CI engine has high thermal efficiency and hence good ftemi@my due to its lean
fuel combustion characteristics, high compression rattbrao-throttling in the intake sys-
tem. However, very high combustion temperature mainly duwgtvanced start of injection
timings and locally low temperature where the fuel is notyf@tomized cause elevated
formation of NOx and soot emissions, respectively, whicfurees more complex exhaust
aftertreatment compared with Sl engines.

In order to combine the benefits of these two conventionahengpmbustion concepts,
the Homogeneous Charge compression Ignition (HCCI) engpneept, also called Active
Thermo-Atmosphere Combustion (ATAC), was introduced @98y Onishiet al. [4].
The combustion principle of the HCCI engine is simultaneoustiple auto-ignition in
cylinder chamber with a spatially well-distributed (idgdiomogeneous) air fuel mixture.
A basic idea of HCCI is to employ premixed air-fuel mixturaths sufficiently lean or
dilute to keep combustion temperature low, which leads woNDx and particulate pro-
duction [5]. The HCCI has been also named as Controlled Agndion (CAI) to primarily
highlight the need for accurately controlled charge coadg which is harder to achieve
than a direct manipulation of an actuator such as the spadkdige in Sl engines and the
injection timing in Cl engines.

Similar to Sl engine, the HCCI engine requires prepareduglmixture (or premixed
charge), while initiates the auto-ignition by increasimguge temperature by compression
comparable with Cl engine. On the other hand, the differefican SI and CI engine are
that it has neither a distinct flame front nor turbulent flamapagation, and is not restricted
by the mixing rate at the air fuel interface. It is known thatbustion timing is determined
by in-cylinder composition, pressure and temperatureTfg combustion timing of HCCI
affects engine torque generation, fuel consumption andsan.

The HCCI engine promises that it is an appropriate candidatgdean and economical
passenger vehicle engine application of the future duell@Fymmgs:

e High fuel efficiency, theoretically up to 50%][7], realisdlty up to 20% [8], due to



fuel-lean combustion, high compression ratio and fast redaasel[9].

e Low engine-out NOx and soot emissions due to significantiielogpeak temperatures
and premixed lean mixture compared to the typical sparkimmior compression
ignition engines.

Despite of these benefits, however, a commercial gasolin€ll@gine has not been

realized yet since many challenges still remain in the prakapplication of the concept:
¢ No direct ignition trigger to initiate combustion, whichdwnade combustion control
very challenging particularly during transient operation

e Small power range constrained at high load by engine damagear due to fast
heat release and associated high in-cylinder peak pressunieat low load by lean
flammability limits [10].

e Engine damage or wear due to fast heat release and assdugtiqubak pressure.

In addition, the auto-ignition in the HCCI engine is govetri®y the charge temperature
history of the air-fuel mixture such that controlling theaylinder thermal condition is the
most critical variable to achieve appropriate ignitionitimand burn rate.

Various actuation methodologies for the HCCI combustiantic have been proposed
using variable compression ratio (VCR) in a multi-cylingasrgine [11], variable valve
systems (negative valve overlap (NVQ) [12] 13, 14] and rattwieg lift (RBL) [15]), var-
ious fuel injection systems (Split injection [16] and duaéFinjection [17]) and so-called
fast thermal management (FTM) accomplished by varying yietedo cycle intake charge
temperature by rapidly mixing hot and cold air streams[[B8, h the meantime, to under-
stand and capture the engine fundamental aspects, diffé€nl modeling methodologies
have been discussed in previous literature, for instanogjladimensional computational
fluid dynamics (CFD) model [20], a reduced chemical kinetresdel [21], a single-zone
combustion model [22], a two-zone model [23], and a mixingdelwf two or more dif-
ferent methodologies [24], a physics-based mean-valuell#@gine model [15, 25], and
so on. To manipulate these HCCI actuators effectively,ouaricontroller schemes such
as a linear quadratic (LQ) optimal control [26,! 27], a modeddictive control (MCP)
[28,129], a nonlinear observer-based control [30], a propoal-integral-derivative (PID)
based closed-loop combustion controll[18] have been dedignd demonstrated using the
engine model as well as the real engine facilities.

Since the HCCI combustion timing depends more on cylindargdntemperature than
on composition([31, /6], a heated-air inlet HCCI engine isadticed in this dissertation
to control the cylinder temperature utilizing two intakerfsathrottled independently with
one providing heated air and the other cold ambient air tcciti@der. The engine con-
figuration of the heated-air inlet HCCI engine basically @td® similar HCCI combustion



control actuator methodologies as the fast thermal manege(RTM) in [18,19]. Com-

pared to the HCCI engine with other actuators presentedealios heated-air intake HCCI
engine is also believed as an appropriate engine configuradieasily expand the HCCI
upper load limit by air boosting independently from the k&and exhaust valve timing
[32]. Another benefit of this engine is the heated-air HCGjiea requires relatively low
additional cost for the two intake port system.

1.1.2 Background of FFV Turbocharged SIDI Engine with VVT

Various automotive technologies, such as a turbochargegtdnjection (DI) and vari-
able valve timing (VVT), have been integrated into recergaljae spark ignited engines
to meet ever increasing demands on fuel consumption andtaotlemissions reduction.
In addition, the sustainable and renewable processes afi@tifuels and its comparable
heat of combustion per unit air amount to the gasoline atttiielsometric AFR condition
encourage automotive companies in developing the flexveleicles (FFV) with a mini-
mal modification of the existing gasoline engines. Incoatiog all these technologies in
gasoline engines constitutes one of the biggest autominiiltestry efforts for achieving
both high fuel efficiency and low engine-out emissions. s, tincreasing calibration ef-
forts and more complex yet sophisticated control strustare compulsory for the accurate
control of engine performance due to the variability of tipimal VVT and spark values
for every blend of gasoline-ethanol and the transient aoggdetween actuators such as
throttle, VVT and wastegate.

A turbochargers is a gas compressor used for forced induofiinternal combustion
engines, and the compressor is powered by a turbine whidtiviesndby the engine’s own
exhaust gases. This technology allows more compresseadaifual to be injected into
the cylinders, generating extra power from each explosidhis allows manufacturers
to use smaller engines (downsizing) without sacrificingieagerformance. Compared
with the conventional naturally aspirated (NA) and thexdtigasoline engine, the specific
power output from a downsized turbocharged engine can efisantly increased due
to the improved volumetric efficiency. Therefore, the tuibarger allows to combine the
fuel economy of the small engine with the maximum power egjeint to a bigger engine
[33,34].

Variable valve timing controls the flows of fresh air chargeithe cylinders and ex-
haust out of them. When and how long the valves open (valvieagish and how much the
valves move (valve lifts) both affect engine efficiency. @ptm timing and lift settings
are different for different engine operating conditiongaditional designs without VVT



mechanism use fixed timing and lift settings, which are a comgse between the opti-
mum for high and low engine loads and speeds. VVT systemsraiically alter timing
and/or lift to the optimum settings for the different engioads and speeds. The internally
recirculated exhaust gas, controlled via variable valamfpositions, improves combustion
efficiency while reducing NOx emissioris [35, 36] 37,38, 39].

In the Turbocharged SIDI engine platform with VVT, the thiet the turbocharger
wastegate, and the Variable Valve Timing (VVT) system aredlactuators in the air path
system for the control of cylinder charge. The VVT systenhwitriable camshafts allows
flexible valve overlap, hence, enables high level of inteB@R (IEGR), which, if there is
no combustion stability problem, typically reduces fuetl &0Ox emissions. The benefits
of high level of IEGR for fuel consumption come with well knovproblems associated
with drivability [40,(41] or control of transient air chargén order to ensure accurate and
fast delivery of the demanded air charge, appropriate obatrd coordination of the three
actuators are required to realized the benefits of thesenaddaautomotive technologies.
Therefore, various Computer Aided Control System DesighGED) methods, relying on
control-oriented models, have been applied to solve tliblpm. Literature that addresses
the control of variable camshafts for the control of transterque response, such as|[40]
for a system with mechanical throttle and [42] 41| 43] for evith electronic throttle,
provides great insight into the coordination of the theotthd the VVT system. The fast
electronic throttle is considered ,in this dissertatiaa @rimary control actuator associated
with VVT for the engine air-path management.

Applicable models of turbocharged gasoline engines cambed in [44] 45| 46, 47].
Literature that addresses the control of wastegate in g@sapplications, such as [48,/49]
for a system with mechanical throttle and [46] for one withottonic throttle, provides
valuable insight into the coordination of the throttle ahé turbocharger wastegate. In
parallel with the air-path control loop, Air-to-Fuel Ra{i@FR) is regulated in the fuel path
using feedback information from an Exhaust Gas Oxygen (E€&@3or. Even though AFR
regulation is not discussed in this dissertation, the ddeep control of fuel injection can
be aided by the indirect air-charge estimation approackldped based on the intake and
exhaust valve timings and intake manifold pressure measmein Chaptelrl4. Details of
air charge estimation via an exhaust manifold pressureredsare discussed in [50] and
[51] even though the effects of the VVT system and the assatiaternal gas recirculation
have not been studied in [50,/51].

The Turbocharged SIDI Engine with VVT studied in this disaBon is also capable of
running on both gasoline (EOQ) and a blend of up to 85% ethdt®b). The use of ethanol
fuels can reduce the consumption of non-renewable fossi$ fun addition, the flex-fuel



vehicle (FFV) engine has the potential of efficiency improeats of 3-6% with E85 over

the optimized gasoline engine at part loads mainly due taatéah in heat rejection and

increased dilution tolerance [52]. At full loads, a potahtf 13-15% increase in engine
specific output, defined as the engine power per unit engspatiement, is available with
E85 enabled by the antiknock properties of the ethanol Island an increase in volumetric
and indicated efficiencies. These benefits, however, canlieved only by the significant

increase in engine calibration efforts, which will be added in this dissertation.

1.2 Engine System Configuration

The system configuration and measurement sensors of theifferedt gasoline engines
addressed in this dissertation are introduced in this@ecfirst, a single cylinder heated
air inlet HCCI engine and, second, a 4 cylinder turbochargark ignition (SI) direct
injection (DI) engine with variable valve timing (VVT).

1.2.1 Single Cylinder Heated-Air Inlet HCCI Engine

A single cylinder engine was used in a dynamometer cell ftin bteady-state and transient
test data acquisition. The engine specification is summaiiz Tablé 1.ll. The dynamome-
ter engine has been designed to operate in both SI and HCQiusiion modes although
the SI mode and mode transition is not covered in this diagernt. This mode change is
accomplished by the use of a roller finger follower cam prafiltching (CPS) mechanism
on the intake and exhaust camshafts, proposed to conttoMabte overlap and effective
compression ratid [7]. For instance, in HCCI combustion eategative valve overlap,
widely used for trapping residual burned gas within theraydir to enable controlled HCCI,
can reduce the requirement on intake heating.

In the HCCI mode, two intake ports are independently thedttivith one port provid-
ing heated air and the other cold ambient air to the cylinder. electric, flow-through
convective heater was used as a primary air-charge heatesoturther, plenum band
heaters were used to maintain a sufficient supply of heatecharge to the engine. In
the vehicle application the electric heaters would be aldy heat-exchangers utilizing
(recycling) the exhaust gas heat. A bleed throttle was us@dtintain hot air circulation
through the intake system to prevent overheating. The hamelwonfiguration is shown
in Fig. [1.1. The intake and exhaust runners were all fitte¢h wiessure transducers and
thermocouples. The instrumentation included crank and masition sensors. All sensor



Table 1.1 Specifications for a single cylinder heated-air HCCI end&8}

Description Value
Cylinder total volume 704.34 min
Cylinder displacement volume 658.0 Am
Combustion chamber clearance volume  46.34mm
Compression ratio 15.2:1
Cylinder bore 89 mm
Piston stroke 105.8 mm
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Figure 1.1 Schematic of the HCCI engine setup : T, P, V, SP and CPS refartémmperature
Sensor, a pressure sensor, a valve actuator, spark timimgptand cam profile switching control,
respectively[[54].

1.2.2 Turbocharged SIDI Engine with VVT

The engine configuration of the turbocharged gasoline sgaition direct injection (SIDI)
engine with variable valve timing is shown in Fig. 11.2. Amtitiair enters the engine sys-
tem and a hot-film mass flow sensor measures the intake air dli@wv Next, the air passes
through the compressor side of the turbocharger and themtbreooler, which results
in a boost pressure that is higher than the ambient presatier. the air passes through
the throttle, it accumulates in the intake manifold and entiee cylinder when the intake
valves open. Depending on the intake and exhaust valvedsnafraction of the exhaust
gas from the current cycle remains in the cylinders and inftes the combustion behavior



during the next cycle. In the mean time, the injectors spragmanded amount of fuel
directly into the combustion chamber by controlling thel faél pressure and injection du-
ration. The cylinder charge mixture is then ignited by sgatlg to achieve the appropriate
combustion phase. On the exhaust side, part of the exhasigxga via the turbine and
generates the power to drive the compressor, while the féspasses through the waste-
gate. The exhaust gas finally returns back to the environiaiéert being treated in the

catalyst.
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o T NI WY W
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Figure 1.2 Configuration of a turbocharged (TC) gasoline spark ignitiirect injection (SIDI)
engine equipped with variable intake and exhaust camshafts

The engine has been designed to run on gasoline (EO0) andadflap to 85% ethanol
(E85), which introduces an additional calibration effartthe current engine control unit
(ECU). Current engine controllers in the ECU adjust thelsgiaring, fuel injection timing
and duration, variable valve timing and turbocharger wgateduty cycle in a feedforward
manner. In-cylinder pressure sensors are used mainly tatifughe combustion phases,
for instance, the crank angle of 50% fuel burrtiedso and the combustion duration defined
by the crank angle between spark timifig and 90% fuel burnedcago. An electronic
throttle control (ETC) severs the mechanical link betwdas dccelerator pedal and the
throttle for vehicle traction control. The ECU determinks tequired throttle position by
calculations from sensor measurements such as an acoelegdal position, engine speed,

vehicle speed etc.



1.3 Overview

The schematic diagram and model structure of a experimént@imometer HCCI engine
used for the data acquisition during both steady state amdignt conditions is described
in Chaptef 2. Based on the steady-state dynamometer testdatank-angle based model
is, then, developed by tuning all parameters in sub-modesinstance, discharge coeffi-
cients of flow rate through throttles and valves, heat teemsdefficient through the exhaust
runner and various coefficients of combustion timing model coefficients in Arrhenius
integral for start of combustion timin@soc and correlation equations between the crank
angle of 02% fuel burnefcao2 and 50% fuel burne@casp and so on) are determined using
either least square (LS) method or MATLAB optimization liaes, so calledI RECT and
fminunc.

The crank-angle based HCCI model developed is, then, tatidaith steady state and
transient data. The HCCI engine performance variables aséhdicated mean effective
pressure (IMEP), air-to-fuel ratio (AFR), crank angle oP®2uel burnedbcao2 and 50%
fuel burnedBcas0, and exhaust runner temperatiiggare used for validation purpose in the
steady state test, while IMEP, crank angle of 10% fuel buitkgdy and 50% fuel burned
Bcaso, cylinder peak pressung,ex and location of cylinder peak presswr@cppeax for the
transient test validation. First of all, for the steady etedlidation, data from the HCCI
engine operating range from IMEP of approximately 1 barufto5 bar at three different
engine speed of 1000, 1500 and 2500 rpm are used. We inclutte dest data sets up
to IMEP covariance of 10, which is close to unstable combustNext, the transient test
data are compared with the model prediction in the step dwaofthree different engine
inputs, those are, fuel injection rate, heated air inlatdtthe angle and cold air inlet throttle
angle, respectively. It can be observed that the HCCI madepable in capturing proper
tendency for both steady state and transient test.

In Chaptei B, we introduce a simple statistical physics é&@CI mean-value model
(MVM) including an engine cycle delay and the model is vai@thwith both steady-state
and transient dynamometer test data. We then investigap@opriate control objective,
which represents engine performance, and find that the cstiobidurationAB.oy, Mmight
be a surrogate control objective for both combustion stgt@ihd fuel efficiency. Since the
HCCI engine has two actuators (cold and hot throttles) aredoamtrol objective\B.gmp,
the allocation of actuators is performed based on the adsumihat the heated inlet air
temperature varies slowly through a heat exchanger dyrsaamd the two actuators can
be decoupled such that cold throttle manages slow hot iiflé¢mperature changes with
a feedforward controller while hot throttle mainly manadles load disturbances using
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cycle-to-cycle combustion duration measurement.

Based on the allocation of two actuators, a model basedatantis designed to man-
age the hot throttle actuator to regulate the combustioataur at 7.5 CAD during load
transients. The feedforward compensator and Pl feedbaukatler together shows good
regulation responses 68.,m, to achieve higher IMEP and smaller covariance of IMEP. A
simple heat exchanger with the effectiveness of 0.47 and &lanplemented and, from
the simulation results, it can be verified that the decogpbitwo actuators is appropriate.

Modification of the nonlinear mean value model of a turbogkdrspark ignition flex-
fuel engine equipped with variable camshafts and eleatribmottle is presented in Chapter
4. Two static valve overlap schedules are derived for “basfue” and “best internal ex-
haust gas recirculation (IEGR)” requirements. To imprdwe transient behaviors of the
cylinder charge air flow rate (or torque) during throttlgastbanges, the valve compensator
is introduced in the air-path control loop. To reduce thduwlisance of the VVT change
on cylinder charge flow rate, a nonlinear model-based vatwvepensator is designed in
addition to the base throttle controller for the turbocleargngine. This compensator im-
proves the transient behavior of cylinder charge flow ragpeeially at low load. The valve
compensator is tested using both a mean-value model anddesehgine. The valve com-
pensator showed a considerable improvement in the regunlaficylinder charge flow rate
Wey while the valve overlap changes.

The proposed valve compensator is originally designed tadeel to conduct an on-
board calibration such as an extremum seeking (ES) corigotithm. As more control
parameters are introduced by the turbocharger, varialile ¥eming and direct fuel in-
jection, an increased amount of calibration efforts arelireq to determine the optimal
control set-points for engine performance and emissiomssupplement this calibration
burden and take into account of all the influencing factohsas fuel properties and en-
gine aging, the on-board calibration scheme searches tiraap/VT and spark ignition
through the evaluation of engine performances while VVT spark timing are perturbed.
The valve compensator can moderate the cylinder chargarigsice and/or torque distur-
bance from this VVT perturbation.

A phenomenological combustion model which accounts focyoéic combustion vari-
ability with the combustion phasg-asg variance as a function of the iEGR in Chagtér 5.
The mean effective pressure model is then determined baségagy and intake and ex-
haust manifold pressure measurements. Along withGhe, variation the combustion
efficiency is also modeled as a function of IEGR level. Theiemgnodel can demonstrate
the optimal engine operating condition with respect to lspianing and VVT in addition
to the realistic noise level of important engine perfornenatputs such a8-asg, mean
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effective pressure (MEP) and specific fuel consumption (SFC

The developed engine model allows us to tune and test thmembtimization scheme
such as the extremum seeking controller to search the optiofiengine inputs for the idle
and cruise conditions. The ES algorithm can be used to opgiany other operating condi-
tions with long residence time since the current ES algoritbill converge and is enabled
only at steady-state driving conditions. The on-line ojmation scheme can alleviate the
heavy calibration burden required especially for the reeagines with many control ac-
tuators. The designed extremum seeking algorithm showstith spark timingd, and
VVT values can converge to the optimum within 60 seconds éwveungh this convergence
rate may be engine and vehicle specific.

In Chaptef B, we present an ES control algorithm which has tested in a dynamome-
ter engine. NMEP and NSFC characteristics have been ambbased on different spark
timing and variable valve timing. Due to small and negligiNSFC changes for IVO
changes, the ES control is tested only for spark timing. ém@nted ES control algorithm
is modified with two additional function blocks, saturatiand dead-zone, which guaran-
tee stabilized ES controller dynamics. Also, a convergelatection logic is introduced to
determine whether the current spark timing is the optimumodr

Two different types of load inputs are applied during ES #thm test in the dy-
namometer engine, fixed and transient load inputs. Thei&ainbad input is realized
with sinusoidal load commands with various amplitudes aaduencies. It takes approx-
imately 20 seconds to search the optimal spark timing unddr the fixed and transient
load conditions. For the transient load inputs, the curhtlgorithm is capable to deter-
mine the optimum up to the frequency fif. = 0.1, while the convergence detection logic
is not capable to determine the optimum with a higher frequefi. = 0.15. Therefore,
it might be necessary to modify the logic to be implemented neal vehicle if a normal
driving profile often changes with a high frequency in a syesiéte maneuver.

The schematic overview of this dissertation is shown in[Eig.

1.4 Contributions

The specific novel and innovative findings in this disseotatire:

e Developed the first crank-angle based model for a singlendgh heated air inlet
HCCI engine with two intake throttles that control the cotdldnot air streams [53].
The model can capture the critical engine performance bi@sssuch as IMEP, AFR,
Bcao2 and Bepsp, but also other engine variables, cylinder pressure angdeature
traces on the crank angle basis.
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Ch. 1 : Introduction

Two different types of advanced gasoline engines
1. a heated-air inlet homegeneous charge compression ignition
(HCCI) engine
2. a turbocharged (TC) spark ignition direct injection (SIDI) with
variable valve timing (VVT) for flex-fuel vehicle (FFV)
|

Ch. 2 : HCCI Crank Angle Based Model Ch. 4 : Air Charge Control for TC SIDI Engines
Crank angle based HCClI model developement Nonlinear model-based air charge control algorithm
1. Crank angle based HCCI model : 1. Mean-value model for FFV TC SIDI engine with VVT :
Intake and exhuast runner dynamics, Cylinder dynamics, etc. Control-oriented model and validation
2. Validation : 2. Electronic throttle valve compensator design :

Steady-state and transient validation Air charge control during load changes associated with VVT
Ch. 3 : HCCI Closed-Loop Combustion Control Ch. 5 : On-Board Calibration for Spark and VVT
HCCI Closed-loop combustion control with MVM On-Board Calibration Scheme

1. Mean-value model (MVM) and validation : 1. Combustion model :

Cycle-averaged engine flows and combustion timings Combustion phases and mean effective pressure (MEP) for
2. Closed-loop combustion duration control : various internal residuals and spark timing

Combustion duration control based on two throttle actuator 2. Extremum Seeking Control Algorithm :

allocation Optimal spark and VVT for different gasoline-ethanol blends

v

Ch. 6 : Spark ES Implementation and Verification

Saprk Saprk ES implementation in a dynamometer engine
1. ES verification at fixed loads :
ES control repeatability and feasibility test at fixed load inputs
2. ES verification at transient loads :
ES control test at biased sinusoidal load inputs with various
load amplitudes and frequencies

|

Ch. 7 : Conclusions and Future work

Conclusions and future work

Figure 1.3 Schematic overview of the dissertation.

e Developed and validated a simple HCCI mean value model (MY84) which led
to a novel control set-point. Specifically, the combustiomation A8y, is found
to be an appropriate proxy to represent both fuel efficiemcy/@mbustion stability.
A model based controller is designed based on controllecation and simulated in
both the HCCI MVM and the crank-angle based model to dematesthe combus-
tion durationABomp regulation.

e Modified the mean-value model in [47] for a 4 cylinder turbaed (TC) spark ig-
nition direct injection (SIDI) engine with variable valviening (VVT) to capture the
coupling between throttle and VVT settings in the cylindeaige [55]. A nonlinear
feedforward throttle compensator is employed to improwettansient response of
cylinder charge during load changes. The algorithm is aigdémented and verified
in a vehicle engine on a chassis dynamometer facility.

e Developed a reduced-order SI combustion model to predecteffect of internal
residuals and spark timing in the combustion efficiency anthe cycle-to-cycle
combustion variation [56]. An extremum seeking (ES) cdigras, then, designed
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to optimize and/or update VVT position and spark timing tduee the significant
calibration effort associated with various fuel blends.

Verified the ES control algorithm test in a engine dynamomfetlity for spark tim-
ing for various engine operating conditions, in specififfedent engine speeds and
loads. Also, the feasibility and repeatability of the ESaaithm were investigated
with two different types of load inputs, namely fixed and si@mt load inputs. The
transient load input has been realized with biased sinattodd commands with
various amplitudes and frequencies.
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Chapter 2
HCCI Crank Angle Based Model

2.1 Introduction

To design and optimize a controller for HCCI combustion, aleiof the system with accu-
rate prediction of combustion phasing is necessary. Marthoas have been proposed to
develop a model of HCCI combustion as close as possible tengénes. Such models in-
clude one-zone combustion model defined by chemical kingtichanism [57], multi-zone
models[58], and multi-dimensional CFD models|[59]. Therapghes comprise so-called
open system first law analysis with chemical concentrattates and ignition correlation
cycle based modeling. The other set of models are intendecbfdrol development and
they attempt to capture only the part of the gas exchange amébustion behavior that is
relevant to HCCI engine control design [25] 60, [22, 15].

This chapter focuses on developing a crank-angle basetbtorniented model for sin-
gle cylinder heated air HCCI engine with two intake thrattieat control the cold and hot
air streams. The experimental work is dedicated to testuet & single cylinder engine,
assisting to investigate important issues with HCCI opemnatcontrol, operating range,
fuel benefit, and emissions. Different from typical mearueainodels developed for sin-
gle cylinder engines, the present model not only simulagee@verage engine variables,
such as combustion burn rate, indicated mean effectivapre¢IMEP) and emissions, but
it also calculates engine variables such as cylinder pressud temperature on the crank
angle basis. It makes the expansion of the model into a myitider HCCI engine model
to account for true rotational dynamics and manifold dyrehess complex. To validate
the model, a detailed mapping plan was developed and ddectsal in a dynamometer
test cell for both steady state and transient conditions.

The crank-angle based HCCI engine model combines the n@rifimg dynamics
(including the intake and exhaust manifold modelin 2.4.d [@r1.2) with the cylinder
dynamics (including the Woschni heat transfer to consitlerheat transfer through the
cylinder parts i 2.513 and the Arrhenius integral to corefibe start of combustiofSOC
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in[2.5.3). The crank-angle based model was validated wittertimn 200 data sets, which
cover three different engine speeds (1000, 1500 and 2500)Ri¥AlI various loads and

throttle angles. We first present the model prediction adstestate. Note here that the
steady state data sets were used for the parameter calibodteach sub-model in the pre-
vious chapter. For example, the air-to-fuel ratio (AFR) nifi@d pressure and temperature
measurements along with reported throttle angles and fmesfivere used to calibrate the
flow through the throttles and valves. Similarly, calcuthfeows and measured tempera-
tures were used to calculate the heat transfer coefficiemtbis chapter, we compare the
overall model predictions, and evaluate how individuabenn the sub-models propagates
through to the overall input-output model prediction. Werthutilize new data sets from

the transient HCCI operation to evaluate the overall modedigtion capability.

2.2 Model Structure

The model presented here includes a crank-angle based gtararation of HCCI behav-
ior. The dynamical behavior of the crank angle based modatseciated with (i) states
representing the mass and pressure (or temperature) intddeeiand exhaust runners as
well as the engine cylinder and (ii) the auto-ignition tigialso known as as the start of
combustion (SOC) and the crank angle of 50% fuel burtgdy. The schematic diagram
and notation for the crank-angle based HCCI model is showkFign[2.1. Variables as-
sociated with ambient conditions are denoted by subscripttile the variables related
to heated air conditions by subscript The cold and hot intake runners are referred to as
volume 1 and k, the exhaust runner volume as volume 2. Flows are depictat@diog to
the notatior\iy where x and y are the upstream and downstream of the flow. tieate
flow is described by an additional subscipas\Wy.

The HCCI engine model structure is explained using two sielgaiies, one is for in-
take and exhaust runner dynamics and the other for cylingeardics. Fig.[ 2.2 shows
the integrated model structure developed for the singlmdgt crank-angle based HCCI
engine.

2.3 Flow through Throttles and Valves

This section presents the model for the flow through the tlesoaind valves. In general,
flow W through a restriction on flow are® is caused by pressure difference between the
upstream locationand downstream locationof it. The ideal flow is determined based on
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Figure 2.2 Single cylinder HCCI engine model structure.

the ideal gas law, steady flow energy equation and isentrefation. Moreover, for a real
flow, the departure from the ideal flow is corrected by intrmdg the discharge coefficient,
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Cpb (seel[61], Appendix C):

( y+1

0<P<c
1 v_l
v y i\ v Pj .
W CDAr\/R—TI F] Jl ) o <y<1 (2.1)
otherwise.

y

The critical pressure ratig = <yJ2r1) " makes a distinction between laminar and chocked
flow. The thermodynamic properties such as universal gastantR, specific heat ratio,
y, are assumed to be constant[in (2.1). Therefore, the dnitieasure ratio is also constant

with ¢, = 0.5283.

2.3.1 Discharge Coefficient and Reference Flow Area of Thrde Flow

For the throttle flow, the values of the discharge coeffic@naccording to different cold
throttle angles@,, are determined by a 4th order polynomial equation:

Cp(6c) = agc+a1ch.+ 5127c9c2 + a37093 + a47c9é17 (2.2)

whereg; is in the range between 0 (completely closed throttle) andeggees (wide open
throttle). For the hot throttle flow, on the other hand, a 6ttkeo polynomial equation is
used to establish the discharge coefficient6):

Cp(6h) = 8+ a1.nbh + 82007 + 83 nOF + aynbp + asn6p + as n6Y, (2.3)

where@; is in the range between 0 (completely closed throttle, 0%)&hdegrees (wide
open throttle, 100%). All 12 coefficients (i.e. 5 from theatthrottle discharge coefficient
and 7 from the hot throttle discharge coefficient) were catdd using the air to fuel ratio
(AFR) values from the steady-state test data. In specifat, tine coefficientsy n, where
k=0,---,6 for the hot throttle flow were determined by the hot throstfeeep test data,
in which the cold throttle was completely closed. With theaébrated coefficients, the
coefficientsa ,, wherek =0, - - - ,4 in the cold throttle flows were, then, obtained using the
cold throttle sweep test data, in which the hot throttle wadevopen. In Table 211 and Fig.
[2.3, all calibrated coefficients and the correspondipglots for both cold and hot throttle
flows are shown, respectively. Note that the flow are&o0f 0.0019635 rfis used for
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both hot and cold throttles.

Parametet Cp(6) Co(6h)
ag 5.2000x 103 2.9543x 103
a 1.1466x 1074  2.2856x 104
a 5.7759x 107>  1.6569x 10~*
ag —7.9623x 107 7.2576x 107
ay 3.0098x 10°  1.7930x 10~/
as - 1.7246x 107°
ag - 4.9991x 10 12

Table 2.1 Determined parameters in the discharge coefficient equ&far cold and hot throttles.
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Figure 2.3 Discharge coefficients based on the cold and hot throttléeang
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2.3.2 Discharge Coefficient and Reference Flow Area of Valyeow

Cold intake valve lift IVL; determined based on the cold intake valve cam profile was
computed as following:

Co,c + Cl,ce_c + CZ,CQ_g + (33,09_(:;3 + C4,ce_§ + CS,ce_g + 06,09_C6
IVLc(6c) = 0< 6 < IVC.— VO, (2.4)

0 otherwise,

wheref, = 6 — IVO; and@ is the engine crank angle. Similarly, for the hot intake edift
IVL ,, and exhaust valve lift EVL, the tern@, IVO. and IVC in (2.4) can be substituted
by G_h IVOy and IVG, for IVL, ande_e, EVO and EVC for EVL, respectively.

Cold intake valve discharge coefficigdd and the reference aréa characterized by
the valve design was calculated by:

CoArc(IVLe) = enc+erclVic+ e cl VL +e3VLE + el VLE. (2.5)

The formulations for the case of the hot intake valigd\, , and exhaust valv€pA, e were
established by substituting the terms M (2.5) with IVL,, and EVL, respectively. All
the coefficients in(2]4) an@ (2.5) were provided from Ford,drence, are not in the pub-
lic domain. Fig.[2.4 shows the intake and exhaust valve titt eorresponding discharge
coefficient and reference flow area.

2.4 Intake and Exhaust Runner Dynamics

In this section, sub-models for hot and cold intake runnat exhaust runner are rep-
resented based on the flow model in Sec.] 2.3. First, cold ahihtake runner filling
dynamics are described with a state of magsandmyy, respectively, based on isothermal
condition. Exhaust runner dynamics is, on the other handieted with two states, that
are, exhaust runner mass and pressur@,, including a simple heat transfer model.

2.4.1 Intake Runner Dynamics

In the hot and cold intake runners, one state for each rusm&termined using an ordinary
differential equation to describe the spatially averagediermal runner filling dynamics.
The mass conservation law leads to the following state émuédr the cold intake runner

20



0.01 T T T T T
EVL---leh||||||||VLC
0.008 - .
— -5
1S " .
o 0.006 - ' \‘ b
3 Wi
2 0.004F _— * .
s ’r \
> 14 =~ A Y
0.002 LN B 1
4 N 5.
0 ! ! ! ! ‘ L ! ! lﬁ Lok
-250 -200 -150 -100 -50 0 50 100 150 200 250
x 10"
T T T T T T T
sk CDAr,e - - -CDAr,h [NERREN CDAr,C "- ~~ |
s .
— 4} ’ V! 8 4
Né ' 2 e
< 3t TR ¥ 1
(a] 1 = -\
© 2 N B T
S 1‘
1r ’ N ’,/‘ 7
L 3,
0 ! ! ! ! - T I ! IS
-250 -200 -150 -100 -50 0 50 100 150 200 250

Crank Angle 6 [ATDC]

Figure 2.4 Intake and exhaust valve lift (IV{. IVLy and EVL) and corresponding discharge co-
efficient and reference flow are@gAr ¢, CoArn andCpA ).

massm.
dm]_

e =Wo1 —Wio— (Wac —We1) . (2.6)
With the information of mass state, and assuming that the cold intake runner gas temper-
ature is equal to the ambient temperatlire= Tp, the pressure in the cold intake runmpgr
can be simply determined using the ideal gas paw mRT; /V1. Similarly, the hot intake
runner dynamics are represented with

d MK

G = Woih —Waoh — (Wach — Wean) (2.7)

hence, the hot intake runner presspig= myRT1n/Vin, WhereTy, = Th. Note that a ther-
mocouple was located in the hot intake runner, close to thanteke valve, to measure the
hot intake runner temperatufig,. The hot plenum heater is controlled to regul@igto
specified values based on the intent of the experiment.
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2.4.2 Exhaust Runner Dynamics

In the exhaust runner, two states offer a spatially averalgedped parameter model of
the temporal evolution of mass stored and pressure. The enassrvation law is used to
calculate a mass rate in the runner and the energy congerVaiv with a certain amount
of heat transfer through the exhaust runner wall deterntimepressure inside the exhaust
runner:

dmp

dat = We2 —Woe — (Woo —Wo2) (2.8)
d R
% = X/_I: WeaTe —Woc Tz — (Woo T2 —Wo2To)] — mAzhz (To—To) (2.9)

With the information of two states, the temperature in a e@shaunner;l,, can be simply
determined usingd, = p2Vo/mMR. Instead of two heat transfer coefficients, for instance,
one for the heat transfer between exhaust runner gas andiaeist runner wall tem-
perature and the other for the heat transfer between exhamser wall and ambient
temperature, one inclusive coefficiehth, between exhaust runner gas and ambient tem-
perature is designed to predict the exhaust runner temperasing:

Achy = f(msye,N), (2.10)

wherems g is the injected fuel amount per each cycle &hohdicates the engine speed. In
general, for a fixed engine speed, the overall heat transfsficient becomes smaller as
the injected fuel amount increases. On the other handrfastgne speed induces bigger
heat transfer coefficient at a fixed injected fuel amount peheycle[[62]. Figl 2]5 shows
the regressed exhaust heat transfer coeffiddeht as a function of injected fuel per each
cycle ms g, and engine speedll.
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Figure 2.5 Representation of regressed total exhaust heat transffrooent (Axh )iota [W/K] as
a function of injected fuel per each cyaig g [mg/cycle], and engine spe@t[RPM].

2.5 Cylinder Dynamics

2.5.1 Cylinder Gas Dynamics

To describe the HCCI engine cylinder gas dynamics, two amimifferential equations
for the cylinder massy in (2.11) and the pressum in (2.12) were derived as following:

dme

F = ch - Wcl +chh - Wclh ‘|‘VV20 _WCZ ‘|‘Wf uel» (2-11)
d . —-1.
e = \7V (Who et R— peVe) + Vv—q (2.12)

where

Wot Tiot = WicTa —Wea Te +Wien Tih — Wean Te +Waoc To —Weo T,
Gc = Quumy—he(Ap(Te—Tha) +Ap(Te—Tp) +Ap (T —Tw)),
whereV, and V. indicate the cylinder volume and volume changes, respegtiwhich
can be determined by the engine spékednd a crank anglé. The variablesAp and Ay

represent the instantaneous cylinder cross section ackaalhsurface area. The cylin-
der temperaturel;, is computed using the ideal gas IGw= p.Vc/m:R. The average of
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injected fuel flow rate into the cylind&¥; g refers to the fuel flow rate from the start of
injection (SOI) to the end of injection (EOI) timing. No@_ = 44.0 x 10° J/kg is used
for the gasoline lower heating value. The terms for the flddyswere computed based on
2.1 in Sec[213. All other variables such as cylinder parferatures (i.eT,q for cylinder
head,T, for piston andTy, for cylinder wall), the heat transfer coefficieng and the fuel
mass burned rat@, are introduced in Se€. 2.5.2 through 215.4.

2.5.2 Cylinder Part Temperatures

To compute the heat transfer [n (2.12), a model of the evialoaf the cylinder head tem-

peraturelyg in (2.13), piston temperatuflg in (2.14) and wall temperatuf, in (2.13) are
used as follows:

dThg 1
- hha (Toool —Tha) +Andhe (Te — Tha)] 213
dt Cp,hdMMhd [Anahina (Teool = Tha) + Ana (To = Tha) (2.13)
dT, 1
dtp T CppMp [Aphp (Tail —Tp) +Aphc (Te —Tp)] (2.14)
dT, 1
G ooy A (Tot = To) + At (To ~ T (2.15)

wherecp andm are specific heat and mass for each part,Anticates the surface where
the heat transfer occurs. The subschght p andw were added to denote the cylinder head,
piston and wall, respectively. We assume that the heatfeaosefficient between cylinder
part and engine coolant (or oil) is function of engine spééate that a fixed engine coolant
temperaturd oo = 367 K and oil temperature af;; = 367 K are used throughout all the
simulations. The heat transfer coefficient between thendgli gas and cylinder partg
was derived in the next section.

2.5.3 Woschni Heat Transfer

Using the correlation between Nusselt number and Reynoloisber such asNu =
0.035Re™ proposed by Woschni in [63], an instantaneous spatiallyameeheat transfer
coefficient is derived as shown below:

hC _ CBmflpg'l\NmTCO.75fl.62ﬂ, (216)

whereC represents a scaling factd, the length of a cylinder boray the average gas
velocity in the cylinderp. the cylinder pressure angd the cylinder temperature. The ex-
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ponentmis chosen to be 0.8 in this crank-angle based HCCI model. pateedly averaged
cylinder gas velocityv is expressed as [53]:

1/2

2 . , 2
W= [(OAB%) + <c18p+cz VaTive (pc— pm)) ] (2.17)

PivcVive

whereVy is the cylinder displaced volum@&,,, pivc, Vivc are the cylinder temperature, pres-
sure, and volume at the intake valve closing time, ppds the motored cylinder pressure
at the same crank angle as the cylinder prespwép is the averaged piston speed. Two
coefficientsc; andc, in this model use:

(028 0<6<180
15 180< 6 < 360
6.18 360< 0 < 540

228 540< 6 < 720

c1(0) =

and
9) 3.24 % 1073 ewc < 0 < 933C+Aecomb,
Co =
0 otherewise,

whereAB oy refers to the combustion duration (see Sec. 2.5.5)@isthe engine crank
angle.

2.5.4 Fuel Mass Fraction Burned Rate

To represent the fuel mass fraction burned Rate versus enagike curve, Wiebe function
is used as [64]:

A m, A my+1
dxp :GnCNab(rTb-l-l) (9—950(:) exp(ab <m> ) 7 (2.18)

whered = 6 — Bsoc, WhereBgc is the crank angle when the start of combustion ocagys.
indicates the combustion efficiency aNds the engine speed. Two parametegss 5 and
my, = 2 are applied for this mass fraction burned rate curve, amndlso assumg; = 1 in the
HCCI mode combustion. Using this information, the fuel massed raten,, is computed
with my, = m¢X,, wheremyi is the injected fuel mass per each engine cycle. All combnsti
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timings such as the crank angle of 02%, 50% and 90% fuel bukad>, Bcaso andBcago,
respectively) and the combustion duratifdé.omy, defined byABeomy = Bcago — Bcaoz are
presented in the following section.

2.5.5 Combustion Timing

Arrhenius Integrals

It has been suggested by many researchers [65, 66] thatriifsustion autoignition timing
in the HCCI engine is captured using the Arrhenius integral:

AR (8sc) = 1, (2.19)

]
where AR(8) = /9 RR(3)dd  and

RR(O) = A ()91 e ).
wherepgy (&) and T, (3) are in-cylinder pressure [atm] and temperature [K] at tizakr
angled, Ris the universal gas constant [J/mol/K}.is the in-cylinder equivalence ratio
and Xo, is the mole percent of the oxygédp at the intake valve closing (IVC). Note that
assuming only small variations in engine speed during the@gdérom IVC — SOC, the
crank angle domainX) can be used for the integration argument.

Employing the volumetric rati®ivc(3) = Vgyi (Five) /Vey (F) with Ve (9) the cylin-
der volume at crank angl&, and assuming a polytropic compression from IVC to SOC,
the Arrhenius integrand can be represented as a functioneoprtessure,c [atm] and
temperaturdj [K] at IVC:

Osoc
ARy (6soc) — 1:/9 RR(S)d9

Eav(3)1Y

_ eoc Npy, YNp N 4102
= APyyeVive(F) PPN X 2 exp( — RTo

IvC

) d9  (2.20)

wherey = 1.3 is the specific heat ratio and other paramefgns,, ne andnp, in the Ar-
rhenius integral are parameters to be identified. The sigbstrdenotes the number of
parameters to be determined.

Further simplification of the Arrhenius integral can be peried by eliminating(o, in
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(2.20):
Bsoc
ARs(6c) — 1— /9 RR(9)d?

_ / e AP Vive(9) e exp(—w) 49,  (2.21)
hve RTivc
This simplification without the oxygen concentratigq@, can be supported by the pa-
rameterization in the following Sed._2.5.5. Raustral. in [15] introduced a similar
simplification for Arrhenius integral, in which, both molengent of the oxygenxo, and
in-cylinder equivalence ratié® were considered not to be dominant factors in the simu-
lation model. The reason to reserve the in-cylinder eqaivee ratio® is to predict the
combustion timing deviations for different fueling levels

Parameterization of Arrhenius Integral

Parameters\, np, Ny andng, in (2.20) and[(2.21) are determined using combination of
two MATLAB optimization routines, so calleBIRECT and fminunc. First,DIRECT, a
derivative-free sampling algorithm for the global optimunas used to choose an appro-
priate estimate of the global solutio®@I RECT requires no knowledge of the objective
function gradient and, instead, samples points in the dopaaid uses the information it
has obtained to decide where to search next [67]. Secbmthunc was utilized to de-
termine the optimum more precisely using a gradient-basetimear optimization, which
may give only local solutions [68]. These two methods togethinimize the cost function
f, which represents the square sum of errors betvélggn from the simulation model and
the experimentally determined crank angle of 02% fuel bdife, for all hot and cold
throttle sweep and fueling sweep at three different engieeds (i.e. 1000, 1500 and 2500
RPM) in a single-cylinder gasoline HCCI engine.

=Y (Bsock— Borozk)’ (2.22)
k=1

where n = 218 is the number of different steady-state expariat data. FirstDIRECT
is used to search a boundary of the global optimal paramatee vNext,f minunc is run
to examine the neighborhood of the potential value to decideoptimized value, which
minimizes the objective function. Determined parame#gnsy,, ne, andngp, are shown in
Table[2.2. Tow different Arrhenius integrals predict ngaimilar SOC timing as shown
in Fig. [2.8, therefore, simpler equatidn (2.21) is suffititm the modeling purpose. To
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Parameters ARy AR3
A 4.3180x 10° | 4.6077x 10’
Np 1.7884 1.7872
N 1.0634 1.0711
no, -1.5021 -

Table 2.2 Determined parameters in Arrhenius integral.
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Figure 2.6 Prediction error 0Bsoc (Bsoc,sim - Bsoc,dyno) between the dynamometer data and the
model prediction.

enhance the prediction ability of the model, moreover, la@omodification was applied in
the Arrhenius Integral with a saturation function for thelieglence ratiad. In specific, an
extremely lean operating condition leads to a very low eajeivce ratiop, which causes
the late start of combustion timing. To prevent the equivederatio® from having a dom-
inant effect in the Arrhenius integral, a saturation fuoet® was introduced at a certain
low value of® = 0.2246 (corresponding AFR = 65):

(0] if ®>0.2246
0.2246 otherwise

b= (2.23)
The simplified Arrhenius integral used in the crank-anglegoeHCCI model to predict
the SOC timingfsoc is:

AR (8sc) = 1, (2.24)
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]
where AR(6) = /9 RR(J)d9  and

Eav(ﬁ)ly)
——— ] dJ.
RTive

RR(J) = Apin\fcvivc(zi’)ynpén"’exp<—

Note that the Arrhenius integral is able to capture the engmisfire behavior, which is
caused by (i) the loss of spark (SI mode), (ii) insufficiemtfael mixture condition to ig-
nite, or (iii) loss of compression (SI and HCCI mode). Fotamge, if engine is run at a low
equivalence ratio region (lean operation condition) oimegr temperature and pressure is
not sufficiently high at IVC timing, the Arrhenius integrabes not get to a trigger point,
that is,AR = 1. This misfire, hence, results in the motored cylinder dyicam

Computation of Bcaso and Bcago

Determination of the SOC timing is challenging due to the sneament noise of the cylin-
der pressure sensor. Therefore, computed SOC from the rsodelation is compared
with the crank angle of 02% fuel burned from a HCCI dynamometgjine for the model
validation purpose. To study the crank angle of 50% fuel édyithe experimental data is
plotted in Fig[Z.V.
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Figure 2.7 Bcao2 VS. Bcasp regression.
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This plot proposes the regression equation with similarmeam [25]:

Bcaso = a16caoz + az, (2.25)

where the coefficienta; anda, are determined by standard least squares (LS). These two
coefficients do not change significantly for different ergapeeds and engine loads, hence
one linear regression fit is used for the HCCI model to pretfietvalue ofBcasg. We
define the combustion duratioAf ., as the crank angle between 02% fuel burned and
90% fuel burned an@cago is computed as:

Bca90 = Bcao2+ AbBcomb = Bcao2+ a3 (Bcaso — Bsoc) (2.26)

whereazg = 1.8 is chosen for this model by assuming tti8tago — Bcao2)/(Bcaso —
Bcno2) ~ 90/50= 1.8. This regressor betwedlao, andBcago is represented in Fig. 2.8.
Note that theBcagp prediction with one simple regression equation seems rificismt by
inspection in Fig[ 2J8, and more complicated equation iticlg the injected fuel amount
per each cyclen;, instead, might be recommended. For instaeggo = f(m;, Bcaoz) =
a1M; Bepo2 + O2Ms + a36cp02 + 04 Might be a more accurate regression. This new regres-
sion with steeper gradient for each fueling level, has bettediction for6:agp and, hence,
combustion duratiodAB.,np. The red dashed reference line (i.e. a linear line crossiag t
origin with a gradient of 1) in Fig[_218, however, indicatéatt the new regression with
the steep gradient an very high sensitivity in SOC predicéiors. In the case where the
model predict earlier SOC than the dynamometer engine, riioe i8 magnified through
the steep gradient and, hence, causes some rare but vexyolatall prediction errors. In
light of this error propagation, the higher fidelity, fuelpgsdent, combustion duration is
abandoned.

2.6 Steady State Validation

The purpose of the steady state experiments was to (i) asfests of inlet air charge tem-
perature, which is the primary control variable for this drstion control concept, on other
engine variables; (ii) generate data used for model cditoraand validation. The steady
state data were collected at Ford Motor Co. The HCCI dynanenemgine experiments
were performed with several planned mapping points forrgemgine speed, load, hot air
temperature, hot throttle angle and cold throttle angleis Steady state operating range
was determined aiming low cycle-to-cycle combustion \ality. The fuel rate and the hot
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Figure 2.8 Bcao2 VS. Bcago regression.

inlet temperature were altered simultaneously and judsiioup until operation was not

feasible due to too fast combustion, misfires or high comaeaof IMEP. The steady state
HCCI engine test region for various load conditions at thgire@speeds of 1000, 1500 and
2500 RPM is shown in Fig. 2.9.

For the engine speeds of 1000, 1500 and 2500 RPM, differeBPIfMom 1.26 through
5, IMEP from 1.2 through 4.85 and IMEP from 1.4 trough 3 baspextively, were ex-
amined while changing the hot and cold throttle angles. HsiEtP test requires a certain
amount of heat sources, or more precisely, the certain textype of the hot inlet air flow
into the cylinder. Table 311 shows the adjusted hot air teatpeeT,,, for different IMEP at
different engine speeds for mapping. Each of the speed auddperating point in Table
[3.1 was repeated with (i) hot throttle sweep while the cotdttle was closed and (ii) cold
throttle sweeps while the hot throttle was wide open. A agponding steady state HCCI
engine test region is depicted in Fig.]2.9 based on the medsugine performance.

The inputs N, mg, 6., 64, To andT, in the model are the constant commanded values
for the steady state validation. Steady state dynamomatgne test data with a IMEP
covariance less than 10 were selected for comparison paiipahis section. Table 3.2
shows meam, standard deviatioo, minimum and maximum values of the prediction er-
ror, which is determined by the difference between the ststate dynamometer engine
test data and simulation estimation (i>&yno — Xsm, Wherex is the output variables). It
indicates how well the model predicts significant engindéqgrerance values such as IMEP,
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Engine Speed [RPM|] Steady State Operating Conditions
Fuel Rate [mg/cycle]
6.4 8.6 11.8 15 18.2
1000 IMEP [bar]
1.26 2 3 4 5
Hot Inlet Temperature’C]
225 210 160 130 105
Fuel Rate [mg/cycle]
6.2 86 11.8 15 18.2
1500 IMEP [bar]
12 2 3 4 4.85
Hot Inlet Temperature’C]
220 200 150 120 100
Fuel Rate [mg/cycle]
6.4 86 11.8 15 18.2
2500 IMEP [bar]
14 2 3 - -
Hot Inlet Temperature’C]
210 220 150 - -

Table 2.3 Summary of steady-State HCCI dynamometer engine expetipi@mwith various cold
and hot throttle angles.

AFR, Bcao2, Bcasp and exhaust temperatufe for all of the steady state test points using
the HCCI dynamometer engine. Moreover, negative predictioor indicates the overes-
timation of the model during the simulation, while posite@or denotes underestimation.
Small mean values indicate that there is no conspicuoushigiageen the dynamometer
engine data and simulation model prediction values. Aikalbtlarge standard deviation
of Bcasp andTs, prediction errors, however, are reasons for concern. Spalty, the simple
linear correlation betweeB-ao2 and Bcasp in (2.25) is related to a bigger standard devi-
ation of the prediction error oficasg than 6cap2. For the exhaust temperatufg, a large
prediction error was induced mainly by the high engine spgsetating conditions. For
instance, cold throttle sweep test with a load of IMEP = 1 abai3at the engine speed of
N = 2500 RPM. The model does not predict very well the exhauspezature changes as
throttle angle changes.

Fig. [2.10 througth 2.14 compare the model prediction withdixeamometer engine
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Figure 2.9 All steady state HCCI engine test region for various loadditions at the engine
speeds of 1000, 1500 and 2500 RPM.

Prediction Error
Mean (u) STD (0) Min Max
IMEP [bar] | -0.0041  0.2409 -0.5409 0.5498
AFR [] 0.2727 1.6987 -3.1150 7.6200
Bcao2 [CAD] | 0.3068 1.0244  -4.0728 2.6284
Bcaso [CAD] | 0.3067 1.5093 -3.6921 4.7576
T> [°C] 1.6506 12.8853 -49.2808 34.8706

Table 2.4 Mean (), standard deviationa), Min and Max values of the model prediction error,
that is, the difference between the dynamometer engineaghatanodel prediction values.

data during steady state test. The x-axis is used for thendgmeeter data, while the y-axis
for the model prediction values. Black solid line and blusldal line represent the mean
and standard deviation of prediction errors, respectively

For IMEP comparison in Fid. 2.10, the model tends to overeste engine IMEP per-
formance at low load (i.e. IMER 1.3 bar), while it underestimate IMEP at high loads (i.e.
IMEP ~ 4 and 5 bar). The largest prediction errors happen duringdlethrottle sweep
validation with IMEP = 1.2 bar ai = 1500 RPM, and the hot throttle sweep with IMEP =
4 bar atN = 1000 RPM.

In Fig.[2.11, for AFR comparison, cold throttle sweepNat 2500 RPM has the biggest
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Figure 2.10 Comparison of IMEP between the dynamometer engine datah@nchddel simula-
tion: Black solid line and blue dashed line indicate the maath standard deviation of prediction
errors, respectively.

prediction error. The prediction capability of the modelhswever, comparatively good
at two low engine speed simulation (i.d.= 1000 and 1500 RPM). This is related to the
tradeoff during the model calibration process for the flomstigh the throttle valves, per-
formed in Sec[_2]3. We concentrate more on the model predictipability at lower speed
than high speed.
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Figure 2.11 Comparison of AFR between the dynamometer engine data ahddel simula-
tion: Black solid line and blue dashed line indicate the maath standard deviation of prediction
errors, respectively.

Model simulation for hot throttle sweep at both 1000 and 1880/ are the cause of the
large standard deviation as depicted onfiggy, comparison plot in Fid, 2.12. The largest
prediction error happens in the boundary of stable comtségion. For instance, nearly
closed hot throttle condition with cold throttle closed dde/open cold throttle case with
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wide open hot throttle are not predicted as well. At theseesdim general, the covariance
of IMEP is relatively high (i.e. close to 10).
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Figure 2.12 Comparison offcag2 between the dynamometer engine data and the model simula-
tion: Black solid line and blue dashed line indicate the maath standard deviation of prediction

errors, respectively.

Fig.[2.13 shows a comparison @&§aso between the dynamometer engine data and the
model simulation. Model prediction error froéaaog, propagates ofcaso prediction due to
the simple linear correlation model betwe@&tng, and Bcaso. Therefore, our model starts
loosing fidelity at the edges of the operating region (i.e ldte or very early combustion).
There might be a chance to slightly improve theso prediction ability if we apply more

complicated correlation than a single linear ondin (2.25
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Figure 2.13 Comparison of8caso between the dynamometer engine data and the model simula-
tion: Black solid line and blue dashed line indicate the maat standard deviation of prediction

errors, respectively.

Similar to the AFR comparisons, the model prediction of tkieagist temperature at
N = 2500 RPM has bigger error than the other two engine spesgscially in the cold
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throttle sweep simulation. Improvement of the AFR predictin the cold throttle sweep
atN = 2500 RPM can induce more accurate predictions on othenenpgrformance vari-
ables. For instance, better accuracy on the air flow predidtirough the cold throttle
sweep at the high speed Nf= 1500 RPM will lower the charge temperature inside cylin-
der at IVC and, hence, retard the SOC timing. Later SOC tinaisgpciated with larger
combustion duration can induce lower peak cylinder presand temperature, which will
improve the model prediction capability with respect toeadbine performance variables,
i.e. IMEP, AFR,QCAoz, 9CA50 ande.
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Figure 2.14 Comparison ofl, between the dynamometer engine data and the model simmulatio
Black solid line and blue dashed line indicate the mean aambstrd deviation of prediction errors,
respectively.

2.7 Transient Data Validation

To complete the model validation and apply proper contna@tsgies, some meaningful
transient test of the HCCI engine must be performed and coedpaith the model pre-
diction. Tabld 2.b shows three different transient teshglfor the single cylinder HCCI
dynamomter engine: (1) load change, (2) cold throttle cka(®) hot throttle change. Note
that the marked test data sets are used for the validatidngrséction. The transient data
were provided with two different dSPACE data sets for east: t§) one collected at a
crank-angle resolved sampling rate with 1 crank angle @eggsolution, and (ii) the other
saved at a 10 crank-angle resolved sampling rate. The fiestontains all the informa-
tion used for the real-time pressure processor, such adotthabsolute pressure (MAP)
and cylinder pressure, and engine emission data. The sermnohvolves the computed
combustion timing, that if9ca02, Bcaso, Bcago, and all commanded engine control inputs,
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engine speed\, cold throttle angled;, hot throttle angles,, fuel injection ratems, fuel
injection pulse width, and so on.

Engine Inputs
N[RPM] s [mg/cycle]  Th[°C] Oc [%] 6h [%0]
Load 1500 8.5+ 11.6— 85 160 20 100 v
1500 11.6—» 145— 11.6 160 20 100
Cold 1500 8.5 180 36— 50— 30 100 v
throttle| 1500 14.0 120 26-»40— 20 100
Hot 1500 8.5 180 0 56+ 30— 50 Vv
throttle| 1500 14.0 120 0 76+ 40— 70

Table 2.5 Summary of transient HCCI dynamometer engine experimemt wiith load, throttle,
engine speed and load/speed changes.

For validation purposes, we report and compare the pretarte experimentally cal-
culated crank angle for 10% fuel burnégaio instead of the crank angle of 2% burned
Bcno2 Observed experimentally against the start of combudligia from model predic-
tion. Bca1o has lower noise level than th&ag, from a single pressure trace. Although
Bcao2 can be used in steady state data due to the averaging of lauljigles, sometimes
up to 50 cyclesBcao2 is not a good prediction measure for single cycle processlhg
is difficult for the transient test to perform the same pasiepssing task if the collected
data have distortion and noise. Mass fraction burned (MkBYeas for two different op-
erating conditions in Fig._2.15 demonstrate the cycleyevariation and the the noisy
in-cylinder pressure data. Crank angles at 2% fuel bufiageh for two different operating
conditions (i.e. 50% and 30% hot throttle open) are oveitappuch thaBcag2 values are
inappropriate for the comparison with the model predictiata. Instead, the crank angles
at 10%6ca10 are more suitable to be used for the model validation purgose these
values seem more differentiable thégnop. Similarly, Bcago is more distinguishable than
Bcago. Note also here that in closed loop control of the HCCI contibus6cas50, location
of peak pressure, and peak pressure will be used as feedback.

To predict the values diica1o using the model, similar scheme has been applied as the
Bcaso computation. Sincécaig values are available from the steady-state data, we can cre-
ate a simple linear equation betwe@ng, and 6ca10, Which is depicted in Fig._2.16. For
the validation purposes, during the transient te&ig; o predictions are computed using the
linear equation based dixao» of (2.25)

Bca10 = 1.09616ca02+ 2.65. (2.27)
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Figure 2.15 Mass fraction burned (MFB) curves computed from the dynastemtransient test
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Figure 2.16 6Bca02 andBcago for all steady-state data

Fig.[2.17 represents the load step changes with all the etigine inputs fixed such as
cold and hot inlet air temperaturg = 39°C andT,, = 157C, cold and hot throttle angles,
8: = 0% and6, = 100%, and engine spe&t= 1500 RPM. The peak pressusges, loca-
tion of peak pressureoc ppeak, and, hence, IMEP immediately change once fuel injection
rate per each cycle changes. Underestimatioppgfi induces an offset in the IMEP pre-
diction of 0.5 bar. During fuel step changes, combustionrtgralters very little, but, the
cylinder pressure processing does not capture the davigti@ca10 SO well, while Bcaso
is distinguishable. The dynamometer HCCI engine has a l& 450 performance with
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a time constant of approximately 1 second unlike the modsdiption. For the model to
capture this lag, it is necessary to revise the parametextsmh, particularly the parameters
cp andmin (2.13) - [2.15). This will be done in the near future, alavith investigation of
potential order reduction of the heat transfer dynamics.
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Figure 2.17 Load change §. = 0%, 6, = 100%, Top = 39°C, T, = 157C, N = 1500 RPM) :
blue dashed lines show the post-processed dynamometeardthtad solid lines display the model
simulation result

In Fig. [2.18, the cold throttle changed during other engimpauts fixed a$}, = 100%,

To = 34°C, T;, = 176°C andN = 1500 RPM. Since the magnitude of noise in the cylinder
pressure data is comparable to the magnitude change aglngvbe cold throttle change,
there is a large fluctuation in the experimerfigh1o. On the other hand, foficaso calcu-
lation, the noise effect can be alleviated by the filteringhi@ pressure process algorithm.
This will be explained in the next chapter. There is an oftd&d crank angle degree and 6
kPa in the prediction of the location of peak pressure an#é pegssure, respectively.

A transient test with hot throttle change is shown in Eig.92 during which other en-
gine inputs were fixed & = 0%,Tp = 43°C, T, = 185°C, N = 1500 RPM. IMEP prediction
is good enough compared with the test data, while Baiiop and Bcaso predictions show
approximately 2 crank angle degree offsgheax andLoc ppeak predictions demonstrate
that the model has the right trend even though there existgaiic amount of bias.
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Figure 2.18 Cold throttle change& = 30% — 50% — 30%, 6, = 100%,To = 34°C, T;, = 176°C,
N = 1500 RPM) : blue dashed lines show the post-processed aymatar data and red solid lines
display the model simulation result

2.8 Conclusion

A crank angle based HCCI engine model containing 9 stateseisepted in this chapter.
Different from typical mean value models developed for Braylinder engines, the present
model not only simulates cycle average engine variablésaiso designed to capture:

e the impact of various engine speed, that is, 1000, 1500 a6d R®M on the com-
bustion performance variabl@sao, andBcas0 as well as IMEP and AFR
the impact of fuel injection rates mainly on IME®;a02> and Bcaso

the effect of inlet air charge temperature on the engine cmtidn variableBcao2

and6caso
the changes of the engine outputs due to two throttle agtiato

Misfire prediction using the Arrhenius integral.

The model provides the basis for dynamical analysis andclbet design of the HCCI
engine. Furthermore, it can be combined with SI mode to aptisma control strategy for
the mode changes between HCCI and SI mode.
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N = 1500 RPM) : blue dashed lines show the post-processed aymatar data and red solid lines
display the model simulation result

The crank-angle based HCCI engine model developed in thigtehwas validated us-
ing both steady state and transient tests in this chaptestéady state validation purpose,
the dynamometer engine test data with IMEP covariance hess10 were used. Large de-
viations between engine and model with respect to the cobdtté flow at the engine speed
of 2500 RPM propagate through other engine performancahias, such as AFR, IMEP,
exhaust temperatur®, Bcap2 and Bcaso.  Prediction error, however, can be diminished
if we compare the model prediction with relatively large IMEovariance, for instance,
IMEP covariance = 3.

In the transient data comparison, it was observed that thélmdel captures proper
tendency for cold and hot throttle change compared to thampmeter data, even though
it shows some bias. The dynamics associated with fuel or ¢bathges need re-tuning
because the model fails to predict the slow changéggo. In specific, the parametecg
andm associated with the temperature evolution of the cylindetspneed to be reparam-
eterized based on further investigation. Computation aflmastion timing (i.e.6ca10 and
Bcaso) Using a single cycle pressure data was affected by the mezaent noise. Therefore,
a robust pressure processing algorithm is highly required.
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Chapter 3
HCCI Closed-loop Combustion Control

3.1 Introduction

Various HCCI control methodologies have been discussedéaniqus literature; for in-
stance, exhaust gas recirculation (EGR) rate [69], intem®gduals with variable valve
timing (VVT) [70, [71], and fast thermal management (FTM) witariable compression
ratio (VCR) [72]. All these different techniques pursue migr objective, which is suf-
ficient thermal energy to initiate auto-ignited combustiorhe heated air HCCI engine
presented in this chapter regulate in-cylinder tempeeabyrtwo intake port throttles, one
providing heated air and the other cold ambient air into fieder. Control synthesis and
design requires a model that represents the effects of thie aaetuators to the charge con-
ditions and the HCCI combustion characteristics. Phenofogical crankangle-resolved
HCCI combustion models have been developed in Chapter 2oidth these models are
indispensable for understanding and simulating HCCI catibn, low-order models are
necessary for real-time feedback and observer design.

In the rest of this chapter, a mean value model (MVM) of singiknder heated air
HCCI engine is summarized and validated using transienahymeter engine test data
in sectiorL4.2. This MVM is based on the crank-angle resol€€| model presented in
[53]. In sectior 3.B, we show that the combustion durati®dy,y,, redefined as the du-
ration between the crank angle of 10$ and 90% fuel burnedsrctiapter, can be a good
proxy for both combustion stability and fuel efficiency witlspect to the covariance of
indicated mean effective pressure (IMEP) and indicatediBpéuel consumption (ISFC),
respectively. Based on this observation, a controllerve@lbged to regulat@B.onp by the
two throttle actuators and the results are presented irosEgd.
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Figure 3.1 Notation used for the crank-angle resolved HCCI engine mode

3.2 Mean Value Model and Validation

In this section, the model structure and notation used famglse HCCI MVM will be
introduced first, and the validation data will be shown infilllowing sections.

3.2.1 Model Structure and Notation

A simple HCCI MVM presented here includes a statistical ptg/based parametrization
of the observed HCCI behavior during dynamometer testinga@asurements. The MVM
attempts to represent the entire cycle (intake, compnessipansion and exhaust strokes)
of a single cylinder HCCI engine with controlled throttlés &nd6y) installed at the intake
ports. The represented dynamical behavior is, therefolg,associated with the cycle-to-
cycle delay,r = N/120, whereN [RPM] indicates the engine speed. Hig.|3.1 shows the
notation used in the crank-angle resolved HCCI engine modmiables associated with
ambient condition are denoted by subscript O, while thealdes related to heated air con-
ditions by subscriph. The cold and hot intake runners are referred to as volumel Iign
the exhaust runner volume as volume 2. Flows are depictaatdiog to the notatiofi\iy
wherex andy are the upstream and downstream of the flow. Heated air flowssribed
by an additional subscrifitsuch that\y.
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3.2.2 Cycle Averaged Pumping Flows

The two throttle actuators in the hot and cold intake runigergrol both total amount of
cycle averaged air mass flow into the cylind&f,. = Wic + Wi, and the fraction of each
mass flow between the hot and cold intake runnegs—= Wicn /Wi at IVC. We assume
that the manifold filling dynamics in the hot and cold intakemers are negligible such
that cylinder pumping flowsWic andWg,, are identical to the throttle flow&\p1 and
Wo1h, respectively. These two variablé$,,. andr;,, are determined based on the hot and
cold throttle anglesé, and 6;, heated inlet air temperatur®,, and engine speed, as
followings:

Wive = fw(9c7 6h,Th> o

a 31
= —ae %2105 [l— e~ 94(150) 5} + agTh+ Qs, 3.1

live = fr(ec, Gh,Th)
= (BiTh-+ Bo) [Bo — e Prlat) "] [(1— Bs)eFr% + o]

wherea; and; fori =1,...,7 are functions of engine spead)(such thato; = f4(N) =
aitN? + aipN + @iz andB; = f5(N) = BisN?+ BioN + Bia.

All the parameters in(3l1) and (3.2) were determined baseeraging the simulated
flows over the intake stroke using the crank angle based H&8@lhe model in[[53]. The

(3.2)

comparisons diM,. andr;,c between the crank angle based HCCI engine model simulation
data and the pumping flow maps froim (3.1) andl(3.2) for varioads, engine speeds, and
throttles are shown in Fi§. 3.2.

3.2.3 Combustion Timing and Duration

If we neglect the effect of residual gas in cylinder after axst valve closing (EVC), the
cylinder temperature at IVQ;jyc, can be approximated as the weighted temperature sum of
mixing gas flows from cold and hot intake runnaig,To andW, Ty,

WicTo+Wien Th

Tve = , 3.3
Y = T\ Wa (3.3)

_ W — Welive i i
whereWe = 1 o Wich = 7 He, andTp denotes the ambient air temperature.

As discussed by [31], we assume that the cylinder temperatu¥/C, Ti¢, and injected
fuel amount per each cycle; [mg/cycle], are the dominant for defining the start of com-

bustion, Bsoc, and combustion duratiofB..m. Bsoc is considered to be identical with
the crank angle of 02% fuel burned timinao2, in this chapter. Instead of the Arrhenius
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Figure 3.2 Comparison between crank-angle based HCCI engine simuldtiot points) and
pumping flow map (solid lines) froni (3.1) arld (B.2).

integral used in the crank angle resolved model, prediétagh andAByy, are computed
based on polynomial equations based on the modijgthrough [3.8) andn; such that

Bcaoz = feao2(Tive) = ViTive + o, (3.4)
DNBomb = feomb(Bcao2) = (16ca02+ {2, (3.5)

where y and ¢ for i = 1,2 are determined ag = f,(m¢) = yi1m? + yams + yiz and
i = fz(my) = &i1mé + oMy + i3 using the measurefibaoz and the modeledc. Fig.[3.3

shows the comparisons 6§02 andAB,my between the steady state dynamometer HCCI

engine test data and the estimated values uking (3.4) &sid (3.

The crank angle of 50% fuel burneisaso can be approximated using a linear equation

based orfcao2 as suggested in [53] and shown in Fig.]3.4

Bcaso = fcaso(Bcao2) = N16cao2+ N2 (3.6)
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Figure 3.3 Comparison oBca02 andAB,omy from the steady state dynamometer test (dot points)
and [3.4) and(3]5) (solid lines) for different operatingndibions.

3.2.4 Exhaust Temperature

Modeling of exhaust temperature is critical in this HCCI eegto assess whether it con-
tains sufficient heat energy to supply an appropriate haatetlair temperature through
a heat exchange device and, at the same time, to convert ib#mH CO emissions in a
conventional three-way catalytic converter. Exhaust temrajure estimation is performed
using a nonlinear equation, which is mainly functiomaf, Ty, andW, such that

To = (01Ms + 02) + 03ATivc 0 + 04l 0, (3.7)

whereATiyc o = Tive — Tiveret @NdAW e 0 = Wiye —Wiveref. All the coefficients in[(3.7) are
determined ag1 = 011N + 012, 03 = 031N + 03oms + 033 and gy = d41N + O42Ms + O43.
Note thatTicrer andWicret correspond the values for a operating condition with a wide
open hot throttle@, = 100%) and a completely closed cold throtifis £ 0%) while other
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Figure 3.4 Bcpp2 Versusleaso from dynamometer test.

engine inputs are identical.

3.2.5 Prediction Error with Steady State Data

The steady state HCCI dynamometer engine experiments vegfermed with several
planned mapping points for given engine speed, load, htgmiperature, hot throttle angle
and cold throttle angle. The fuel rate and the hot inlet tenajpee were altered simulta-
neously and judiciously up until operation was not feasile to too fast combustion,
misfires or high covariance of IMEP. The steady state HCClrentgst region for various
load conditions at the engine speeds of 1000, 1500, and 2B00IR shown in tablé 3]1.
Each test was performed with 1) hot throttle sweep while tiid throttle was completely
closed and 2) cold throttle sweep while the hot throttle wakewpen.

Table[3.2 presents the mean,standard deviatiorg, minimum and maximum values
of the prediction error, which is determined by the diffareetween the steady state dy-
namometer engine test data and estimation using HCCI MV Xiyno — Xsm, Wherex
is the output values for each engine operating conditianhdicates that, in general, the
HCCI Mean Value Model (MVM) has good prediction capabilitydaFig.[3.6 represents
the overall comparisons of the engine key outputs su¢M&®, AFR, Bcao2, Bcaso andTo.
Black solid and dashed line indicate the mean and standaidtib® of prediction error,
respectively. Note that "hot” and "cold” in the legend frong £3.8 denote the experimental
data for the hot and cold throttle sweep cases at each enupee s

a7



Table 3.1 Summary of steady-State HCCI dynamometer engine experwitdnvarious cold and
hot throttle angles.

Speed [RPM] Steady State Operating Conditions
Fuel Rate [mg/cycle] (IMEP [bar])
6.4(1.2) 86(2) 11.8(3) 15(4) 18.2(5)
Hot Inlet Temperature’C]

225 210 160 130 105
Fuel Rate [mg/cycle] (IMEP [bar])
6.2(1.2) 86(2) 11.8(3) 15(4) 18.2(5)
Hot Inlet Temperature’C]

220 200 150 120 100
Fuel Rate [mg/cycle] (IMEP [bar])
6.4(1.4) 86(2) 11.8(3) 15(4) 18.2(5)
Hot Inlet Temperature’C]

210 220 150 - -

1000

1500

2500

Table 3.2 Mean (), standard deviationa), Min and Max values of the model prediction error.

Prediction Error
Mean () STD (0) Min Max
IMEP [bar] 0.00004 0.1565 -0.4651 0.3463
AFR 0.1322 0.7027 -2.0096 1.9828
Bcpo2 [CAD aTDC] |  0.2058 0.8414 -3.8908 3.7695
Bcaso [CAD aTDC] | 0.1923 1.6770 -4.5792 6.9796)

Beomb [CAD aTDC] | 0.2003  1.9232  -5.1117 7.3290)
T, [°C] 0.1280 10.2222 -37.6140 23.7234
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Figure 3.5 Comparison of MEP, AFR, Bcao2, Bcaso, ABeomn, @andT, between the dynamometer
engine test and the model simulation for different engireedp, loads and throttle angles.

3.2.6 Validation with Transient Data

Three different transient tests were performed for thelsiaglinder HCCI engine: 1) load
step changes (Fi§. 3.6(a)), 2) hot throttle step changes[8F6(b)), and 3) cold throttle
step changes (Fif. 3.6[c)). Blue dashed lines show the dymeater test data and red solid
lines display the MVM simulation results. The HCCI MVM in genal predicts the single
cylinder engine variables with considerable accuracy.M&P comparison, for instance,
the model captures the dynamometer engine performanceawitbximum deviation of
approximately 0.2 bar. Decreasifjy and increasind. cause slight IMEP drops, which
can be explained b6, changes in the next section. Both measured and simulated
Bcaso match in both the magnitude and direction of changes with @immam deviation
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of 3 CAD. The model does not capture the observed la8-péo after fuel step applied

in Fig.[3.6(a), which exhibits a first order response withnaeticonstant of 1 second. We
postulate that the cylinder wall thermal dynamics are atseried in the model to fully cap-
ture this behavior as shown in [73,/74,/ 29]. The cylinder weathperature measurement,
critical for the cylinder thermal dynamics, however, was aaailable for this heated-air
inlet HCCI engine system. Unlik@-a50 measuremenf)6.omp from the dynamometer test
has no lagged response for load step changes and capturedudgteon. Note that the
noise level of measurefN6,,n, differs for each experimental data sets since the cylinder
pressure measurement had different measurement noise leve

3.3 Combustion Duration Control

The control strategy in the heated air intake HCCI engine imanage hot and cold throt-
tles to achieve good combustion timing (high fuel efficieaag high combustion stability)
while engine operating condition changes (i.e. engine el load changes). Com-
bustion timing has been detected with some reference vdhreimstance, the location of
in-cylinder peak pressuré,0C ppeak, and/or the crank angle of 50% fuel burnédaso,
which might vary for different engine speeds and loads. &toee, the set point of com-
bustion timing reference needs to be scheduled based o(doagkling level) and speed to
achieve the same objectives. The lift of a secondary opefitige exhaust valve, known as
the rebreathing valve lift (RBL) was controlled to regul&eso [75]. The variable valve
actuator (in specific, intake valve closing (IVC) and exhaasve closing (EVC)) was man-
aged to achieve a desired location of in-cylinder peak predsoc ppeax and in-cylinder
peak pressur@peax [71]. The combustion phas@-aso was regulated by the intake valve
closing (IVC) and the fast thermal management (FTM) systw@hich controls the intake
manifold temperature using both the hot throttle actuatdrthe heater powelr [29]. A sim-
ilar FTM method utilizing a cold throttle with fixed hot thtée actuator was also conducted
to regulateBcaso on a multi-cylinder Variable Compression Ratio (VCR) emg[ii2]. In
this section, we propose a new possible proxy of engine prence variableABqomb,
which can represent both combustion stability and fueliefficy in terms of covariance of
IMEP and ISFC.

The steady state dynamometer test of the HCCI engine sh@awseulatingAB.omy
might be a better control objective th@aasg for the heated inlet air HCCI engine. Two
plots of the first raw in Fig,_317 show the covariancd BfEP and normalized SFC with
respect to the combustion duration for various loads andergpeeds. These plots in-
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Figure 3.7 Comparison betweefBm, and Bcaso With respect to covariance of IMEP and nor-
malized ISFC.

dicate that the heated inlet HCCI engine, in general, is athchieve both high engine
combustion stability and high fuel efficiencyAB.oy, is regulated at about 7.5 [CAD] for
all different engine speeds and loads. On the other handptieal 6ca50 varies mainly
for different loads and changes for different speeds cenalidy as depicted in two plots
of the second column in Fig._3.7. For instanBgyso has to be much lower than the typical
4 CAD target to get good covariance of IMEP and ISFC, evenghdhbe 4 CAD target be-
gins to be acceptable as the load increases. Thereforepaisemap as a function of load
and speed might be required to choésgsg as the combustion timing reference values for
both optimal fuel efficiency and combustion stability [19].

To account for this phenomenological behavior of IMEP andGSa statistical func-
tion for the covariance of IMEROV (IMEP) and a equation for the combustion efficiency
Neomb are derived based on the combustion durafi@g,, as following,

COV(IMEP) = foou(ABcomb), (3.8)
Necomb = f!](ABCOHb)7 (3-9)

where feoy and f, are second order polynomials, in speciffgoy(ABcomh) = .slAegonb+
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&208comp + &3 and f (ABcomb) = ¢1A9§0mb + ¢2A0comp + 3, respectively.

It seems to be physically reasonable that a certain lev®bgf, is desired for both fuel
efficiency and combustion stability. For instance) &y, increases, which leads to lower
Ppeak OF misfire, then the engine start losing feasibility of comstimn. On the other hand,
if ABcomy becomes smaller, which induces higlgsx, then the continuity of combustion
decreases such that overall work capability gets smallereMnalysis of this combustion
behavior under the inlet air heated conditions are necgésamore accurate explanation.
Based on the observation here, we design a simple contnoliiee following section.

3.4 Control Analysis and Design

Due to two throttle actuators (cold and hot intake throjttesregulate one control objec-
tive values {6.omp), this HCCI engine can be considered as an overactuateehnsy(se.
two-input and single-output (TISO) system). For instantea,engine cycle needs more
(or less) heat energy, then either hot throttle angle camtreased (or decreased) or cold
throttle angle can be decreased (or increased). Overaguhe HCCI engine provides a
certain amount of redundancy for closed-loop combustiartro however, a proper con-
trol allocation might be necessary to have a unique soluticen overactuated problem.
One possible way to do this is the allocation process inttedun this section.

3.4.1 Desired Cold and Hot Throttle Settings

In overactuated system, many optimum values of actuatardeaound to produce the
same system output. In this engine, for instance, variousbauations of cold and hot
throttle angles §. and 6,) can be the optimum values to achieve a desired combustion
durationA3%, . Based on the previous discussion, assume that the desingustion

duration is equal to 7.5 crank angle degrees (Aéggﬁqb = 7.5 CAD). Fig.[3.8 shows the
optimal cold and hot throttle angle8c(op and 6y op) to achieve the combustion duration
ABY%, equal to be 7.5 CAD for different loads and hot inlet air tenaperes at the engine
speed of 1500 RPM. Note that blue, green and red color lirgisate different hot inlet
air temperatures with 140, 150 and 1®Drespectively. Upper triangular, lower triangular
and square marked lines represent different fuel injectites per cycle as depicted.
It can be observed in Fig._3.8 that increasing hot inlet airgeraturerl}, allows more

cold throttle angle open while hot throttle angle remainthatsame levels to regulate the

combustion duration for each load. Increasing load leveteteses the optimal hot throttle
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Figure 3.8 Optimal cold and hot throttle angle8¥ and8°™) to achieve a desirable combustion
duration,AB.mpy = 7.5 CAD, for different loadsn; [mg/cycle] and hot inlet temperaturég [°C] at
the engine speed of 1500 rpm.

angles for each hot inlet air temperature. Blue, green addsoéid lines show possible
cold throttle angles with hot throttle open from 35 to 60 % nkke, wide open cold throttle
condition can be allowed for higher load operating regiothvgimilar hot throttle actu-
ator range. Note that HCCI engine can only run up to approtgéind IMEP bars and
mode switching to spark ignition (SI) is required beyond tloiad limit. At the boundary
between HCCI and SI combustion mode, therefore, it mightreéepred to have less hot
throttle open and wide open cold throttle since SI combustiode does not require heated
inlet air.

3.4.2 SISO System and Linearization

If we assume that the hot inlet air temperature change isivela slower than the load
changes, the cold throttle actuator can be determined bgdddevard controller (or map-
ping) based on the heated inlet air temperature. This agsumallows us to have a
single-input and single-output (SISO) system control ol in which the system re-
dundancy can be eliminated. There might be several cortatiegies and one standard
method is introduced here, feedforward plus proportiondliategral feedback controller.
This controller is tuned using linear techniques. First Iaf lamearization is performed
around a fueling levein; = 11.6 mg/cycle, and nominal control inpuis = 30 % and6,
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Figure 3.9 Open loop response of the linearized and nonlinear modéhglwtep changes of
engine inputs.

= 47 % such that the desired combustion duratdéi,, = 7.5 CAD is achieved and a
corresponding difference equation is realized as

50 Ocomp (K+ 1) = Kndh(K) + KeB6c(K) + Kidms (K) + KidTh(k),  (3.10)

whereKj, K¢, K¢, andK; indicate constant numbers. Hig.13.9 shows the open loopnsss

of the linearized and nonlinear model for fué}, and 6, steps. The simulation shows the
fuel stepans = 11.6— 10.6— 12.6 — 11.6 mg/cycle at 200, 400 and 600 engine cycle.
Next, cold throttle step§; = 30 — 20 — 40 — 30 % are applied at 600, 800 and 1000
engine cycle. Finally, hot throttle stefg= 47 — 37 — 57 % are applied at 1000 and 1200
engine cycle. The step responses indicate that the lirshnmodel can represent locally
the nonlinear HCCI engine model. The hot throttle actuats bigger dynamic control
authority than the cold throttle actuator at the nominalgal Based on this linearized
model, a feedforward compensator plus proportional areynal (PI) feedback controller
is designed in the following section.
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Figure 3.10 Block diagram of feedforward and PI feedback control system

3.4.3 Feedforward plus Pl Feedback Control

Fig.[3.10 shows the block diagram of SISO HCCI engine witheslferward compensator
and PI feedback controller. The control signék) is then determined as

u(k) = Kt 13m (K) — KpoABeomn(K) — Ki Y 0ABcomn (), (3.11)

whereK; ¢, Kp, andK, presents feedforward, feedback proportional, and feddinéegral
controller gains. A cancelation feedforward controllen ¢ge derived from two system
gains

Kif = —K 1Ky, (3.12)

whereKy andK; are from[(3.1D). Two feedback control gaifs andK, are selected based
on linear quadratic regulator (LQR) method with an augmeirieegrator state. Fig. 3.111
shows the comparison of system response with and withotrtaloNlote that it is assumed,
during this simulation, that there exists a uniformly diaited random measurement noise
with a maximum of 2 CAD and a minimum of -2 CAD. Also, the heatelkt air tem-
perature is fixed al, = 423X such that no cold throttle command is applied during this
simulation (i.e. 6; = 30%). From the bottom three plots in Fig. 3.11, we obsenrat th
the the feedforward and feedback controller improve thé difeciency and, at the same
time, the covariance of IMEP gets slightly smaller than origheut combustion duration
regulation.
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Feedforward + Integral controller.

3.4.4 Heated Inlet Air Temperature Changes

We now consider a simple heat exchanger model, which affeetseated inlet air temper-
ature as shown in Fig._3.12. We assume that the heat excheifggtiveness is about 0.47
and the heat capacity rates (i.e. mass flow rate multipliesplegific heat) for hot and cold
air stream are same. A simple lag with a time constant of 4rekcis assumed for the heat
exchanger. An affine relation is implemented for the coladttife actuator command such
that the hot throttle moves around the same operating regittnone used in Fig. 3.11.
Note that this affine relation between heated inlet air tawtpee and cold throttle is nec-
essary to be modified with a nonlinear map if we extend theramgde to cover the entire
potential HCCI load and speed range.

Fig.[3.13 compares the MVM responses for both hot throtdedforward and PI feed-
back) and cold throttle (feedforward) control with a heatlenger (HEX) versus hot
throttle (feedforward and Pl feedback) control only witht ivdet air temperature fixed.
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As can be expected from Fig. 8.8, hot throttle control inpetsains at the same oper-
ating range while cold throttle manages to compensate thtetianlet air temperature
changes. Hence the decoupling methodology with the prapastiator allocation seem
to be promising. Similar comparison for the crank-angl®iresd model([53] responses is
shown in Fig[3.14 with same control strategies.

3.5 Conclusion

In this chapter, we introduce a simple statistical phys@selodl HCCI MVM including a
cycle delay and validate the model with both steady statetmmsient test data sets. We
then investigate an appropriate control objective, whigbresents engine performance,
and find that the combustion duratiah8.,my, Might be a surrogate control objective for
both combustion stability and fuel efficiency. Since the H@Ggine has two actuators
(cold and hot throttles) and one control objectM& o, the allocation of actuators is per-
formed based on the assumption that the heated inlet airctetype varies slowly through
a heat exchanger dynamics and the two actuators can be ded®ugh that cold throttle
manages slow hot inlet air temperature changes with a feedfd controller while hot
throttle mainly manages the load disturbances using dget®/cle combustion duration
measurement.

Based on the allocation of two actuators, a simple modeldbesetroller using a linear
control technique is designed to manage the hot throttigasmt to regulate the combus-
tion duration at 7.5 CAD during load transients. Feedfodxampensator and Pl feedback
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Figure 3.13 Mean value model responses with and without a heat exchangdel and cold
throttle feedforward map.

controller together shows good regulation responsé®gs., to achieve higher IMEP and
smaller covariance of IMEP. A simple heat exchanger withdfiectiveness of 0.47 and
a lag is implemented and, from the simulation result, it carvérified that the proposed
coordination of two actuators is appropriate.
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Chapter 4

Air Charge Control for Turbocharged
Spark Ignition Engines with Internal
Exhaust Gas Recirculation

4.1 Introduction

We present in this chapter an effort to minimize the detritakeffects of high levels of
exhaust gas recirculation (EGR) in the drivability of a mebharged Spark Ignition Direct
Injection (SIDI) engine equipped with dual cam phasing tdpgg In such an engine
platform, the throttle, the turbocharger wastegate, aedvdriable Valve Timing (VVT)
overlap system are three actuators in the air path systethdarontrol of cylinder charge.
The VVT system with variable camshafts allows flexible valverlap, hence, enables high
level of internal EGR (IEGR), which, if there is no combuststability problem, typically
reduces fuel and NOx emissions.

The selection of a performance variable is not as straigh#ad because one has to
take into account its ability to represent the overall penfance objectives (e.g., efficiency,
emissions, drivability) and its ability to correlate withet available measurements. This
chapter focuses on improving the transient response afiastti charge flow rate during
tip-ins and tip-outs via the use of a compensator added obdke throttle signal. This
compensator, called valve compensator, minimizes theataas effects of valve over-
lap changes on cylinder air flow. Therefore, the work presghiere can be applied over
part-load and lightly boost operation conditions when tlastegate remains passive

A control-oriented model for the target engine system i$ fieveloped and parameter-
ized with dynamometer measurements collected over a widgeraf operation conditions
and various gasoline-ethanol fuel blends. Developed basdtde model in[[47], the en-

1The duty cycle of the turbocharger wastegate is set to zethatdts opening is govern by the spring
force, exhaust gas back-pressure, and boost pressure.
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gine model consists of a mean value model to simulate the@udrage behavior of the
air-path system and a discrete event model to capture thieyar behavior during each
stroke (i.e., intake, compression, combustion/expansximaust). As presented in Section
4.2, the parameterized engine model is able to predict thamic engine behavior with
gasoline and ethanol fuels up to E85 (85% ethanol and 15%igaso volume). The
static VVT scheduling scheme that takes various enginepagnce variables (e.g., effi-
ciency, emission, combustion stability ) into considenatis described in Sectidn 4.3. In
Section’ 4.4, the dynamic interaction between the throtité the valve overlap and their
transient effects on the intake manifold pressure and dglicharge is analyzed. Then, the
valve compensator is designed to improve the transienMi@isaof cylinder charge during
tip-ins and tip-outs when the VVT system transits from ontepgent position to other as
commanded by the static VVT schedule. As shown in the sinwand experimental re-
sults, the use of feedforward throttle compensators camfgigntly improve the transient
cylinder charge response. Finally, a summary is followm&ectiori 4.6.

4.2 Control-Oriented Model and Validation

This work develops a model on the basis of the one presentdlfjnthat follows the
principles of mass and energy conservation and the Newsae'snd law for turbocharger
dynamics. The schematic in Fig. #.1 shows the 7 states, yatma states for the boost
pressurg, and temperatur@,; two states for the intake manifold presspyg and temper-
atureTin,; two states for the exhaust manifold presspgeand temperaturée; one state
for the turbocharger connecting shaft rotational sgégdIn this section, only the modifi-
cations from the original model in [47] are discussed, wtaoh the modeling of cylinder
charge flow rate (also known as engine pumping rate) and #éte stduction of exhaust
manifold temperature following an isothermal assumptkeor. details of the model, please
refer to [47].

Based on dynamometer measurements, the mass air flow @mtaéntylindeM,; can
be modeled as a function of intake manifold pressusg engine speedl, and intake and
exhaust valve overlap

Weyi = F(pim, N, V) = a1(N, V) pim+ a2(N, V), (4.1)

wherea; anda; are polynomials ilN andv. Fig.[4.2 shows thaf\,,; can be modeled as
a linear function ofpjm, while a; and a, depend orN andv. It should be noted that the
behavior of the VVT system in this turbocharged engine isemmmmplex than what has
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Figure 4.1 Schematic of turbocharged spark ignition direct injecemgine equipped with vari-
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I

been observed and documented in the Naturally Aspirated @gark Ignition (SI) engine.
As shown in FigL 4.2, when the intake manifold pressure ieltivan the atmosphere pres-
sure (i.e.,pim < 1 bar), an increased valve overlap decreases the fresh chargeatiewn
the cylinders, which has been observed in the conventioAgbNengine. However, when
the intake manifold pressure is higher than the atmosphresspre (i.e.pim > 1 bar), an
increased valve overlap increases the cylinder charge #tev Note that the tested engine
used for the parameterized model in this chapter has a ddapendent VVT system, but
we only consider a positive valve overlap associated withragtric intake valve opening
(IVO) and exhaust valve closing (EVC) with respect to topdleanter (TDC).

Simulation results have suggested that the isothermahgsgan is acceptable for the
modeling of exhaust manifold dynamics

dPex _ Rlex

= e (W~ Weu). (4.2)

whereR andVe denote the ideal gas constant and the exhaust manifold eglteapec-

tively. Tex = Tpq is the blowdown temperature which is modeled based on ahigtednoric
combustion of the injected fuel followed by an isentropipa&xsion. The heat generated
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Figure 4.2 Cylinder pumping flow\ versus intake manifold pressupg, with various intake
and exhaust valve overlapsat N = 2000 RPM.

during combustion depends on the low heating value and guanfthe fuel [47].

The model has been parameterized using steady-state dgmetaraneasurements for
gasoline fuel from 800 RPM up to 4500 RPM with various consret-points for throttle
angle, wastegate duty cycle, fuel injection and spark anmisitions of IVO and EVC,
and fuel rail pressure. The parameterized mean-value noagilires the transients with
reasonable accuracy for both fuels: gasoline (EO) and fithl 86% volumetric ethanol
content (E85). Validation of the transient behavior duringtep change in the throttle
angle is shown in Fig. 4.3 and 4.4 for EO and E85, respectively

Subplots of the first column in Fig._ 4.3 and¥4.4 show the engindel inputs, and those
of the second column allow a direct comparison between thdigted (red solid lines)
and measured engine outputs (blue dashed lines). At 2000f@PED both the measured
and predicted outputs show undershoots in the boost peessuand overshoot in the air
flow rate through the compressi,,. As shown in Figl 44, the model also captures the
undershoot in boost pressup, caused by a throttle angle change at 2500 RPM for E85.

4.3 Static Schedule of VVT

In this section, a static schedule for the intake and exhaalse overlap is proposed to
achieve maximum iEGR at medium load, stable combustionvatdad, and maximum
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Figure 4.3 Comparison between dynamometer measurement and moddasonuor throttle
step change with EO fuel and a fixed wastegate duty cycle att0¥=a2000 RPM; dynamometer
engine inputs are presented in the first column and correlspgengine outputs (blue dashed lines)
are compared with simulation results (red solid lines) mgbhcond column.

torque at high load [40]. Since the electronic throttle s fictuator that has the most con-
trol authority over cylinder charge at part-load and ligHibosted conditions, the static
valve overlap is scheduled with respect to the throttle@ng]

In Fig.[4.3, the plots of the first and second row show the staaate cylinder charge
flow rate, Wy, and intake manifold pressurgm, with respect to the throttle angl@y,, at
three valve overlap values(i.@.= 0, 40, 80 CAD). The cylinder charge flow rate at differ-
ent valve overlap values are approximately same at low |a#u 6y, < 20%. At medium
load with 20%< 6;, < 40%, the cylinder charge flow rate decreases with an incteasee
overlap. At high load witté, > 40%, however, the cylinder charge flow rate increases with
an increased valve overlap at a given throttle angle.

It is important to note that at low throttle valves, duringahadownstream-to-upstream
pressure rati@;m/ pp, when flow through the throttle body occurs at sonic condgj@ver-
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Figure 4.4 Comparison between dynamometer measurement and moddasonuor throttle
step change with E85 fuel and a fixed wastegate duty cycle &tt@4s= 2500 RPM; dynamometer
engine inputs are presented in the first column and correlspgengine outputs (blue dashed lines)
are compared with simulation results (red solid lines) mgbhcond column.

lap does not affect the steady-state cylinder air flow butg Hetrimental effect as can
be seen in Fig._416. This zero DC gain, yet strong transightance of the overlap on
flow arises from the inlet manifold filling dynamics with, adjusting to higher values as
overlap increases as shown in Fig.]4.5 (second subplot).

Two overlap scheduling schemes, denotegdegsandv,r, are shown in the third sub-
plotin Fig.[4.5. One scheduling scheme gy is derived to achieve maximum iEGR level
subject to stable combustion at low load and maximum torquegh load; 1) near idle
engine conditions@ < 20%), VVT overlap is scheduled to be zero for idle combustion
stability 2) at high loadsé > 40%) near WOT, the overlap is set to be 80 CAD such that
Wey can be maximized, and 3) for part loads, overlap is selecteghieve the maximum
IEGR with a smooth transition betwegr= 0 CAD andv = 80 CAD at the throttle range of
20% < 6 < 40%. Apart fromvey, a reference valve overlap definedvgs in Fig.[4.5 is
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Figure 4.5 Cylinder pumping flow raté\i,; and intake manifold pressungm, with respect to
throttle angles, for various intake and exhaust valve overlapand corresponding VVT overlap
scheduling schemeat N = 2000 RPM.

determined to maximize cylinder air flow rate given throttegle. This desired maximum
cylinder flow rate\Nc‘i,? (black dashed line) is presented in the first plot in Eigl B&sed

on the two different overlap schemgg andvyr, a model-based throttle compensator that
reduces the deleterious effect of overlap changes on @fiaid flow will be discussed in
the next section.

4.4 Valve Compensator Design

A valve compensator with an electronic throttle for a NA tilexd engine is designed in
[41] to remove or reduce the effect of the VVT transients andylinder charge, in which
', is employed as a virtual actuator. The effects of step clmngealve overlap on the
cylinder charge flow rate at throttle angles of 20% and 40%imnellated and illustrated in
Fig.[4.6. The valve overlap increase at lightly boosted @mms whenpi, > 1 bar and
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61 = 40% leads to the transition to an increased steady-statedeylcharge flow rate, as
observed in Fig,_412. The same step change in valve overlpgratoad conditions when
pim < 1 bar and 6, = 20%, however, leads to the transitions with large overshaatl
undershoots with no steady-state cylinder flow rate chahige valve compensator design,
presented in [41] for a NA engine, is modified here to compienga these deleterious
valve overlap transients.
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Figure 4.6 Cylinder air charge ratét, response of the turbocharged engine on VVT ovevlap
step changes; engine speed is 2000 RPM and throttle is fix@d at20% (second plot) an&y, =
40% (third plot).

The compensator design also takes into account the facthtbaioost pressurgy,
varies at different engine speeds and loads in a turbocti@mngine. Here, the intake mani-
fold pressurepim, boost pressurpy, engine speell, and overlap are considered available
from measurements. Moreover, to further simplify the eagimodel for the compensator
design, the intake manifold is assumed to be isothermalatdhk state of intake manifold
temperature]im, can be eliminated.

Bim = Kim (Wp —Wey1 ) (4.3)

such that first order dynamics can be used for the comperdasayn with the throttle air
flow determined by

Wp = 91(6h, Pb)92(Pim/ Po) (4.4)
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with Kim = RTim/Vim, andTim, andVi, correspond to the intake manifold pressure and vol-
ume, respectivelyAq(6) indicates effective cross section area and (2/(y+ 1))V/ =1
denotes critical pressure ratio, which draws a distindbetween sonic and subsonic flows.
Additionally, the VVT actuator mechanism dynamics are niedéy

Vg = % (Vegr — V&) Tvvt = 0.09sec. (4.5)
Here, the time constaryt = 0.09 sec is selected to capture the VVT system dynamics
at an engine speed for 2000 RPM.

The throttle angle is the primary control variable in a tuth@rged engine for accom-
plishing the torque demanded by the driver at part load agtuthi boosted conditions.
Here 6, is defined as the base throttle signal issued in response fiwea’sitorque de-
mand. Then, a compensation angjgis introduced in addition to the base throttle signal
6+ in order to reduce the deleterious effects of valve oventapsitions on the cylinder
charge flow rate. At a fixed or slowly varying engine speed, dcbmpensation angle

' is selected so that the effects of the valve overlap tramsidin the cylinder charge
flow rate changeWCy|, is compensated, and the associated cylinder charge fleyWwvgt,
matches as much as possible the desired steady-stateaerytindrge flow ratevvc‘i,?, as
a result of the static valve overlap schedulg for maximum torque. Froni(4.1), we get
\/ch| = (% Pim + %) V+ aipim.- Therefore, when the static valve overlap schedule for
optimized IEGR vy, is used, the rate of change of cylinder air fI\A\w (N,vggr) is given
by

Wey

= a1(N, Vegr)Kim (91(6th + 61, Po)92(Pim/ Pb) —Weyi )

V@r
dal 002 .
— im—+ —— Vo 4.6
+ ( OV IN Ve Pim+ ov N,vegr) e (4.6)
For details of static VVT scheduley andvyr, please refer to Sectién 4.3 and Hig.]4.5.
It is desirable to have thévcy| \Vegr follow the the rate of cylinder air flow rate associated
to the “best torque” stativ, schedule/\/cy| }Vajr when the overlap schedule is performed
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infinitely slowly (vg,) so that it does not have any impact on the transient torcgporeses

e
03 (N, Vir)Kirn (916t Po)2( Pim/ Po) — W) (4.7)

wherepiny is a fictitious reference manifold pressure derived onhhwilite throttle6, and
engine speel,

Bim = Kim(91(6th, Po)2( Bim/ Pb) — Wiyt ). (4.8)
Based on the assumption th‘%%}vegr ~ ?’gx \Vajr which can be verified from Fif. 4.5,

it follows that a1(N, Veyr) >~ a1(N,Var) and ag(N, Vegr )Wy ‘Vegr ~ a1(N, Vair)\Wey ‘Vajr =
al(N,vajr)WC‘i'ﬁ With these two approximations we can solve &jrusing [4.6)= (@.1)

tT’\ = gIl (C]_V&cﬁ- +C2) - 6[h7 (49)
da (N V) D+ da2(N. VGG )
where C; = ov o oV and

Km0 (N, V&%) g2( pim/ po)
_ G2(Pim/Pp)

2= Ga{ iy ) O Bt PO

4.5 Simulation and Experiment during Tip-Ins and Tip-
Outs

The valve compensator designed in the previous section éas tested for a engine
mean-value model validated in Sectlon|4.2 and also impléaden a 2.Q. 4 cylinder tur-
bocharged vehicle engine with VVT. The block diagram forttivettle based compensator
for the VVT turbocharged engine is illustrated in Hig.14.7asBd on the measurement of
the boost pressung, and intake manifold pressupg, along with the engine speétiand
base throttle angl&y (commanded through a pedal position by a driver), the vareslap
compensator block generates the throttle compensatioalgi, to reduce a deleterious
effect of the VVT transients on the cylinder pumping flow rate

Valve overlap step changes have been applied to the meaa-vaidel first for a fixed
engine speed of 2000 RPM and a fixed throttle position of 20 %haw/n in Fig[ 4.B. Note
that the first subplot shows the valve overlap step chandeas. dashed lines and red solid
lines from the second and third subplots indicate the cglipdimping flow rate and throttle
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Figure 4.7 Schematic diagram of VVT turbocharged engine with valve pgensator.

angle with and without the valve compensation sigiiglrespectively. Overshoots (or un-
dershoots) of the electronic throttle position generatethb valve compensator during the
valve overlap step-ups (or step-downs) reduce the undesitdershoots (or overshoots)
on the cylinder pumping flow rate.
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Figure 4.8 Comparison of the cylinder pumping flow during the valve tseistep changes with
(red solid lines) and without (blue dashed lines) the vatvapensatoBj, : both engine speed and
base throttle position are fixed ldt= 2000 RPM and3, = 20 %. Simulation)

The algorithm was implemented in the engine control unit (itGf a a 4 cylinder
turbocharged Sl engine vehicle on a chassis dynamometktyfaComparison of relative
load (RL) is shown in Fid. 419. RL is normally defined in penagye as the estimated cylin-
der pumping flow and corresponding engine power output. Hhgeg over 100% in RL
mean that the engine is running at wide-open throttle andthiezair flow is being boosted
by the turbocharger. Note that overlap step changes wetedgmpm 20 to 40 CAD and
40to 20 CAD at 12.5 seconds and 14.5 seconds, respectinelyha data shows similarity
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with simulation.
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Figure 4.9 Comparison of relative roaBL during the valve overlap step changes with (red solid
lines) and without (blue dashed lines) the valve compens@fo: both engine speed and base
throttle position are fixed & = 2000 RPM and, = 15 %. Experiment)

The nonlinear engine model with the adiabatic inlet madsolalidated in Sectidn 4.2
is used for a comparison of the cylinder air charge flow Yag in the VVT turbocharged
engine with and without the compensati@ during throttle (load) step changes as shown
in Fig.[4.10. All simulations are performed under the assionghat the fuel injectors and
spark ignition are controlled properly such that the engiperates at stoichiometric AFR
(14.6) and Maximum Brake Torque (MBT) conditions for a givarinder charge flow
rate. Throttle step changes are introduced while the ergpaed\N is fixed at 2000 RPM
and the static VVT scheduley is selected given throttle angle and engine speed. The
compensated throttle inp@g;, is shown in the second subplot of Hig. 4.10 as the difference
between the blue dashed line and the red solid line. The ueeafompensated throttle
angle clearly improves the transient respons&gf during throttle step changes at low
loads (i.e.,.6h = 20% — 22.5%— 25%) by accelerating the transition of cylinder charge
flow rate to a new steady-state value.
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Figure 4.10 Comparison of the throttle step cylinder air charge flow natg of VVT tur-
bocharged engine without compensatigj (blue solid lines) and VVT turbocharged engine with
compensation (red dashed lines); engine speed is 2000 RiPdMtle is stepped ag;, = 20 —
22.5%— 25% — 22.5%— 20%. Simulation)

4.6 Conclusion

This chapter presented a modification of the nonlinear medumevmodel [[47] of a tur-

bocharged spark ignition flex-fuel engine equipped withalde camshafts and electronic
throttle. Two static valve overlap schedules were derieeddest torque” and “best IEGR”

requirements. To improve the transient behaviors of thmdgl charge air flow rate (or

torque) during throttle step changes, the valve compens$at® been introduced in the
air-path control loop. To reduce the disturbance of the VViargge on cylinder charge
flow rate, a nonlinear model-based valve compensator wagrassin addition to the base
throttle controller for the turbocharged engine. This cemgator improves the transient
behavior of cylinder charge flow rate, especially at low lodtie valve compensator was
tested using both a mean-value model and a vehicle engirevaltle compensator showed
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a considerable improvement in the regulation of cylindeargk flow ratéA,, while the
valve overlaps changes.

The proposed valve compensator can be used to conduct anaod-talibration such
as an extremum seeking (ES) control algorithni [56] and ¢htoed in Figl 5.113 in the next
chapter. As more control parameters are introduced by thedharger, variable valve
timing and direct fuel injection, an increased amount oilazation efforts are required to
determine the optimal control set-points for engine penfamce and emissions. To supple-
ment this calibration burden and take into account of alinflaencing factors such as fuel
properties and engine aging, the on-board calibrationrsehgearches the optimal VVT
and spark ignition through the evaluation of engine pertoroes while VVT and spark
timing are perturbed. The valve compensator can moderateytimnder charge disturbance
from this VVT perturbation.

74



Chapter 5

Extremum Seeking of Variable Valve
Timing and Spark Timing for On-Board
Calibration

5.1 Introduction

Most of the current engine controls are implemented basdolodaup tables with its values
calibrated for various operating conditions, typicallg #ngine speed and load, during the
development of a new vehicle. The control parameters intred by the turbocharger, vari-
able valvetrain, and direct fuel injection, increase the@ant of calibration effort required
to determine the optimum control set-points for enginegremince and emissions. Even
if feasible and required, this initial calibration can nake into account of all the influenc-
ing factors such as fuel properties, engine component agmagenvironmental changes.
Therefore, we present in this chapter a method to help reatumgtimize engine calibration
effort for a turbocharged spark ignition direct injectiamgge by employing an extremum
seeking (ES) controller to optimize VVT position and spankihg via in-cylinder pressure
sensing of combustion phasing.

To analyze, develop, and verify the ES optimization scheoné/VT and spark it is
important that we take into account the cycle-to-cycle costion variability, especially
at high level of internal residuals. It is known that the md exhaust gas recirculation
(IEGR) could reduce NOx emissions and heat losses to thadsdiwalls as a result of
the lower combustion temperature, and reduce pumping lassarhigher intake man-
ifold pressure. However, high charge dilution via IEGR aclnces high cycle-to-cycle
combustion variations. Poor combustion (very advance@tarded combustion phasing)
deteriorates overall combustion efficiency. Thereforeralexist an optimum set of VVT
positions at each engine operating point to achieve the maxi combustion efficiency.
For optimum VVT setting there is an optimum spark setting.
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The model developed predicts the combustion phasing (rankcangle of 50% fuel
burned,Bca50) and mean effective pressure (MEP) at various engine speetitoads in
order to tune and test the ES under realistic conditions #T énd spark. Although ES
is not a model-based algorithm, reduced models are dewklopdhis chapter. A simple
Gaussian stochastic representation of the cycle to cydehibty is then used and its vari-
ance is tuned to predict the cycle-to-cycle combustionat@ms at different iIEGR levels.
An ES controller is then designed to determine the optimunT ¥dgsition and spark timing
for minimum net specific fuel consumption (NSFC) at givenieagperating point.

5.2 Combustion Model

5.2.1 Combustion Phase

Combustion duratio\G.,np, defined in the spark ignition (SI) engines as the crank an-
gle degrees between spark timifig and 90% fuel burne@cago is modeled as following
[76,[77]:

Bcao = O + AbBcomb, (5.1a)
E
where  ABuomp = KToyt (65) 23T 2exp <W?I'm) (5.1b)
T = Tyt (B) + (1 — Xpg) AT (5.1c)
AT — QLHV Mf e 7 (5.1d)
Cvime

whereTgy (65) is the cylinder temperature at spark timiffy,is the ideal gas constankg
represents residual gas fraction, dids the activation energy emulating for the effective
threshold at which the combustion reaction occ@g.y andmg g are the lower heating
values of fuel and the injected fuel amount per each engicke cyespectively.cy is a
specific heat of cylinder mixture during combustion andrepresents the cylinder charge
mixture mass at the intake valve close. The valuesaridk are subject to be parameter-
ized as a function of; so that the predicted combustion duration from (5.1b) next¢he
experimentally observed values at different operatingld@ans:

k(6y) = ag+ 0165 + 0262 (5.2a)
&(65) = Bo-+ BrOo + B263. (5.2b)
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Parameterized values ferandk are shown in Fig. 511 as a function 6§ using spark
sweep dathfor throttle position, from 30% to 35% at the engine speld= 2000 and
3000 RPM. The data show and the model is tuned so that cornbuwhdration increases

I I I
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Figure 5.1 Parameterized values efandk as a function o, using Ricardo DoE data at N =
2000 and 3000 RPM.

with retarded spark timing (i.e. close to the top dead cgftec)). In the model from(5]1)
with same retarded spark timing, the tefg) (85)~2/3 from (5.1b) decreases due to rising
Tey (65) given other engine input variables fixed. Lower value of theametere associ-
ated with retarded spark timing represents less amounebefiergy converted during the
combustion, and it increases the exponential texp(E./3R:Ty) in (5.10) to compensate
for the IowerTCy|(60)*2/3. High iEGR level with other engine variables fixed lengthens
the combustion duratioAB.,m,, Which can be predicted fromh (5.1). Higher iEGR also
decreases3, which increase& 8. by exponentially reducing the terexp (E¢/3R:Tm).
The crank angle of 50% fuel burn@daso is then estimated witBcasg = 65 + 0.76A0:0mb.
Comparisons between engine measurement and model estif@tB-as0 and Bcagp are
shown in Fig[5.P. Normalized root mean squared deviatidRNI$D) values 08cas0 and
Bcago are 0.1065 and 0.1125, respectively. The data shown in[ERycdirespond to the
most frequently visited operating conditions based oncigfailriving cycles.

5.2.2 Mean Effective Pressure

Indicated mean effective pressure (IMEP) is predicted asrbicated work divided by
engine cylinder displacement volurig, where the indicated work is defined as the inte-
gral of cylinder pressure with respect to cylinder volunmrbottom dead center (BDC)

1Data has been provided by Robert BOSCH LLC based on expetsnpenformed at Ricardo using a
commercial 4 cylinder 2 L turbocharged direct injection ieegwith VVT.
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Figure 5.2 Comparison between engine measurement and estimatedarrglekof 50% and 90%
fuel burned,Bcaso and Beago (left and right subplots, respectively), for throttle aa@l, from 30%
to 35% open at N = 2000 and 3000 RPM.

of the compression stroke to BDC of the expansion strokea(arplusC enclosed by a
patha — b — ¢ — d in Fig.[5.3). A mean-value model from [47] is able to capture t
cylinder pressures at four different combustion timings; intake valve close (IVC), be-
fore combustiorpy, after combustiorp. and exhaust valve open (EVO). The presspye
and p, are calculated based on polytropic compression with anrexquty, and a model
of the pressure at IVQpivc. Note thatp;,c is determined by a linear function of the intake
manifold pressur@im, pPivc = C1Pim+ Co. The pressure after the combustion is calculated
assuming instantaneous heat release at the top dead CEDEY. Finally the pressurpy
is calculated using a polytropic expansion with a tuned batdfivalue for the expansion
exponentye.

In this chapter, IMEP estimation relies on the combustioasghand we Us@Z,c, =
6 — 9 degrees after top dead center (deg aTDC) as a proxy of MBTbestion where
IMEPwvgT Is achieved ([78]). If the combustion phasing is excesgigelvanced, it results
in the instantaneous heat release during the compressaode st his early combustion can
be depicted as a combustion pahy b’ — ¢ — ¢ — d in Fig.[5.3. On the other hand, if
the combustion phasing is excessively retarded, the itestanus heat release takes place
during expansion stroke. This late combustion can be repted as a combustion path,
a—b—b —d—d. Therefore, IMEP estimation with a combustion phasé&gf is
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conducted using:

Fpav+ [Spav

IMEP = Ve
- (%) (V% Vi)
+ (%T%C) (Vaod ~Vier ™). (5.32)
where Vier =V ( Bcaso— B3as0 ) - (5.3b)

Note that the cylinder volume &fe atb’ (or ) is defined as the cylinder volume at the
crank angle of Bcaso— Basg ) deg aTDC and the functiov(6) denotes the cylinder vol-
ume at the crank angle & deg aTDC. With either earlier or later combustion thin.,
(Vref increases for both cases), therefore, IMEP decreases.

If we assume that the cylinder pressures during the exhawsindake stroke are ap-
proximately equal to exhaust and intake manifold press@gsand pem, respectively, the
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pumping mean effective pressure (PMEP) is estimated ttrtlug areaB andC together

in Fig.[5.3:

JapaVv+ [Epav
Va

The net mean effective pressure NMEP is the net work peralisphent volume, where

the net work is the integral of cylinder pressure with respec/olume over the full 720

© engine cycle; i.e NMEP = IMEP - PMEP = (areaA + areaC) — (areaB + areaC) =

areaA — areaC.

Based on the air path characteristic (i.e. engine pumping #quation (1) from[55],
turbocharger mapping and orifice equations, and equatit8)s (39) from [47]), increas-
ing valve overlap increases the residual gas fractign which also decreases PMEP and,
hence, increases NMEP by increasing intake manifold pregsms. The engine system
efficiency improvement by increasingg, however, is bounded at a certain levebag
due to a tradeoff between PMEP benefit and combustion eftigifgf@]. To account for
similar behavior in the engine model, we modify the comlmrséfficiencyng, ., from the
equation (11) from_[47] using:

PMEP =

= Pem — Pim- (5.4)

1
Ncomb = mngomm (5.5)

which is shown in Fid. 514 as seen in experimental data angesigd by [79]. The combus-
tion and mean effective pressure (MEP) model structureterensin Fig[5.5. Combustion
model includes[(5]1) and_(8.2) along with the equations (@)3) from [47], and MEP
model as defined i (5.3) and (5.4).
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Figure 5.4 Combustion efficiencycomy, as a function of residual gas fractisgs.

Fig.[5.6 and 5J7 show the comparisons between dynamomeg@nectest data and
model simulation data for indolene (EO) and 85% ethanol un&xtuel (E85), respectively,
with spark sweeps &, = 32 ~ 34% andN = 2000 RPM. The two top rows in these
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Figure 5.5 Combustion and mean effective pressure (MEP) model strictu

figures show the input variables for both tested dynamonegtgine and engine model,
while subplots in the bottom three rows compare measuregaticted important engine
output variables such as air mass flow rélg, intake and exhaust manifold pressures
Pim and pem, combustion phas@casg, IMEP and specific fuel consumption (SFC). From
the comparison in Fid. 5.6 the engine mean-value model iwstoapable to capture all
important engine output variables both quantitatively godlitatively. IMEP from both
dynamometer engine and simulation model decreases @dagnis retarded from approx-
imately 6 deg aTDC. A mismatch in the measured and predidtdtba is probably due

to the measurement error. A mismatch is also observed in IMEP
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Figure 5.7 Comparison between engine data and model simulation foflE35

5.2.3 Global Engine Conditions vs. Variable Valve Timing

The model developed in the previous section will be used tatest the valve optimization
scheme using ES algorithm, therefore, it is important tawathe global engine behavior
asxrg changes. Hence, we show in this paragraph that the enginelmdueves the max-
imum NMEP at a specific VVT position arfitaso setting. To do this, we plot NMEP and
NSFC as a function of VVT positions arfidasg in Fig.[5.8 with engine spedd and mass
air flow rate fixed. In specific, the exhaust valve closing (B\&@d intake valve opening
(IVO) are symmetrically changed by 5 crank angle degreedXdfom TDC andBcaso is
regulated from -6 to 18 deg aTDC with increments of 3 CAD. Bi§.shows the simulation
results with a fixed air mass flow rate\&§;; = 100 kg/hr and engine spedd= 2000 RPM.
Note that combustion phase of MBT operation (88,5,) Was assumed to be 6 deg aTDC
and it is indeed the optimui:aso.

The optimal engine operation with respect to both NMEP an&GI& also achieved
with the valve overlap of 56 CAD (i.e. IVG: -28 and EVC~ 28 deg aTDC). These
optimal values mainly depend dn (5.5), and are expectedrionat only for different en-
gine speeds and loads but also for unknown factors whiclctaffie performance of the
engine system. These unknown factors may come from engstersyaging, wear, and/or
other uncontrollable environmental factors such as oetsthperature and humidity. This
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Figure 5.8 Estimated NMEP and NSFC of the engine model for various VV3itimns and com-
bustion phase oficaso with Wy = 100 kg/hr at the engine speed of 2000 RPM.

uncertainty justifies the development of an on-line optatian scheme for the on-board

calibration to automatically seek the optimum operatingpof VVT and 63,5, which
will be discussed in sectidn’5.3.
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5.2.4 Combustion Statistics

The mean-value engine model presented previously captigembustion phaségaso,
and IMEP in the sense of engine cycle-averaged values. drptmt, the model is modi-
fied to capture the cyclic variation &as0 and IMEP observed in the experiments. The
left subplot in Fig[ 5.P shows the histogram @&faso within 100 consecutive steady-state
engine cycles for the mass air flow of 130 kg/hr at 2000 RPM witier engine inputs
fixed, while the right subplot represents the correlatiotwieenb-a50 and IMEP for each
cycle. In the histogram diicasp at this steady-state engine operatiégpso can be approx-
imated by a Gaussian distribution with the standard dexmadif B-as0, Ocaso = 1.785 in
this case. The IMEP model describedin {5.3) as a functidgfp predicts the same trend
as the measured IMEP since IMEP decreases as the combulséise,fi-aso, is retarded
from MBT position @3,50 is approximately 8 deg aTDC in this condition). Note that
other steady-state engine experiments with differentrengpeeds and loads show similar

statistical combustion behavior.
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Figure 5.9 Correlation between combustion phakgasg and IMEP (right) and histogram &kaso
(left) for 100 consecutive engine cycles with;, = 100 kg/hr at N = 2000 RPM.

Engine experimental data show that increasing the fractioasidual gaggg through
internal exhaust gas recirculation (iIEGR) increases thvaréance of IMEPCov(IMEP),
and this engine behavior is modeled using the standardto@viaf 6caso, Ocaso as:

Bcrso = 6250+ TcasoN(0, 1), (5.6)
where Ocasg = eleRG‘i‘kZa

whereN(0, 1) denotes a zero-mean, unit-variance Gaussian distributibith explains a
random cyclic combustion variation. Fig. 5110 shows an gdarf gcasg supported by
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the engine experimental data. The parameterandk, in (5.8) can vary for different
engine operating conditions. Fig. 5111 shows the modettitre including the statistical
combustion phase characteristics.
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Figure 5.10 Standard deviation dicaso, Ocaso, as a function of residual gas fractigge.
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Figure 5.11 Combustion and mean effective pressure (MEP) model struutith stochastic com-
bustion phase information.

Fig.[5.12 shows the measured and simulated outputs for th&léhstep changes, in
which the transient behavior of the parameterized engingetrie validated. In this case,
the engine was operated at the engine speed of 2500 RPM ake iair mass flow rate
of 100 kg/hr for EO fuel. The four subplots in the first coluntrow the dynamometer
engine and simulation model inputs, while the rest of themmgare engine and simulation
outputs. In the comparison 6Easo, the variance from both measured and simul#&gdg
before throttle step change is slightly greater than dftestep change. Note that the model
exhibits larger variance ificaso before the step change due to larggt as shown in the
last subplot of the 3rd column. Simulated IMEP is also corapkerto the measured engine
IMEP both quantitatively and qualitatively.
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Figure 5.12 Simulated and measured engine outputs for the throttlecstapges with fuel EO at
N = 2500 RPM.

5.3 On-Board Calibration Scheme

A non-model based optimization scheme such as the extreraaking (ES) control is an
iterative optimization process performed in real time orhggical system [80, 81]. The
function being optimized is the steady-state relationbeiwveen the system’s input param-
eters and its performance output. Since the response dmpctenoted here by NSFC, is
not known (otherwise, it could be optimized in a computel$, &gorithms rely only on
its measurements to search for the optimum. Starting framesioitial parameter values
(VVT and spark timing), such an algorithm iteratively peltsi the parameters, monitors
the NSFC response, and adjusts the parameters toward iethi&+C. This process runs
usually as long as improvement is being produced.

The ES control unfortunately takes time to converge, hemeetypically employed
only at steady-state operating poirits|[82]. In passendeickes the operating conditions
frequently visited and for long duration (long enough foe tieal-time optimization) are
the idle and cruise conditions. Hence, we propose here t&8s® optimize the engine
inputs at cruise and idle, and attempt to use these optirpatsrto adapt the entire input
mapping as indicated in Fig. 5]13. Even if the entire map dmtget adapted, the gain
from optimizing engine efficiency at idle and cruise couldsbstantial as these idle and
cruise conditions are frequently visited in a realisticaurlgriving cycle. To achieve maxi-
mum fuel efficiency given specific engine operating condgidi.e. given engine spedd
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and NMEP), both the optimal combustion ph#sgso, and VVT position are required and

will be derived in this section.
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Figure 5.13 Structure of an on-board calibration scheme with adaptaifdhe production maps
based on the engine input conditions.

The engine on a vehicle is run by the pre-defined engine map3/6 and 6;; based on
the engine speed and driver’'s load command through thetldhp®dal position. Once the
engine visits either the idle or cruise condition the orelaptimization controller is turned
on and it starts searching for the optimal VVT afyd Notice that the load disturbance can
be introduced while the VVT excitation is commanded during ES as presented in the
previous chapter. Therefore, the demanded load is regutateugh the proposed VVT
compensator derived i (4.9) via the electronic throttlkuasing the driver needs a specific
torque (or NMEP) output.

5.3.1 Extremum Seeking Control

The model developed so far can imitate well the real engimpeance around its opti-
mal operating points of VVT anflcaso along with the practical noise levels of the engine
performance variables. Therefore it can provide a meaningsting platform before the
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implementation of the ES controller directly on the vehid#oreover the model can assist
in tuning the ES algorithm especially for the calibrationtloé bandwidth and amplitude
of the excitation. Appropriate gains of the on-line optiatisn scheme, therefore, can be
designed based on this valuable information provided bimgle statistical combustion
model derived in sectidn 5.2.

The ES controller presented in this chapter uses sinuseidatations to select the
values of the VVT position anél; which minimize the cost function NSFC whifl, is reg-
ulated through the VVT compensator from Chapter 4 to actdegeged NMEP [83, 84, 85].
By minimizing the NSFC the optimal VVT position ar@aso with the highest fuel effi-
ciency is also achieved for a given NMEP. A block diagram ef & controller shown in
Fig.[5.13 is detailed in Fig. 5.14. The basic dynamics of tiserdte ES controller and the
values ofA6; andAVVT at thekth iteration are introduced i (8.7) below.

a1Sin(@:KAT, +0)

ABs é' wxalk)| 1 palk+l ATi01 z-1 (0%
J_LL < z |- 1+AT,04) ® @ 2-1+AT, 0| | <N\ Oots ||
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a,Sin(@,kAT, +0)
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J_LL z V| 2- 1+ AT, ® 2-1+AToang| " | NS Wo+S
Unit Delay
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ES controller for spark timing and VVT

Figure 5.14 Extremum seeking control for optimé}, and VVT.

X1[K+ 1] = x1[K] + ATyag sin(cn KAT1 + @) NSFCIK], (5.7a)

DBy K] = x1[K] + a1 Sin(cn kAT + @), (5.7b)
Xo[K+ 1] = Xo[K] + AToap sin(wpkAT, + @) NSFCIK], (5.7¢)
AVVTIK] = %2[K] + a2sin(wpkAT> + @) , (5.7d)

wherew = /AT, rad/sec fori = 1 and 2 andp = 11/2. Note thatvVVT[k| denotes the
valve overlap between IVO and EVC, and we assume that IVO M@ &e symmetrically
changed from TDC similar to the duel-equal VVT system. Infiltere, the VVT can be
splitinto two variables (i.e. IVO and EVC), for which threanables are tuned through the
ES controller with slower convergence as shown by [86].

Measured NSFC is first filtered through a low-pass filter witugoff frequency ot
= 2 Hz (equivalent time constant of 0.5 secondll%? engine cycles at N = 2000 RPM)
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and, then, discretized at a sampling rate equal tmith:e%N engine cycles for=1 and

2, respectively, at a given engine speed N (i.e. 30 and 6(erwjicles fori = 1 and 2
at N = 2000 RPM). The choice of the sampling rate must ens@teNMEP reaches the
steady-state values after each VVT and spark excitation ghat the engine system with
the VVT compensator may be considered as a static nonltgdariction. The discrete
high-pass filter then eliminates the DC component of NSFGt@leding) to provide the
gradient information of NSFC at the current spark timing &\l position. The filtered
signal from the high-pass filter is multiplied by the pertatibn signaly; sin(wKkAT; + @),
and the resulting signal passes through the low-pass fitextract the DC component
of the perturbation signal. For details of formal discussitcluding stability proofs and
design guidelines on multivariable ES, please refef to.[8%pte that the discrete high-
and low-pass filters together in the ES control algorithmilate another design param-
eters¢ and NSFCyes typically needed to formulate an objective function, fostamce,
QIK = ¢ (NSFCyes — NSFC[K])%. The nominal NSFC levels vary significantly for different
fuels between gasoline (EO) and a blend of up to 85% ethai®&l)(&nce the required fuel
injection amount for E85 is approximately 1.6 times lardert EO to produce the same
engine torque.

5.3.2 Extremum Seeking Parameter Selection

Cautious and proper selections of the ES controller desigarpeters are required prior
to the ES implementation. The ES parameters are the petinmdfaequenciesg, the
amplitudes of each perturbatio, and the filter cut-off frequenciesy, w,, andw; for

i =1 and 2. First, the perturbation frequenciesand w, must be slower than the plant
dynamics to ensure the plant to be treated as a static nanlinaction such that, at the
engine speed N = 2000 RPM, we hawg = zt- = 0.56 Hz andw, = 7= = 0.28 Hz, re-
spectively. Next, the amplitudes of the spark and VVT péxtionsa; anda, are related
to the ES convergence speed to the optimum and, in geneztedasinga; anda, acceler-
ates the convergence speed. Beyond permissible rangesyéovarge values @& anday
also introduce undesired engine torque changes espeitatlye VVT perturbatiora, as
shown in Chaptdrl4 and we selecd= 1.5 CAD anda, = 2.5 CAD.

The cut-off frequency of the low-pass filtep in Fig.[5.14 is selected to be slow enough
so that the low-pass filter removes the cycle-to-cycle NSFasurement noise to deter-
mine the nominal value of NSFC for given spark timing and V¥ATthe same time, the
low-pass filter frequency needs to be faster than the ES sagripéquencies AAT; and
1/AT, and we selectwy = 2 Hz, approximately twice of JAT; = 1.11 Hz and four times
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of 1/AT, = 0.56 Hz at N = 2000 RPM. The simulated response in the NSR@kdf the
engine model to a step change in spark timing and VVT is ptesan Fig[5.15. It can be
observed that in approximately 1 second after the spark &fidsfep changes, the filtered
NSFC approaches its steady state value. Therefore, thdisgmgtes AT, = 1.8 andAT,

= 3.6 seconds, in the ES controller at N = 2000 RPM are appatsori
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Figure 5.15 Simulation response in the NSFC signal of the engine modebtep change in spark
timing from -15 to -20 CAD aTDC and VVT (i.e. EVC - IVO) from 0 tb0 CAD valve overlap.

The two discrete low- and high-pass filter cut-off frequesci,; andw; fori =1 and
2 must be designed in coordination with the perturbatioguiescyw, and wy, respec-
tively. For instance, the discrete high-pass filter frequyamn,; must allow the perturbation
frequencyw to pass through while the discrete low-pass filter frequesgys required
to attenuate the perturbation frequernigyfor i = 1 and 2. Given the engine speed of N =
2000 RPM, we seleaiy,; = 0.22 < a andw 1 = 0.37 < wy, Hz for the spark ES control
algorithm andw,, = 0.11 < ap andw > = 0.185< wy Hz. Note that all these gains are se-
lected based on the engine cycle time domain and, theréf@g@resented absolute values
change for different engine speed. Hig. 5.16 shows Bodes plothe discrete filters from
the spark ES controller (top subplot) and the VVT ES congro{bottom subplot). The
Black dashed-dot lines indicate the perturbation freqissto; and wy.

The guideline for the ES control parameters explained is $kction does not always
guarantee the best ES closed-loop performance and anadituning process might be
required. However, this valuable information can give wsstarting point for the effective
parameter calibration of the ES control algorithm. Basetherselected ES parameters the
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Figure 5.16 Bode plots of the discrete low- (red dashed line) and higgshlue solid line) filters
from the spark ES controller (top) and the VVT ES controllestfom).

closed-loop ES performance with the engine model is showingriollowing section.

5.3.3 Simulation Verification

We first test the ES control algorithm shown in Hig. .14 fae #park timing and VVT
separately at the engine speed of 2000 RPM using the ES paramalibrated previously
and the simulation results are shown in Eig. 5.17. The sjpaikg ES control performance
is shown in Fig[ 5.17(&) with the initial spark timir@y[0] = -15 CAD and a fixed VVT
of 48 CAD overlap. Fig[ 5.17(b) shows the VVT ES performanizeting from no valve
overlap (i.e. VVT(0) = 0 CAD) while the spark timing is fixed @[0] = -28 CAD aTDC
during the simulation.

The firstrow in Fig[ 5.17(&) shows the spark timfigand associated combustion phase
Bcaso- The filter signals from the discrete low- and high-passriltd the spark ES are pre-
sented in the second row, while throttle feedback signagailate NMEP at 5 bar and the
engine NSFC are shown in the third, respectively. The finstiroFig.[5.17(b) shows the
VVT and its corresponding internal residual gas fractkpg and the others in the second
and third row are same as ones in [fig. 5.17(a). For the spadoBt®ol case, in approxi-
mately 20 seconds, the spark timing converges to the opti@jum-28 CAD aTDC. The
converging time for the VVT ES control, on the other handeta&bout 45 seconds, twice
of the spark ES only simulation. The numbers of perturbation both spark and VVT to
converge to their optimums, however, are similar with 12rls@xcitations (Fig[ 5.17(g))
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and 13 VVT excitations (Fid. 5.17(b)). The longer convexgetime from the VVT ES
simulation is mainly from the sampling frequency differer{ce.AT; = 1.8 andAT, = 3.6
seconds). Once the ES control variables converge to theuoptivalue, the filtered signal
fluctuations from the low- and high-pass filters become stdhk to no significant NSFC
change.

The two ES controller for the spark timing and VVT are then baomed and tested to-
gether using the engine model and the same values of the E®Iquarameters as the ones
above are utilized for this combined ES control simulatidwo different VVT positions
are chosen as initial values away from the optimal VVT positone with no valve overlap
(VVT[0] = 0 CAD) and the other with larger valve overlap thdmetoptimal value (VVT[O]
= 70 CAD), while the initial spark timing is retarded from tptimum @, = -15 deg
aTDC) for both VVT[0]. The states of the discrete ES con&ok [k| fori =1 and 2 are
initialized at the initial spark timing and overlap values €ach simulation when the ES is
turned on. The evolution d,, VVT overlap (EVC - IVO) and the throttle feedback signal
6 are shown on the left column in Fig. 5]18. The right columnvehthe corresponding
engine performance variables suclBgsso, Xrg and NSFC. The corresponding trajectories
of the two state dynamicsg K+ 1] andxz[k+ 1], and excitedd, k] andVVT K] for two
different initial conditions are shown in Fig. 5]19.

After approximately 30 excitations &, (corresponding to 54 seconds) and 15 excita-
tions of VVT (54 seconds) with the initial variables &§[0] = - 15 deg aTDC and VVTI[0]
=0 CAD, both ES variables converge to the optimal value8f = -27.5 deg aTDC and
VVTOP =48 CAD. In the case with;[0] = - 15 deg aTDC and VVT[0] = 70 CAD, the ES
controller takes similar time to find both optim@} and VVT values but it undershoots.

5.4 Conclusion

This chapter presents a phenomenological combustion naddeh accounts for the cyclic
combustion variability with the combustion pha&gsg variance as a function of the IEGR.
The mean effective pressure model is then determined baséghgy and intake and ex-
haust manifold pressure measurements. Along withGe, variation the combustion
efficiency was also modeled as a function of iEGR level. Thgirmmmodel can demon-
strate the optimal engine operating condition with respecipark timing and VVT in
addition to the realistic noise level of important engine@enance outputs such &saso,
IMEP, NMEP and NSFC. Experimental implementation will bequed in the next chapter.
The model detailed in the first part of the chapter allows usit@ and test the on-line
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optimization scheme such as the extremum seeking conttollsearch the optimum of
engine inputs for the idle and cruise conditions. The ESrélyn can be used to optimize
any other operating conditions with long residence time&esithe current ES algorithm
will converge and is enabled only at steady-state drivingdaons. The on-line optimiza-

tion scheme can alleviate the heavy calibration burdeniredj@specially for the engines
equipped with many control actuators and hence many degfdemedom. The designed
extremum seeking algorithm shows that both spark tinlpgand VVT values can con-

verge to the optimum within 60 seconds even though this ageviee rate may be engine
and vehicle specific.
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filters are presented in the second row.
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left column and the corresponding engine performancé-gfp, Xrc and NSFC are plotted on the
right column.
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Chapter 6

Implementation of Extremum Seeking
Control for Spark Timing

6.1 Introduction

An extremum seeking (ES) control algorithm for both spankitig and variable valve tim-
ing (VVT) has been proposed in the previous chapter anddegth an engine mean value
model (MVM) to better understand the closed-loop engin¢éesgsesponse. Based on the
engine MVM characteristic, the parameters in the ES algorihave been designed and
tested. To verify the ES algorithm before implemented ina vehicle, we implemented
the ES algorithm in a dynamometer engine, which allows ust@more controllable test
conditions than a real vehicle.

This chapter focuses on the implementation and verificatidine ES control algorithm
in a dynamometer engine. First, the engine characterisfiesmodified new engine are
introduced and analyzed and the experimental setup of antymeter facility used for
the ES control algorithm verification is following. The EQatithm test is conducted at
various engine conditions, i.e. different engine speedklaads. Both the steady-state
and transient conditions are test. Transient load inputis &sinusoidal form are applied
to demonstrate the ES algorithm under non-steady drivinglitons resembling a real
driving profile.

6.2 Experimental Setup

The turbo charged (TC) spark ignition direct injection (§IBngine with VVT has been
modified from the engine modeled in Chagtér 5 primarily toehavhigher compression
ratio and different variable valve cam profile. The modifizas in the engine hardware
were part of a parallel efforts to better utilize the pogtproperties of E85 without com-
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promising EO performance. The cylinder compression ra®leen changed from 9.25 to
10.8 while intake valve open duration was increased fromt@3264 crank angle degree
(CAD). Therefore, in this section, we present spark igniimming and variable valve tim-
ing effects on net specific fuel consumption (NSFC). The E&robalgorithm proposed
initially in Chapteil5 is slightly modified to be implementiedo a dynamometer engine.

6.2.1 Engine Characteristics

In this section, the effects of two actuators, the sparkrtgrand VVT, on NSFC are in-
troduced and discussed. Two different tests were conduotadderstand how the spark
timing and variable valve timing affect engine combustienfprmance:

e various spark timings have been applied with other engipatsfixed such as vari-
able valve timing (VVT), throttle anglé;, and air-to-fuel ratio (AFR) and

e intake valve cam timing has been changed with other engipetsnfixed such as
spark timing6,, throttle angleg;, and AFR.

Spark sweep from -27 to - 11 CAD aTDC has been conducted a¢khigve load (RE) of
50% and engine speed of 2000 RPM as shown in[Fig. 6.1. Top tiyolais show NMEP
and NSFC for different spark timings while the two in the battpresent NMEP and NSFC
for corresponding combustion phad&sso. At the same engine operating condition, the
intake valve open timing sweep from -8 to -32 CAD aTDC has kaea applied as shown
in Fig.[6.2. Notice that only the intake valve cam timing hagib changed with fixed
exhaust cam position (exhaust valve close at 20 CAD aTD@gsinhas more dominant
effect on internal residual gas recirculation (IEGR) dutwer valve open duration. The
two plots in the top show NMEP and NSFC for various intake &apenings (IVO) and
the two in the bottom show combustion phdsgaso and load changes for the same IVO
range. The error bars in these two figures indicate standafidtibn of each variable.

For different spark timing sweep, NMEP and NSFC curves folioparabolic shape
with the maximum fuel efficiency dicaso between 5 and 10 CAD aTDC, which, in turn,
allows us to apply the extremum seeking algorithm. For imstawe can increase approx-
imately 3% fuel efficiency if spark timing, is advanced by 5 CAD from -17.5 to -22.5
CAD aTDC (i.e. Bcaso from -15 to -10 CAD aTDC). Fuel efficiency improvement rate
increases exponentially as the corrected spark timingeangteases. There exists a rela-
tively flat area in both NMEP and NSFC curves around maximueh éfficiency area at
spark timing6, between -27 and -22.5 CAD aTD®dx50 between 5 and 10 CAD aTDC).

IRelative Load (RL) in Sl engines is generally defined as theatorque (or actual cylinder air charge)
divided by the maximum possible torque (or maximum air chavgthout the turbo boost.

98



7 ‘ ‘ ‘ 280
6.8 ]
270t 1
6.6 { 1
- _ v
64 { -{ { - { S. = 260 s H
= 6.4 < 1 ’
z { g %
8 62 R 2 250t .
~ O P
> LL -,
Z 6t {\ 4 %]
N Z 2401 e
5.8 >4 {‘ .- ‘{‘
560 { 2301 }"{"}'
5.4 ‘ ‘ ‘ 220 ‘ ‘ ‘
-25 -20 -15 -10 -25 -20 -15 -10
6_ [CAD aTDC] 6_ [CAD aTDC]
7 : : 275 : :
6.8} 2701
- 2651 S
T HE-EA--- 260 .t
= 6.4f ~ 1 g ’
5 & *~{~ 2 255¢ e
a 6.2 BN B 250 .
g Ss i .
Z 6 . | B 245 ‘{,,
240+ .
5.8+ o PR
2351 {_, -
5] 1 ol 1

5.4 225

5 10 15 20 25 5 10 15 20 25
8,55, [CAD aTDC] 855 [CAD aTDC]

Figure 6.1 NMEP and NSFC for various spark timing and corresponding leetion phase
(Bcasp) at N = 2000 RPM and Relative Load = 50%

Change of intake valve open timing affects the combustidratier of the new engine
which is used for the experimental verification as previgesiplained in[(5.11). Advanced
IVO introduces longer valve overlap (the portion of the @perg cycle of engines when
both the intake and exhaust valves are open) and higher iEGRg.[6.2, for instance,
once IVO is advanced from -8 to -32 CAD aTDC, combustion daraincreases due to in-
creased IEGR and, hend&asp is retarded from 9 to 14 CAD aTDC. Spark timing during
this IVO sweep was fixed such that each combustion for difiteiO does not correspond
to the maximum brake torque (MBT) condition. If we assumé tha optimal combus-
tion phasefcasg is identical at around 6 - 7 CAD aTDC for each IVO position, NCS&f
241 g/KWh at IVO = -32 CAD aTDC can be improved by approximatélg/kwh based
on the relationship betweeicaso and NSFC in Figl_6]1 (the second subplot in the bot-
tom). Hence, there is no significant engine combustion efiity improvement through
IVO despite the original expectations.

Engines with a higher compression ratio and longer intakesvapen duration could
potentially gain in combustion efficiency by VVT. In generfar the experimental engine
considered, the internal residual gas recirculation (iE@&krnges through VVT seems to
be insensitive for most of engine operating conditions pkeg very low load close to
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Figure 6.2 NMEP, NSFC, combustion phasé-fso) and load for various intake valve open timing
at N = 2000 RPM and Relative Load = 50%

idle. Finally, due to the limitation of in-cylinder presguanalyzer capability, the engine
in-cylinder pressure is measured only for the engine cosgiwa and expansion strokes,
and is not available for the intake and exhaust strokes. &léhe computation of pumping
mean effective pressure (PMEP) was not viable and, insestinated usind (5.4) from
the measured intakan, and exhauspey, manifold pressures. The associated estimation er-
ror propagates into NMEP and NSFC calculation and would tdtve confidence level of
them. For these two reasons and due to the time and budgttionis associated with the
dynamometer verification, a decision was made to concendrad validate the ES control
for the spark timing only.

6.2.2 Software and Communication Setup

For the experiment, a 2 L 4 cylinder turbocharged SIDI flegtengine with VVT was used
and the specifications of the engine is summarized in TallleThe experimental setup at
the engine dynamometer, as illustrated in Eigl 6.3, camsisthe Bosch MED17.3.2 ECU
for engine controls, ETAS ES1000 VME for rapid prototypimgd A&D Redline CAS
Il System for real-time combustion analysis. The ETAS ERLUME rapid prototyping
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Table 6.1 Specifications for the optimized FFV engine

Description Value
Cylinder chamber volume 551.0 iim
Cylinder chamber displacement volume 500.0fnm
Cylinder chamber clearance volume 51.0fnm
Compression ratio 10.8:1
Valve timing (all angles at 0.25 mm lift)

Intake valve open duration 264 CAD

Exhaust valve open duration 221 CAD

system communicates with the ECU and a computer via Coetrllea Network (CAN)
and Ethernet respectively.

Engine
s PS-C : Kistler 61258 in-cylinder
------- 4 pressure sensor
Charﬁe INTECRIO
amplifier Computer MATLAB
SIMULINK
]IETHERNET
CAN Rapid
CAS U e—> orototyping ETAS ES1000

Figure 6.3 Experimental setup at the engine dynamometer.

With the cylinder pressure sensing capability integratied, Bosch MED17.3.2. ECU
is able to acquire the cylinder pressure measurements artticbreal-time calculation of
various key combustion features such as the crank angle2aidéss fraction burflcaso
and indicated mean effective pressure (IMEP). In this stldstler 6125B cylinder pres-
sure sensors are installed in each cylinder, whose outpitoaverted into voltage signals
via an external charge amplifier for the engine control UsZJ) and combustion analysis
system (CAS).
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The rapid prototyping environment in Flg. 6.4 is set up tdfyeand validate new con-
trol and diagnostic functions under target operation cihoras on a PC or experimentation
systeml[[87]. The proposed virtual prototyping environmedaiudes the following software
and hardware components.

¢ INTECRIO: an open environment that enables the integratibcAUTOSAR soft-

ware components as well as MATLABSIimulink® and ASCET models plus C code
modules,

e ASCET software components: ASCET-MD for modeling and des#gSCET-SE for
software engineering, ASCET-RP for rapid prototyping,

e MATLAB ®/Simulink® with Real-Time Workshop and Embedded Coder,

e ES1000 VME boards and housing: scalable rapid prototypiodute that combines
real-time calculation power with all relevant ECU bus ifaees, real-time analog
and digital I/O to connect sensors and actuators, as wellgtemmizable rapid proto-
typing boards.

In the integrated algorithm test, the spark ES controlles ingplemented through the rapid
prototyping. The measured combustion phases and IMEP vaérelated in the ECU us-
ing the in-cylinder pressure measurements and providdtktoapid prototyping for the ES
control algorithm.

6.3 Extremum Seeking Control Verification

The implemented extremum seeking (ES) control structure dynamometer engine is
shown in Fid.5.1I4, which excludes the VVT ES control partrBig.[6.5. The proposed
spark timing ES control algorithm is validated using botheamvalue engine model simu-
lation and a experimental engine test in a dynamometeitiadimulated ES performance
is first introduced using the calibrated engine model baseti® new engine specification
in Tablel6.1. And the ES control experimental results fromdignamometer test are dis-
cussed in the followings. Note that, for both simulation argderiment verifications, some
minor modifications are also introduced such as the ES tofofiostrategy with engine
load and speed ranges and the sinusoidal excitation sigmabff criteria at steady-state
after the ES convergence occurs.
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INTECRIO

Figure 6.4 Proposed rapid prototyping scheme with ES1000 VME [87].

6.3.1 Simulation Verification

A retarded spark timing with 12 CAD (i.éA8, 0 = 12 CAD) is chosen as an initial value
away from the nominal (pre-calibrated) optimum. The extiemseeking controller per-
formance using the mean-value model is shown in [Eig. 6.6. fifsecolumn presents a
commanded engine relative load profe, spark timingf, and corresponding combus-
tion phasedcasp. The second column shows the ES trigger, compensated spamnk) A0
and the resulting net specific fuel consumption (NSFC) wiidkies the ES controller.
The engine operating conditions for this simulation areceld as an engine speed of 2000
RPM and a relative load (RL) of 70%.
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Figure 6.6 Extremum seeking control test result : N = 2000 RPM, Reldteel = 70% A0, o =
12 CAD, fuel = EO.

We defined the ES target region as [65%, 75%] load with mag#ahed lines in the
first subplot of the first column. The ES target area corredptmthe load range where the
ES has been tuned. Once the engine visits the ES target heeBStcontroller is turned
on by the ES trigger and starts searching the optimum. The sfahe discrete ES con-
troller dynamicsx; is initialized at zero so that it can be used to update theksjraing
map in the ECU after searching for the optimal spark timimgthle simulation results, the
ES algorithm drives the combustion phagase to move from 16 to 6 CAD aTDC while
NSFC decreases from 223 to 211 g/kWh (approximately 5.4%ieficy improvement). It
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takes about 20 seconds to reach the optinfigms 28 CAD aTDC. After converging to the
optimal spark position with a small variation ®f less than a threshold valug,, for a
certain number of the spark excitationg, the ES spark excitation stopped at 40 seconds
during the simulation.

6.3.2 Overview of Experiments

The same ES control algorithm for spark timing has been implged and conducted in
a dynamometer facility. It has been tested for two differamgine speeds, N = 1500 and
2000 RPM. The associated relative load at N = 1500 RPM is 5Q¥ttenrelative loads for
N = 2000 RPM are 50% and 70%, respectively. For each engirexlspped load condition,
the nominal spark timin@, values were perturbed with three different offsets (i.e2,+1
+9 and +6 CAD) from the pre-defined ECU nfamlues to demonstrate the ES controller’s
ability to converge to the optimum. The reason for applymese offsets in the experiment
is to fictitiously introduce different ECU spark timing bilem the optimum. Tablg 612
shows the engine operating conditions for the spark timi8g&ntrol test at fixed loads.
Table 6.2 Engine operating conditions for extremum seeking (ES)robtest with fixed loads.

Engine speed Relative Load| Spark timing offsetl Fuel
N [RPM] [%0] AB5 o [CAD] [-]
1500 50 +6, +9, +12 E70
+12, 49, +
2000 50 12, +9, +6 E85
70 +12, +9, +6 E70

ES control algorithm is triggered to start seeking the optimspark timing from the
fictitiously perturbed spark timing once the engine visits ES target engine speed and
load. If the state [K] in the ES controller does not vary fomg spark excitation period,
the sinusoidal excitation signal is then turned off. Theieadpad is shifted to leave the ES
target region for a while. To test the ES control repeatittitie engine load is commanded
to revisit the ES target region to restart searching thenopt from the spark timing con-
verged to previously. The ES control scheme explained abaséeen five times and the
convergence occurs for each test. Notice that the ES testdétbtler holds and freezes its
state variables when the engine departs from the ES tamgjetreand reutilizes them once
the engine revisits the same target range. This allows theoB8oller to restart searching

2The spark timing values stored in the ECU map were deternpriedto the ES test with a conventional
calibration analysis such as the Design of Experiment (Doné&thod.
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for the optimum from where it leaves.

Long steady-state driving duration in a vehicle are raretgoaplished even in a cruise
condition due to unexpected torque disturbances such as<and altitude changes in the
load. To be implemented in a real vehicle, therefore, the &8rol algorithm needs to
be feasible even under small variations in both engine loadspeed. Since the optimal
spark timing is more sensitive to engine load than engineddeS control tests have been
conducted under various sinusoidal load conditions. Aetingine speed of 2000 RPM and
mean relative load of 50%, for instance, sinusoidal loadiigpvith two different ampli-
tudesAr. were commanded to produce a load variation. For each sigaisonplitude, the
frequencyfr. has been increased from 0.01 to 0.15 Hz as shown in Table @t tNat
initial spark timing was perturbed by +12 CAD from the optimwalue stored in a ECU
map.

Table 6.3 Engine operating conditions for extremum seeking (ES) robiést with sinusoidal
loads.

Spark timing offset Ar_ fRL Fuel
ABy o [CAD] [%0] [-] [-]

+12 3 |0.01,0.05,0.10,0.15 ES85

+12 5 0.01, 0.05,0.10 E85

Nominal engine speed N = 2000 RPM, relative load RL = 50%.

Similar to the ES test with fixed loads, the ES controllertstaearching for the optimal
spark timing once the engine visits the target range of engpeed and load. To check
the repeatability of the ES solution given a sinusoidal Jahd engine nominal condition
is shifted for a moment after the ES convergence occurs. |&imito the steady-state
experiments the resetting and ES test has been repeateidiibge t

6.3.3 ES Verification under Fixed Load

Some of dynamometer engine test results with fixed load tiondiare shown in Fid. 6.7
througH 6.9. The first column of each figure shows relative [&L), spark timingd, and
associated crank angle of 50% fuel burredsg from top to bottom. The second column
represents ES control trigger signal, compensated spaikgifrom the nominal spark
value stored in the ECU maj9, and net specific fuel consumption (NSFC) measurement.
Fig.[6.7 emulates steady-state driving conditions at N 02RPM and RL = 70%. At
this condition, the nominal spark timing in the ECU map hasrbielentified through the
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conventional calibration process 8% = -19 CAD aTDC with resulting combustion phase
Bcaso = 10 CAD aTDC. The target range of the ES control is [1900 RPM®RPM] en-
gine speed and [65%, 75%] relative load. The first test in[Eig.is initiated by retarding
the spark from the ECU value by 12 CAD (from -19 to -7 CAD). Thad is perturbed
at the time of 45, 75, 105 and 140 seconds to exit the targdtrimage for a few seconds
before returning to the target range. For five iterationshef ES test, the ES controller
converges to the minimum NSFC = 196 g/kWh. The determineidngpspark timings are
-23.5,-22.75, -23.5, -21.25 and -22.75 CAD aTDC with an agerof -22.75 CAD aTDC,
which causes a combustion phagsg at 6 CAD aTDC.
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Figure 6.7 Extremum seeking control test result : N = 2000 RPM, Reldtivad = 70% A6, o =
12 CAD, fuel = E70.

Fig.[6.8 shows similar experiments with the ones in Figl &dept the initial spark
timing shift of A8, o = 9 CAD (retarded from -19 to -10 CAD aTDC). The optimal spark
timings for the five load perturbations are foundégs= -23.5, -22.75, -21.25, -25 and -25
CAD aTDC, and the resulting spark timing on averagéjs= -23.5 CAD aTDC, which
is very similar to the case shown in FIg.16.7. Note that cqesling combustion phase
thetacaso for this optimal spark timing is approximately 5.5 CAD aTD&hich achieves
NSFC of 195 g/kWh.
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Figure 6.8 Extremum seeking control test result : N = 2000 RPM, Reldtivad = 70% A6, o =
9 CAD, fuel = E70.

Finally, as shown in Fig. 619, spark timing has been retatded aggressively by 6
CAD from ECU at the same engine operating conditions as onesrsin Fig.[6.Y and
[6.8 so that the ES test is initiated froflp = -13 CAD aTDC. The optimal spark timings
are determined as -25, -22, -21.25, -27.25 and -23.5 CAD gTB¢pectively, after each
convergence occurs. Despite small variations in the rieguitptimized spark timing and
associatedcaso, however, corresponding NSFC is within 1 g/kWh (between d:19% 196
g/kWh). The NMEP and NSFC flatness around the optimum as sloWwig.[6.1 is the
primary reason for the small variability in the convergid

The ES control algorithm was tested for three differentiahipark timingsAf, o =
12, 9 and 6 CAD (i.e. the initial spark timin@, = -7, -10 and -13 CAD aTDC) at the
engine speed of 2000 RPM and relative load of 70%. Althoughm@b spark timing has
variations between -8.25 (the most advanced optimal spauikd) and -2.25 (the most
retarded optimal spark timing), accumulative moving agesaafter fifth iteration of spark
timing optimization demonstrate negligible variationhwi#.8, -4.5 and -3.75, respectively.
It takes approximately less than 20 seconds to convergetimalspark position for most
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Figure 6.9 Extremum seeking control test result : N = 2000 RPM, Reldteel = 70% A0, =
6 CAD, fuel = E70.

of iterations. Notice that very similar ES control performsas have been observed from
other dynamometer engine test data for different enginedgpand loads, in which, we
used same values for the parameters in the implemented E®Icaigorithm.

6.3.4 ES Verification under Sinusoidal Load

In this section, we present the experimental results oftippemented ES control algorithm
in the dynamometer engine under sinusoidal load conditidwitice that the sinusoidal
load excitation is introduced by an electronic throttleuatbr while air-to-fuel ratio (AFR)
is always fixed at stoichiometric and variable valve timiRy/T) is managed via the ECU
map. Test results at the engine speed of 2000 RPM and relasideof 50% are presented
in Fig.[6.10 through 6.13. The contents of these figures ametichal with ones in the pre-
vious section. The blue dashed line in the first top subpldérmanded relative load signal
while the red solid line indicates achieved relative loathemdynamometer engine. For the
experiment with sinusoidal loads we measure indicatedifspéael consumption (ISFC)
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instead of NSFC as shown in the last subplot of first column.

We first applied a slow and small sinusoidal load superimghosetop of the fixed load
input (50% RL) with an amplitudég_ of 3% RL and a frequencygr_ of 0.01 Hz (or a
half period of 50 seconds) as shown in Fig. 6.10. The basd $ipaing during the sinu-
soidal load excitation is commanded by the ECU map in additbathe ES compensation
spark signalA@,, which causes a comparatively constant combustion phas@dithe lo-
cal target engine operating ranges. We also assume thatSR€ Mariation from the load
excitation is relatively small compared with its variatitom the spark timing changes.
Therefore, the ES control for the optimum spark timing caajnglicable even under small
load excitations in the ES target range. Unlike the stedaledoad tests, the base spark
timing from the ECU map varies during ES so that we comparectimepensated spark
timing signalA6, to evaluate the ES performance. As before, the load wasdeasity
perturbed outside the target ES range, causing the ES tastbpestart after ES conver-
gence. The spark converges all five times at t = 86, 109, 182ah8 227 seconds with
corrected spark timing\6, = 3.75, -0.75, -3, -7.5 and 0.75 CAD (i.e. -1.35 CAD on av-
erage), which achieves the combustion ph@sgo between 2 and 10 CAD aTDC. The
associated ISFC ranges from 185 to 188 g/kWh, which cleadys a huge fuel efficiency
increase from 205 g/kWh (approximately 9% fuel efficiencprovement) by spark timing
advance of 13.35 CAD.

Fig.[6.11 emulates sinusoidal driving conditions of a higihequencyfgr_ = 0.05 Hz
(a half period of 10 seconds) with the same amplitAge of 3% RL as shown in Fig. 6.10
at N = 2000 RPM and RL = 50%. The target range of the ES cont{@k80 RPM, 2100
RPM] engine speed and [40%, 60%] relative load. The inipakk timing was retarded by
ABy 0 =12 CAD from the ECU value, which corresponds to the combugthaseécasg of
22 CAD aTDC. It converges té:as0 = 5 CAD aTDC in 15 seconds after the first ES con-
trol. Corresponding ISFC level decreases from 210 to 18Wg/kvith an approximately
12% fuel efficiency increase. Compensated spark timix@igsafter five ES tests are -4.5, -
2.25,-1.5,0.75 and -5.25 CAD with an average of -2.55 CA® @park timing advance of
14.55 CAD after the ES test). Equivalent combustion pltaggp varies within a 5 g/lkwWh
variation from 3 to 8 CAD aTDC and ISFC varies from 185 to 186/gh.

In Fig.[6.12 a frequencyr. of sinusoidal load input is increased to 0.1 Hz (a half
period of 5 seconds) with an amplitude; = 3% RL. Values of the compensated spark
timing AB, after converging are 0.75, -3, -4.5, 4.5 and -0.75 CAD forfthe ES tests,
which introduce a combustion phaBgasg located from 5 to 12 CAD aTDC and an asso-
ciated ISFC between 185 and 189 g/kWh. Notice that, duriedfitst and the fourth ES
control in the test, the ES spark excitation stops at t = 301&tdseconds undesirably as
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Figure 6.10 Extremum seeking control test result : N = 2000 RPM, Reldtvad = 50% A8, o
=12 CAD,Ar_ = 3%, fg. = 0.01, fuel = ES85.

shown in the second subplot of the second column (dashddsjirsince the statq in the
ES controller meets the spark ES excitation stop criterfagxed in the previous section
[6.3.1. Specifically, the; variation was less than a threshalg,, for a given number of the
spark excitations;. It is clear that a more sophisticated convergence criteasmeeded
for avoiding similar problems in vehicle implementationith@ut these two ES cases, the
converged values @8, along with the associatedaso and ISFC are comparable to the
previous tests shown in Fig. 6110 dnd 6.11.

We also conducted the ES control algorithm test with a sinlasdoad frequencyfr.
of 0.15 Hz (a half period of 3.3 seconds) and its result is shiwFig.[6.13. Due to the
load variability the ES algorithm was always searching pkes time 43 seconds where
the first undesirable convergence happens with the samernréasn the previous test in
Fig.[6.12. The ES algorithm regulates the engine combuptiaseicasg in the range from
4 to 8 CAD aTDC and achieves ISFC between 185 to 189 g/kWh. 3tosd g/kwh ISFC
variation is primary due to the sinusoidal load changes a#/slin the third subplot of the
second column.
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Figure 6.11 Extremum seeking control test result : N = 2000 RPM, Reldtvad = 50% A8, o
=12 CAD, Ar_ = 3%, fg. = 0.05, fuel = E85.

In summary, the implemented ES algorithm in the dynamonegtgine has been tested
to accomplish the optimal spark timing under various tranisioad conditions introduced
using sinusoidal perturbations &% = 0.01, 0.05, 0.1 and 0.15 Hz under nominal load
level, 50% RL. The ES finds and maintains the best ISFC (betw&& to 188 g/kWh)
even under these transient load conditions. There is aanstange in the compensated
ES spark signal\@, around -2 CAD (i.e. 14 CAD advanced from the initial ECU off-
set) and the values achieved demonstrate convincinglylted&S algorithm controls spark
timing near its optimum value to achieve best fuel efficiency

6.4 Conclusion

This chapter demonstrated an ES control algorithm via éxygerts applied in an experi-
mental engine mounted in a dynamometer facility. First, NWdhd NSFC characteristics
have been analyzed based on different spark timing andbkanalve timing. Due to
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Figure 6.12 Extremum seeking control test result : N = 2000 RPM, Reldtvad = 50% A8, o
=12 CAD,Ar. = 3%, fg. = 0.1, fuel = E85.

small and negligible NSFC changes for IVO changes, the ESadms been tested only
for spark timing. The ES control algorithm was implement&draminor modifications
and two different types of load inputs have been appliednduthe ES algorithm test in
the dynamometer engine, namely fixed and transient loadsngine transient load input
has been realized with biased sinusoidal load commandsvaitbus amplitudes and fre-
guencies. It takes approximately 20 seconds to search tiraaspark timing under the
fixed load condition. For the transient load inputs, the entr'ES algorithm determines
the optimum up to the frequency &&= 0.1 Hz. For higher frequencies, where the load
changes faster than the rate of the ES convergence, the Bftlalg maintains the best
ISFC despite variations in spark.

Our results show the potential benefits of the ES methodobatgyalso highlight the
need to modify the ES algorithm in a real vehicle if the normha@ing profile involves
aggressive driving. To make a better decision whether theezged optimum value is true
or not, for instance, an additional diagnostic logic canrb®lved on top of the spark ES
excitation stop criteria to compare a converged spark traimd an associated specific fuel

113



15
T 0
g
g 05
=
2 o =
-05
— o)
) a
e 5
= 2
U H
I_‘b CDD
@ <
20 40 60 80 100 120 140 10 20 40 60 80 100 120 140
o5 b —— ISFC =——=ISFC .o |
g 200
s S
2 3 195 |
S )
5 Z 190 b
2 a
o
@ 185 k&
_5 ; ; : : ; ; : 180 ; ; ; : ; ; :
20 40 60 80 100 120 140 20 40 60 80 100 120 140
time [sec] time [sec]

Figure 6.13 Extremum seeking control test result : N = 2000 RPM, Reldtivad = 50% A6, o
=12 CAD,Ar_ = 3%, fr. = 0.15, fuel = E85.

consumption (SFC) level with the nominal ECU map value. Atke undesirable conver-
gence events can be filtered out with an accumulative mowegage methodology after
a couple of convergence events. It is envisioned that the iE®evcoupled with an algo-

rithm that identifies the driving patter (driver clarificati) and enables the ES algorithm

judiciously.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

In this section we summarize the work completed in this diaten. We first introduced
two different types of gasoline engines which improves thgie fuel efficiency and re-
duce the emissions in Chaplér 1:
e a heated-air intake homogeneous charge compressionoig{iiCCI) engine ca-
pable to increase combustion efficiency while reducing N@xssions due to low

peak in-cylinder temperatures through the lean combustianacteristics (covered
in Chaptet 2 and]3),

e a turbocharged (TC) spark ignition direct injection (Si2igine equipped with
variable valve timing (VVT) in flex-fuel vehicles (FFV) whiamproves significant
thermal efficiency with simultaneous engine-out emissextuction due to the po-
tential for engine diwnsizing with the internally reciraetéd exhaust gas (covered in
Chaptef 4[5 and 6).

In Chaptef 2 we developed the first crank-angle based cariesited model for a sin-
gle cylinder heated-inlet air HCCI engine with two intakedtties that control the cold and
hot air streams. The crank-angle based HCCI engine moddbio@sithe manifold filling
dynamics (including the intake and exhaust manifold maaekiction 2.4]1 arld 2.4.2) and
the cylinder dynamics (including the Woschni heat transbeconsider the heat transfer
through the cylinder parts in sectibn 2J5.3 and the Arrhemitegral to compute the start
of combustionBsoc in section[2.55). The good match in the prediction and adilich
using the dynamometer engine test data is also shown irme&E6 and 2]7.

Although the phenomenological crank-angle resolved HGQlree developed in Chap-
ter[2 are indispensable for understanding and simulatin@H&mbustion, low-order
models are necessary for real-time feedback controlleoasdrver design. A mean value
model (MVM) of single cylinder heated air HCCI engine wasgréfore, introduced in
Chaptef B validated using transient dynamometer enginelé¢s. In sectiof 313, we pro-
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posed that the combustion duratiaddd.onb, defined as the duration between the crank
angle of 10 and 90% fuel burned, can be a good proxy for bothbagtion stability and
fuel efficiency with respect to the covariance of indicateshm effective pressure (IMEP)
and indicated specific fuel consumption (ISFC), respelstivBased on this observation
and the novel allocation of two actuators (hot and cold thes}, a feedforward compen-
sator and a PI feedback controller were developed to regiByt,, and simulated with
both the MVM and crank-angle based model in sedtioh 3.4.

A control-oriented mean value model for a flex-fuel vehid¢i€Y) turbocharged (TC)
spark ignition direct injection (SIDI) engine with varigblalve timing (VVT) was in-
troduced and parameterized in Chapter 4. The static VVTddhg scheme that takes
various engine performance variables (e.g. fuel efficiearyssion and combustion stabil-
ity) into consideration was described in Secfion 4.3. Thesadlyic interaction between the
throttle and the valve overlap and their transient effentthe intake manifold pressure and
cylinder charge was analyzed in sectionl 4.4. Then, the @vepensator was designed
to improve the transient behaviors of cylinder charge dytip-ins and tip-outs when the
VVT system transits from one set-point position to other@mmanded by the static VVT
schedule in section 4.4. This valve compensator was intetaleegulate the load distur-
bance induced by the VVT perturbations for the on-boardcation such as an extremum
seeking (ES) presented in Chapter 5.

In Chaptet b, the mean value model from Chapter 4 was modifigdetdict the com-
bustion phasing (i.e. crank angle of 50% fuel buredsp) and mean effective pressure
(MEP) at various engine speeds and loads. Statistical medale then introduced in sec-
tion[5.2 to predict the effect of internal residual gas mdation (iIEGR) and spark timing
65 in the combustion efficiency and in the cycle-to-cycle costimun variations such that
the engine model imitates well the real engine performanitle r@spect to the optimal
operating points of VVT and@casg along with the practical noise levels of the engine per-
formance variables. An ES controller was then designed dti€5.3 to determine the
optimum VVT position and spark timing for the minimum net sifie fuel consumption
(NSFC) at given engine speeds and loads. Simulation rassiltg the engine model with
the designed extremum seeking algorithm showed that baitk $iming 6, and VVT val-
ues can converge to the optimum within 60 seconds even thihiggbonvergence rate may
be engine and vehicle specific.

The implementation and verification of the ES control altjon in a dynamometer en-
gine was presented in Chaptér 6. Due to small and negligiBIEQchanges for different
IVO values, the ES control has been tested only for sparktirim an experimental engine.
The ES control algorithm after minor modifications was inmpénted with the rapid pro-

116



totyping and two different types of load inputs have beeniaegmluring the ES algorithm
test in the dynamometer engine, namely fixed and transiadtiltputs. The transient load
input has been realized with biased sinusoidal load comsaitti various amplitudes and
frequencies. The experimental results showed approxiyna@eseconds to converge on
the optimal spark timing under the fixed load condition. HFa transient load inputs, the
current ES algorithm determined the optimum up to the fraquef fr. = 0.1 Hz (a half
period of 5 seconds). For higher frequencies, where thedbadges faster than the rate of
the ES convergence, the ES algorithm maintains the best t&S@ite small variations in
spark.

7.2 Future Work

In this section, we propose potential future directiongtesl to the work completed in
this dissertation. In the HCCI mean-value model presemtézhiaptef B, the cylinder wall
thermal dynamics are necessary to be modified to fully cephe first order response of
the crank angle of 50% fuel burnédasg [88], which requires more steady-state and tran-
sient experimental data. The engine was not available forotstrating the closed-loop
performance unfortunately due to the limited time for th@aywometer facility hence, in
this dissertation, we only provided simulation resultsta# tlesigned controller with the
crank-angle resolved nonlinear modellin|[53]. To comple&verification of the designed
controller performance, the implementation of the clokexp controller in the dynamome-
ter engine facility must be conducted.

In addition to the HCCI combustion, the mode transition lestwHCCI and SI com-
bustion is also one of the most active research efforts [8999, 92] to run HCCI engines
over the entire engine speed and load range limits its padcipplication. The SI com-
bustion model developed in Chapiér 5 can be a good basisdptiee both HCCI and Sl
combustion behaviors and its transitions. Notice that Hoeation of two throttle actuators
(hot and cold) in sectidn 3.4 was performed such that lesthattle open with more cold
throttle open can be achieved when the mode switch from HEGI is required beyond
the HCCI load limit (approximately 5 IMEP bars). Moreovdretexpansion of the HCCI
upper load limits with intake air boosting by a turbocharggm be well extended from this
dissertation work.

The designed valve compensator in Chapter 4 was able tovec® addressed tran-
sient coupling between throttle and VVT during load chande®ther transient air charge
coupling can be addressed with the turbocharger wastegaiatar especially at high loads
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[93,194]. An additional controller design, which takes irgocount the effect of a tur-
bocharger wastegate actuator on the cylinder charge fleavtogether with throttle and
VVT, can be proposed to improve the transient behavior om@reeload conditions up to
boosted operations. The dynamometer test with the extresaaking (ES) controller for
the optimal VVT was not completed in this dissertation du¢attk of the dynamometer
engine test data to analyze the effects of VVT and internahast gas recirculation IEGR)
on the combustion efficiency and stability explicitly foethew engine with a higher com-
pression ratio and a longer intake cam profile. Further tiyason, therefore, must be
performed for better understanding of VVT influences on latbine fuel efficiency and
air-path characteristics, and successful implementatitime VVT ES control algorithm in

the real engine.
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