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Roman symbols

\( P \) Pressure (atm)

\( T \) Temperature (K)

\( t \) Dimensional time (s)

Greek symbols

\( \phi \) Equivalence ratio

\( \sigma \) Sensitivity coefficient

\( \tau_{id} \) Ignition delay time

Superscripts

* Dimensionless scale

CHAPTER 2

Roman symbols

\( c \) Empirical constant

\( c_p \) Specific heat at constant pressure (KJ kg\(^{-1}\) K\(^{-1}\))

\( D_f \) Fractal dimension
\(d\)  \(d_f\)  Fluid molecular diameter (m)
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\(Gr\)  Grashof number \(g \beta_f (T^*_i - T^*_f) H^3 / \nu^2\)

\(g\)  Gravitational acceleration (m s\(^{-2}\))

\(H\)  Dimensional cavity height (m)

\(h\)  Heat convection coefficient (W m\(^{-2}\) K\(^{-1}\))

\(k\)  Thermal conductivity of pure fluid (W m\(^{-1}\) K\(^{-1}\))

\(L\)  Dimensional cavity width (m)

\(Nu\)  Local Nusselt number

\(\bar{Nu}\)  Average Nusselt number

\(Pr\)  Prandtl number, \(\nu_f / \alpha_f\)

\(R\)  Ratio of minimum to maximum nanoparticles \(d_{\text{min}} / d_{\text{max}}\)

\(Ra\)  Rayleigh number \(Pr Gr\)

\(T\)  Dimensionless temperature

\(t\)  Dimensionless time

\(u, v\)  Dimensionless velocity components along \((x, y)\) axes

\(x, y\)  Dimensionless Cartesian coordinates

**Greek symbols**

\(\alpha\)  Thermal diffusivity (m\(^2\) s\(^{-1}\))

\(\beta\)  Thermal expansion coefficient (K\(^{-1}\))

\(\varepsilon, \eta\)  Empirical constant

\(\theta\)  Dependent variables \((u, v, p, T, \psi)\)

\(\phi\)  Solid volume fraction

\(\nu_f\)  Kinematic viscosity (m\(^2\) s\(^{-1}\))
\( \omega \)  Vorticity (s\(^{-1}\))

\( \Omega \)  Dimensionless vorticity, \( \omega H^2 / \alpha_f \)

\( \psi \)  Dimensionless stream function

\( \rho \)  Density (kg m\(^{-3}\))

\( \mu \)  Dynamic viscosity (kg m\(^{-1}\) s\(^{-1}\))

**Superscripts**

*  Dimensional scale

**Subscripts**

c  Caused by heat convection

eff  Effective

f  Fluid

H  Hot

k  Grid point

L  Cold

max  Maximum

min  Minimum

nf  Nanofluid

p  Nanoparticle

s  Solid

**CHAPTER 3**

*Roman symbols*

\( B \)  Width of a square prism (m)

\( C \)  Cunningham correction factor
\( \text{c} \)  Streaming speed (m/s)
\( c_s \)  Sound speed (m/s)
\( d_p \)  Aerosol particle diameter (m)
\( e_\alpha \)  Lattice velocity vector
\( F_B \)  Brownian force (kg m s\(^{-2}\))
\( F_L \)  Lift force (kg m s\(^{-2}\))
\( f \)  Frequency of vortex shedding (Hz)
\( G_1, G_2 \)  Independent Gaussian random numbers
\( g \)  Gravitational acceleration (m s\(^{-2}\))
\( H \)  Channel height (m)
\( L \)  Longitudinal spacing between the centers of two obstacles (m)
\( M_g \)  Molecular mass of air (kg kmol\(^{-1}\))
\( N \)  Number of blocks
\( O_1 \)  Node on the boundary
\( O_2 \)  First node inside the boundary
\( P \)  Gas pressure (kpa)
\( p_\alpha \)  Pressure distribution function
\( p_{\alpha}^{\text{out}} \)  Outgoing distribution functions
\( p_{\alpha}^{\text{in}} \)  Incoming distribution functions
\( R \)  Universal gas constant (J K\(^{-1}\) mol\(^{-1}\))
\( Re \)  Reynolds number, \( u_{\text{max}} \cdot B / \nu_g \)
\( Stk \)  Stokes number, \( \frac{t_p}{t_g} = \frac{d_p^2 \varepsilon_Re}{18B^2} \)
\( Str \) Strouhal number, \( f \cdot B / u_{\text{max}} \)

\( T \) Transverse spacing between the centers of two obstacles (m)

\( T_g \) Gas temperature (K)

\( t_x \) Characteristic flow time (s)

\( t_p \) Particle response time (s)

\( \Delta t \) Time step (s)

\( U_1, U_2 \) Uniform random numbers between 0 and 1

\( u, v \) Dimensionless gas velocity components along \((x, y)\) axes

\( u \) Gas velocity, \([u, v]\)

\( V_p \) Volume of a single particle (m\(^3\))

\( w_a \) Weighting coefficient

\( \Delta x \) Lattice grid spacing

\( x, y \) Dimensionless Cartesian coordinates

**Greek symbols**

\( \varepsilon \) Ratio of particle density to gas density

\( \eta \) Particle deposition efficiency

\( \lambda_x \) Mean free path of air molecules (m)

\( \kappa \) Boltzmann constant (J/K)

\( \mu \) Dynamic viscosity (kg m\(^{-1}\) s\(^{-1}\))

\( \rho \) Density (kg m\(^{-3}\))

\( \nu_f \) Kinematic viscosity (m\(^2\) s\(^{-1}\))
$\tau_f$  Dimensionless relaxation time

$\Omega$  Dimensionless vorticity (s$^{-1}$)
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$\alpha$  Lattice direction

g  gas
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ABSTRACT

In this dissertation, three topics in thermal systems are investigated: 1) the effect of methyl-ester content on combustion chemistry of a biodiesel surrogate; 2) the effects of non-uniform particle sizes and fluid temperature on heat transfer characteristics of liquid water containing alumina nanoparticles; 3) the effects of obstacle arrangements on transport of aerosol particles in channel flows. The investigation focuses on computational modeling and analysis in the above problems.

In the first study, a kinetic modeling comparison of methyl butanoate and n-butane, its corresponding alkane, contrasts the combustion of methyl esters and normal alkanes, with the aim of understanding the effect of the methyl ester moiety. A fuel-breakdown model [J. Org. Chem. 2008, 73, 94; J. Phys. Chem. A 2008, 112, 51] is added to existing chemical kinetic mechanisms to improve the prediction of CO₂ formation from MB decomposition. Sensitivity and reaction pathway analysis show that the absence of negative temperature coefficient behaviors and reduction of soot precursors can be ascribed to the effect of the methyl ester.

The second study analyzes the heat transfer and fluid flow of natural convection in a cavity filled with Al₂O₃/water nanofluid that operates within differentially heated walls. The Navier-Stokes and energy equations are solved numerically, coupling the model of effective thermal conductivity [J. Phys. D 2006, 39, 4486] and model of effective dynamic viscosity [Appl. Phys. Lett.
2007, 91, 243112]. The numerical simulations explore the range where the heat transfer uncertainties can be affected by the operating conditions of the nanoparticles. Furthermore, the suppressed heat transfer phenomena are in good agreement with the latest experimental data of Ho et al. [Int. J. Therm. Sci. 2010, 49, 1345].

Finally, by using a simple lattice Boltzmann model coupled with a Lagrangian formalism, this study investigates the dispersion and deposition of aerosol particles over staggered obstacles in a two-dimensional channel flow. Particle motion mechanisms considered in the particle phase equation include drag, gravity, lift and Brownian forces. In this study, the results highlight the range of particle dimensions where the particle deposition can be affected by the arrangement of blocks placed in the channel flow.
INTRODUCTION

Computer modeling has become a powerful tool for assisting in design and optimization of thermal systems. In order to define thermal system operating conditions and interpret experimental findings, accurate computational models are now considered as an efficient way of structuring new and detailed knowledge coming from thermal sciences. A classic example can be seen in internal combustion (IC) engines. Nowadays, IC engines are designed to optimize thermal efficiency while meeting emission requirements and minimizing fuel consumption. Therefore, thermal systems in combustion engines, such as fuel, cooling and exhaust systems have to be performed properly especially in the current environmental issues.

In terms of fuel systems, the ubiquitous use of fossil fuels as a primary energy source in IC engines has led to critical societal issues, namely security of supply and climate change; these issues have thus motivated a strong interest in using Computational Chemistry to assist researchers developing alternative fuels to a growing demand for energy.

In order to increase fuel economy, automobile manufacturers have been attempting to lower the weight of vehicles. One of the possible strategies to approach this goal is to reduce the size of coolant systems that remove engine heat. Improving heat transfer performance of engine coolants can provide a means to achieve such a reduction in size. In analysis, Computational Fluid
Dynamics (CFD) can provide insight into the factors controlling the nature of flow and temperature within a cooling system.

To meet the requirements of future stringent emission legislation worldwide, research and development on advanced exhaust emission control technologies will be necessary. One of the methods to reduce emissions is to design better filters for the trapping of particulate matter emissions. Therefore, CFD can be used to provide an assessment of how arrangements of obstacles and protrusions in filters can operate effectively, efficiently and economically.

Motivated by these considerations, in the present study, I have attempted to use three computational techniques to investigate and explore possible solutions for the design of thermal systems. In the study of alternative fuels, kinetic modeling is used to analyze combustion characteristics of biodiesel fuels. In the study of coolant performance, computational fluid dynamics is applied to develop a new mathematical model to describe heat transfer characteristics for one of next generation coolants. In the study of aerosol particle trapping, a lattice Boltzmann method is used to develop a new mathematical model to understand how particles such as soot, are captured in obstructed channel flows. The present results and implications, however, are not limited to the application of IC engines.
CHAPTER 1

KINETIC MODELING OF BIODIESEL COMBUSTION

1.1. Introduction

Fuel security and anthropogenic carbon dioxide emissions, which are associated with climate change, arise from fossil fuel use for energy generation. The relentless growth in demand for energy has exacerbated these issues and has thus driven a search for sustainable alternatives to fossil fuels. One attractive option is biodiesel, which consists of the methyl esters of fatty acids, usually derived from plant oils, although other sources including animal fat are possible. The fatty acyl chains are chemically similar to the aliphatic hydrocarbons, which make up the bulk of the molecules found in petrol and diesel. Fatty acid methyl esters (FAMEs) have a formula of \( R-(\text{C}=\text{O})-\text{O-CH}_3 \) where \( R \) is a carbon chain of alkyl or alkenyl with as many as 16-18 carbon atoms.

As combustion technologies continue to evolve towards greater efficiency and reduced pollution, their development requires a comprehensive understanding of the combustion behavior of fuels. Kinetic modeling is one way to gain this knowledge through the examination of the oxidation characteristics of fuels and can greatly increase the efficiency of studying a variety of combustion systems. Due to the complexity of biodiesel and the size of its constituent molecules, direct modeling of its combustion has historically
been unfeasible. Instead, a common practice is the use of surrogate molecules or blends that match the characteristics of the real fuel but have much lower computational requirements. Therefore, simpler molecules have instead served as surrogates for the study of biodiesel combustion.

![Molecule structure of (a) MB; (b) n-butane.](image)

**Figure 1.1.** Molecule structure of (a) MB; (b) n-butane.

Methyl butanoate (MB), $\text{CH}_3\text{CH}_2\text{CH}_2(\text{C}=\text{O})-\text{O}-\text{CH}_3$ (Figure 1.1a) contains the essential chemical structure of the long-chain fatty acids, i.e., the methyl ester termination and a shorter, but similar, alkyl chain. MB was thus chosen initially as a fuel surrogate to produce a manageable chemical kinetic mechanism. Other researchers have recently described kinetic mechanisms for MB, as well as other methyl esters and biofuels, in detail. Briefly, Fisher et al. at the Lawrence Livermore National Laboratory (LLNL) created the first MB mechanism, containing 279 species and 1259 reactions, which formed a basis for future mechanism development. Metcalfe et al. and Dooley et al. each developed this mechanism further and verified it with a range of experiments, including high temperature shock tube and rapid compression machine studies. Gaïl et al. also modified and validated the LLNL mechanism against opposed diffusion flame and variable pressure flow reactors.

Biodiesel FAMEs contain two oxygen atoms per molecule. This more oxygenated chemical structure of biodiesel fuels alters their combustion and
leads to differences in macro scale performance factors, such as reactivity and pollutant formation, when compared to conventional diesel fuels.

Several important combustion features of methyl esters have been studied, especially in the context of methyl butanoate combustion\(^5\). One of the most important combustion features that have been studied is autoignition behavior, especially the absence of a negative temperature coefficient (NTC) region in methyl butanoate combustion. The NTC region exhibits a decrease in reactivity over a given intermediate temperature range, typically around 700K to 1000K. Alkylperoxy radical isomerizations are generally associated with this region, as subsequent reaction pathways lead to either chain propagation or branching\(^10\), which determines the reactivity of the system. The decrease in reactivity associated with the NTC region manifests itself, corresponding with the change of the primary reaction pathways from these radicals from chain branching to propagation with increasing temperature.

Fisher et al.\(^2\) predicted a region of NTC behavior for methyl butanoate using their model for homogeneous, isothermal, constant volume combustion. Subsequent studies, however, did not predict similar behavior in other environments. Gaïl et al.\(^3\) did not observe a NTC region in either simulations or experiments for variable pressure flow reactor (VPFR) combustion. Similarly, Dooley et al.\(^7\) did not find NTC for either of flow reactor or rapid compression machine (RCM) experiments or modeling. In contrast, n-butane (Figure 1.1b) does exhibit NTC behavior\(^11\), which implies that the presence of the methyl ester has a significant effect on reactivity. Since the NTC region is ascribed to alkylperoxy radical isomerization, the lack of NTC behavior in MB oxidation suggests that the methyl ester inhibits these reaction pathways; however, as
larger molecules do exhibit an NTC region, this effect diminishes with alkyl chain length. The unique pathways that influence this effect are of substantial interest, insofar as we wish to understand the role of the methyl ester in combustion.

CO$_2$ formation which occurs relatively early in combustion as a consequence of fuel-bound oxygen is a characteristic feature of methyl butanoate oxidation, in contrast with non-oxygenated fuels. Several researchers$^{6,12}$ have observed that the primary channels for this CO$_2$ production involve the butanoic acid (BAOJ) and methoxy formyl (CH$_3$OCO) radicals. These pathways are a direct result of the methyl ester moiety in methyl butanoate. Beyond simply noting the existence of this phenomenon, the formations of oxygenated species, such as CO$_2$ and CO have implications on the production of soot precursors such as acetylene. Studies involving both simulation and experiment have noted a decrease in soot formation when utilizing oxygenated fuels$^{13-15}$. For example, an engine modeling study performed by Westbrook et al.$^6$ found that displacing an oxygenated diesel surrogate, n-heptane, with oxygenated molecules lowered the overall formation of soot precursors. The mechanism for this reduction is thought to be due to the strength of the carbon-oxygen bond that is higher as compared with carbon-carbon or carbon-hydrogen bonds, as noted by Osmont et al.$^{16}$. Ostensibly, the carbon-oxygen bond persists throughout the combustion process, which removes at least one carbon from a pool of carbon atoms that may form soot precursors. In the case of MB, Westbrook et al.$^6$ suggest that the fuel-bound oxygen atoms remain bonded to one carbon, forming mainly carbon dioxide. Arguably, the formation of CO$_2$ effectively wastes an oxygen
atom that could potentially prevent a different carbon atom from forming a soot precursor; however, the exact mechanism by which the methyl ester moiety reduces soot precursor formation has not yet been fully analyzed. A more detailed analysis of this phenomenon will provide more insight into this mechanism.

In this work, we develop a new kinetic mechanism for MB (MBUMv2) to simulate the formation of carbon dioxide in the pyrolysis of MB in a shock tube\(^{12}\). Utilizing MBUMv2, we contrast the oxidation characteristics of MB in a shock tube with its corresponding normal alkane, n-butane. As MB and n-butane differ only by the methyl ester moiety in MB, the results of this study will isolate the effect of this moiety on combustion parameters, namely reactivity, as well as the formation of carbon dioxide, carbon monoxide, acetylene (C\(_2\)H\(_2\)), an important soot precursor\(^{17}\), and the related species ethylene (C\(_2\)H\(_4\)).

1.2. Methodology

The MBUMv2 mechanism is derived from the kinetic mechanism presented by Fisher et al.\(^2\) together with the addition of the newly found reaction pathways for the breakdown of MB\(^5\), six-centered unimolecular elimination reaction that yields ethylene and methyl acetate\(^{4,18}\) and LLNL detailed n-heptane mechanism\(^{19}\) which is for the consistency in shared reactions between MB and n-butane.

The kinetic mechanism is first validated in oxidation regimes against experimental data for MB and liquefied propane gas (LPG) blend mixtures in a Jet Stirred Reactor (JSR)\(^{3,20}\) and ignition delay times of MB and n-butane in a
Table 1.1. Molecule abbreviations for methyl butanoate species used throughout this study.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAOJ</td>
<td>CH₃CH₂CH₂C(=O)O</td>
</tr>
<tr>
<td>C₅H₇O₂</td>
<td>CH₂=CHCHCOOCH₃</td>
</tr>
<tr>
<td>MB</td>
<td>CH₃CH₂CH₂C(=O)OCH₃</td>
</tr>
<tr>
<td>MB2J</td>
<td>CH₃CH₂CHC(=O)OCH₃</td>
</tr>
<tr>
<td>MB3J</td>
<td>CH₃CHCH₂C(=O)OCH₃</td>
</tr>
<tr>
<td>MB4J</td>
<td>CH₂CH₂CH₂C(=O)OCH₃</td>
</tr>
<tr>
<td>MBMJ</td>
<td>CH₃CH₂CH₂C(=O)OCH₂</td>
</tr>
<tr>
<td>MB2D</td>
<td>CH₃CH=CHC(=O)OCH₃</td>
</tr>
<tr>
<td>MB3D</td>
<td>CH₂=CHCH₂C(=O)OCH₃</td>
</tr>
<tr>
<td>ME2J</td>
<td>CH₂C(=O)OCH₃</td>
</tr>
<tr>
<td>MP3J</td>
<td>CHCH₂C(=O)OCH₃</td>
</tr>
<tr>
<td>MP2D</td>
<td>CH=CH₂C(=O)OCH₃</td>
</tr>
<tr>
<td>MP2D3J</td>
<td>CH=CHC(=O)OCH₃</td>
</tr>
</tbody>
</table>

shock tube⁷,²¹. For validating the prediction of autoignition characteristics, we define ignition delay time as the time between the beginning of the simulation and the maximum rate of increase in OH concentration⁷, \( \frac{d[OH]}{dt} \).

Analysis is performed for oxidation in a shock tube, focusing on ignition delay, as well as the production of CO, CO₂, C₂H₂ and C₂H₄, employing both rate of production (ROP) and sensitivity analyses to investigate fuel chemistry. In sensitivity analyses, the sensitivity coefficient, \( \sigma \), is defined as \( \sigma = \frac{\tau'_{id} - \tau_{id}}{\tau_{id}} \), where \( \tau_{id} \) is the ignition delay of the unperturbed mechanism and \( \tau'_{id} \) is that of the adjusted mechanism by increasing the A-factors of the forward and reverse rate constants of a reaction or class of reactions by a factor of 2. A positive sensitivity coefficient signifies an increase in ignition delay, while a negative one indicates a decrease⁷,²².

Simulations are performed using the CHEMKIN 4.1 software package²³. Table 1.1 enumerates some relevant molecule abbreviations used in the mechanism and throughout this study.
1.3. Mechanism Validation

1.3.1. Oxidation of MB and LPG in a Jet Stirred Reactor

Figure 1.2 and Figure 1.3 show the experimental\textsuperscript{3,20} and predicted mole fraction profiles of fuels, carbon dioxide, and acetylene in the JSR combustion of MB and LPG. The modeling results are in good agreement with the experimental values except for acetylene from MB, for which a similar discrepancy can be seen in the previous studies\textsuperscript{7,24}.

![Figure 1.2](image-url)

*Figure 1.2. Mole fraction profiles of MB, O\textsubscript{2}, CO\textsubscript{2}, C\textsubscript{2}H\textsubscript{2} for MB oxidation as a function of temperature with $\phi$ of 1.13 (0.075\% MB, 0.43\% O\textsubscript{2}, and 99.945\% N\textsubscript{2}), a residence time of 0.7 s, and $P = 1$ atm in a JSR. Symbols are experimental data\textsuperscript{3} and lines with symbols are modeling results.*
Figure 1.3. Mole fraction profiles of \( nC_{4}H_{10} \), \( iC_{4}H_{10} \), \( C_{3}H_{8} \), \( C_{2}H_{2} \), and \( CO_{2} \) for LPG (36.2% \( C_{3}H_{8} \), 24.8% \( iC_{4}H_{10} \), and 39% \( nC_{4}H_{10} \)) oxidation as a function of temperature with a residence time of 0.12 s, 0.1% LPG, \( \phi = 1 \), and \( P = 1 \) atm in a JSR. Symbols are experimental data\(^{20}\) and lines with symbols are modeling results.

1.3.2. Ignition delay times of MB and n-butane in a shock tube

Figure 1.4 and Figure 1.5 present the results of calculated ignition delay

Figure 1.4. Calculated and measured ignition delay times of MB/O\(_{2}\)/Ar mixtures versus temperature for \( \phi \) of 0.5, 1, and 1.5 at pressure of 4 atm. Experimental data are taken from Dooley et al.\(^{7}\).
Figure 1.5. Calculated and measured ignition delay times of n-butane/O\textsubscript{2}/Ar mixtures versus temperature for different pressures at \( \phi \) of 1 (1\% C\textsubscript{3}H\textsubscript{8}, 6.5\% O\textsubscript{2}, 92.5\% N\textsubscript{2}). Experimental data are taken from Horning et al\textsuperscript{21}.

times of MB/O\textsubscript{2}/Ar and n-butane/O\textsubscript{2}/Ar mixtures in a shock tube at different operational parameters, together with the experimental data from the literature\textsuperscript{7,21}. The MBUMv2 mechanism successfully reproduced autoignition features as a function of temperature.

1.4. Results and discussion

1.4.1. Prediction of CO\textsubscript{2} formation in MB pyrolysis

The MBUMv2 mechanism is used to study the formation of CO\textsubscript{2} in the MB pyrolysis in a shock tube. The experimental data have been recently obtained by the research group of Prof. Hanson at Stanford\textsuperscript{12}. The reactor is fed with 2\% MB in Ar, and two conditions are analyzed: (i) \( T = 1260 \) K and \( P = 1.702 \) atm and (ii) \( T = 1426 \) K and \( P = 1.578 \) atm. The comparison between the experimental data and the computed results for the concentration of CO\textsubscript{2} is reported in Figure 1.6. The newly assembled kinetic model gives a very good
agreement with the experimental CO₂ profiles for the two cases. The error is within 10% of the experimental data for the whole residence time.

Figure 1.6. Mole fraction profiles of CO₂ for MB pyrolysis (2% MB in Ar) as a function of time at reflected shock conditions: (a) $T = 1260$ K and $P = 1.702$ atm and (b) $T = 1426$ K and $P = 1.578$ atm. The experimental data are taken from Farooq et al. The computer simulation results are also compared with the kinetic modeling solutions of Fisher et al. and Metcalfe et al.
Figure 1.7. Flux analyses for the formation of CO$_2$ during the MB pyrolysis at $T = 1426$ K and $P = 1.578$ atm in the shock tube. The analyses are carried out with the MBUMv1 mechanism at different residence times: (a) $t = 0.1$ ms and (b) $t = 0.4$ ms. The most important reactions involved in each pathway are given in parentheses. The notation “A/B” means A% reactant produces B% product in the considered channel.
To understand the formation of CO₂ during the MB breakdown, flux analyses are carried out using the MBUMv2 mechanism. Table 1.2 lists the main reactions involved in the formation of CO₂ for the shock tube simulations. Figure 1.7 shows the flux analyses for CO₂ formation in the shock tube (\(T = 1426\) K and \(P = 1.578\) atm) at a residence time of 0.1 ms (Figure 1.7a) and 0.4 ms (Figure 1.7b). In both cases, CO₂ is produced by two main pathways involving β-scission reactions. At \(t = 0.1\) ms, 87.1% CH₃OCO (through reaction R1) and 100% BAOJ (through reaction R8) are responsible for 56.5% and 43.5% CO₂ formation, respectively. As the simulation proceeds, the CH₃OCO channel becomes more important, accounting for 74.1% of CO₂ formation compared to 25.9% for the BAOJ channel at \(t = 0.4\) ms.

Table 1.2. Main reactions for the formation of CO₂ during MB pyrolysis.

<table>
<thead>
<tr>
<th>Reactions</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₃OCO = CH₃ + CO₂</td>
<td>(R1)</td>
</tr>
<tr>
<td>CH₃OCO = CH₃O + CO</td>
<td>(R2)</td>
</tr>
<tr>
<td>CH₃CH₂CH₂COO (BAOJ) + CH₃ = MB</td>
<td>(R3)</td>
</tr>
<tr>
<td>MB + H = CH₃CHCH₂COOCH₃ (MB3J) + H₂</td>
<td>(R4)</td>
</tr>
<tr>
<td>CH₃CHCH₂COOCH₃ (MB3J) = CH₃OCO + C₃H₆</td>
<td>(R5)</td>
</tr>
<tr>
<td>MB + H = CH₂CH₂CH₂COOCH₃ (MB4J) + H₂</td>
<td>(R6)</td>
</tr>
<tr>
<td>CH₂CO₂CH₃ + C₂H₅ = MB</td>
<td>(R7)</td>
</tr>
<tr>
<td>CH₃CH₂CH₂COO (BAOJ) = (n)-C₃H₇ + CO₂</td>
<td>(R8)</td>
</tr>
<tr>
<td>MB = (n)-C₃H₇ + CH₃OCO</td>
<td>(R9)</td>
</tr>
<tr>
<td>MB = CH₃ + CH₂CH₂COOCH₃ (MP3J)</td>
<td>(R10)</td>
</tr>
<tr>
<td>CH₂CH₂COOCH₃ (MP3J) = C₂H₄ + CH₃OCO</td>
<td>(R11)</td>
</tr>
<tr>
<td>MB + H = CH₃CH₂CH₂COOCH₂ (MBMJ) + H₂</td>
<td>(R12)</td>
</tr>
<tr>
<td>CH₃CH₂CH₂COOCH₂ (MBMJ) = CH₃CHCH₂COOCH₃ (MB3J)</td>
<td>(R13)</td>
</tr>
</tbody>
</table>

CH₃OCO can be formed from MB directly through the unimolecular decomposition reaction (reaction R9) or indirectly through the hydrogen abstraction reactions to create MB3J and MP3J (reactions R4 and R10, respectively) and the combination between hydrogen abstraction and
hydrogen migration from MBMJ (reaction R12 and R13). For convenience in discussion, the net flux ratio between the two channels from CH$_3$OCO to CO$_2$ and CO can be denoted as $(\text{CH}_3\text{OCO} \rightarrow \text{CO}_2)$ and $(\text{CH}_3\text{OCO} \rightarrow \text{CO})$, respectively. The net flux is the sum of the forward and reverse flux for each channel. As the time elapses, the CO$_2$ dissociation channel becomes more and more important; particularly, the $(\text{CH}_3\text{OCO} \rightarrow \text{CO}_2)/(\text{CH}_3\text{OCO} \rightarrow \text{CO})$ ratio is 6.7 and 7.4 at $t = 0.1$ and $t = 0.4$ ms, respectively.

1.4.2. Oxidation of MB and n-butane in a shock tube

1.4.2.1. Ignition characteristics

We study shock tube oxidation of stoichiometric mixtures of each fuel and air for a range of temperatures from 750K to 1300K and pressures of 12.5 atm and 40 atm (values after reflected shock). These pressures are chosen in accordance with a study by Hoffman et al.\textsuperscript{25} comparing several fuel surrogates in homogeneous charge compression ignition (HCCI) engine conditions. Additionally, we investigate the effect of changing the absolute amount of fuel and oxygen in the system while maintaining stoichiometric conditions.

The simulations are performed for oxygen concentrations (mole fraction) of 6.5% and 19.5%, or 1% and 3% fuel respectively. Figure 1.8 shows the computed ignition delay times for both fuels under these conditions. The effect of the absolute amount of fuel and oxygen is insignificant, so further discussion will be limited to the 19.5% O$_2$ case. The primary difference in combustion, as expected, is the strong NTC behavior of n-butane that is not matched by methyl butanoate, which occurs between 740K and 890K at 12.5 atm or 750K and 920K at 40 atm. At temperatures above these regions, the two fuels show
similar autoignition characteristics. We subsequently conduct sensitivity analysis to identify important reactions governing autoignition.

Figure 1.8. Calculated ignition delay times for stoichiometric mixtures of MB/O_2/Ar and C_4H_{10}/O_2/Ar versus temperature at pressure of (a) 12.5 atm and (b) 40 atm. 1% Fuel, 6.5% O_2, 92.5% N_2; 3% Fuel, 19.5% O_2, 77.5% N_2.

Since the results are similar between both studied pressures, we will only discuss the results at 12.5 atm. The results of this analysis are shown in Figures 1.9 and Figure 1.10, for the temperatures 1400K and 780K.
respectively and for a pressure of 12.5 atm. At 1400K, analogous sensitivity results reflect the similarity in ignition delay between both fuels; each fuel’s ignition properties are sensitive to similar types of reactions.

Figure 1.9. Ignition delay sensitivity results at $T = 1400K$, $P = 12.5$ atm, for mixtures of 3% Fuel, 19.5% $O_2$ and 77.5% $N_2$. (a) methyl butanoate; (b) n-butane. The symbol ‘X’ denotes the combined sensitivity to reactions by the radicals H, OH and CH$_3$.

Figure 1.10 shows the differences in sensitivity results between both fuels at 780K. A major feature of the results is the dependence of autoignition on reactions that involve HO$_2$ or OH. The hydroperoxyl radical HO$_2$ negatively
Figure 1.10. Ignition delay sensitivity results at $T = 780K$, $P = 12.5$ atm, for mixtures of 3% Fuel, 19.5% $O_2$ and 77.5% $N_2$. (a) methyl butanoate; (b) n-butane; (c) sensitivity of ignition delay to hydrogen abstraction reactions. The symbols 'X' and 'x' denote the combined sensitivity to reactions at possible abstraction sites for MB and n-butane, respectively.
affects the concentration of hydroxyl radical OH, which governs the reactivity of the system. Specifically, the recombination reaction HO₂ + HO₂ = H₂O₂ + O₂ is a chain termination reaction; moreover, H₂O₂ further consumes OH through the reaction H₂O₂ + OH = HO₂ + HO₂, which forms a radical consuming cycle. Consequently, reactions that produce HO₂ significantly reduce reactivity.

Extending this concept further, any reactions involved in pathways that form either HO₂ or OH will influence the autoignition properties of their respective fuels. For example, at 1400K (Figure 1.9), hydrogen abstractions from MB increase ignition delays, as these reactions consume radicals such as H, OH, or CH₃. In particular, hydrogen abstraction from MB by H-atoms decreases reactivity through competition with the branching reaction H + O₂ = O + OH. Conversely, as the importance of this branching reaction decreases with temperature, hydrogen abstractions increase reactivity at lower temperatures, shown for 780K in Figure 1.10. This result illustrates the indirect effect that reactions can have on reactivity, without involving OH or HO₂ directly.

Table 1.3. The most important reactions involved in direct methyl butanoate and n-butane consumption in our autoignition study.

<table>
<thead>
<tr>
<th>MB</th>
<th>C₄H₁₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>R25. MB + HO₂ = MB₃J + H₂O₂</td>
<td>R738. C₄H₁₀ + H = pC₄H₉ + H₂</td>
</tr>
<tr>
<td>R35. MB + CH₃O₂ = MB₂J + CH₃O₂H</td>
<td>R739. C₄H₁₀ + H = sC₄H₉ + H₂</td>
</tr>
<tr>
<td>R36. MB + HO₂ = MB₂J + H₂O₂</td>
<td>R740. C₄H₁₀ + OH = pC₄H₉ + H₂O</td>
</tr>
<tr>
<td>R371. MB + H = MB₄J + H₂</td>
<td>R741. C₄H₁₀ + OH = sC₄H₉ + H₂O</td>
</tr>
<tr>
<td>R373. MB + OH = MB₄J + H₂O</td>
<td>R745. C₄H₁₀ + HO₂ = sC₄H₉ + H₂O₂</td>
</tr>
<tr>
<td>R379. MB + H = MB₃J + H₂</td>
<td></td>
</tr>
<tr>
<td>R381. MB + OH = MB₃J + H₂O</td>
<td></td>
</tr>
<tr>
<td>R385. MB + H = MB₂J + H₂</td>
<td></td>
</tr>
<tr>
<td>R387. MB + OH = MB₂J + H₂O</td>
<td></td>
</tr>
<tr>
<td>R403. MB + H = MBMJ + H₂</td>
<td></td>
</tr>
<tr>
<td>R405. MB + OH = MBMJ + H₂O</td>
<td></td>
</tr>
</tbody>
</table>
Table 1.4. Proportions of consumed fuel by specific reactions in our auto-ignition study. Normalized rates of production are computed at 2%, 33% and 50% fuel consumption (0.006s, 0.084s and 0.096s). \( T = 780K; P = 12.5 \text{ atm}; \phi = 1. \)

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>Reaction consuming MB (%)</th>
<th>R25</th>
<th>R35</th>
<th>R36</th>
<th>R371</th>
<th>R373</th>
<th>R379</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.006</td>
<td></td>
<td>-14.8</td>
<td>-15.8</td>
<td>-</td>
<td>-14.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.084</td>
<td>-6.4</td>
<td>-8.5</td>
<td>-30.5</td>
<td>-7.1</td>
<td>-5.9</td>
<td>-7.5</td>
<td></td>
</tr>
<tr>
<td>0.096</td>
<td>-</td>
<td>-18.8</td>
<td>-13.3</td>
<td>-5.3</td>
<td>-13.0</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>Reaction consuming MB (%)</th>
<th>R381</th>
<th>R385</th>
<th>R387</th>
<th>R403</th>
<th>R405</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.006</td>
<td>-18.2</td>
<td>-15.3</td>
<td>-</td>
<td>-10.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.084</td>
<td>-6.1</td>
<td>-6.4</td>
<td>-6.1</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.096</td>
<td>-10.9</td>
<td>-5.4</td>
<td>-7.0</td>
<td>-</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>Reaction consuming n-C4H10 (%)</th>
<th>R738</th>
<th>R739</th>
<th>R740</th>
<th>R741</th>
<th>R745</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.003</td>
<td>-11.2</td>
<td>-32.7</td>
<td>-58.4</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0106</td>
<td>-11.2</td>
<td>-24.0</td>
<td>-40.9</td>
<td>-62.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0126</td>
<td>-17.1</td>
<td>-23.8</td>
<td>-39.8</td>
<td>-</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Consequently, the reaction pathways involved in the decomposition of MB and n-butane to either HO₂ or OH will help to elucidate the effect of the methyl ester on the NTC region. Therefore, for shock tube oxidation of both fuels at 780K, we perform rate of production (ROP) or flux analysis at times throughout the simulation, namely 2%, 33% and 50% fuel consumption, or 0.006s, 0.084s and 0.096s respectively. The most important reactions in the consumption of each fuel are shown in Table 1.3.

Table 1.4 lists the proportions of the fuel that form each alkylester or alkyl radical for combustion of methyl butanoate and n-butane. The evolution of these radicals ultimately influences the autoignition behavior of their corresponding fuels; in the low temperature region, these radicals react with O₂ to form RO₂ radicals, which isomerize and subsequently lead to the formation of either HO₂ or OH and thus significantly affect ignition delay.

Figure 1.11 and Figure 1.12 illustrate the primary decomposition pathways
Figure 1.11. Decomposition pathways at 33% fuel consumption for primary fuel alkylester radicals (methyl butanoate) at $T = 780K$, $P = 12.5$ atm, $\phi = 1$. (a) MB2J; (b) MB3J; (c) MB4J.
Figure 1.12. Decomposition pathways at 33% fuel consumption for primary fuel alkyl radicals (n-butane) at $T = 780K$, $P = 12.5$ atm, $\phi = 1$. (a) $sC_4H_9$; (b) $pC_4H_9$.

for the fuel alkylester or alkyl radicals of both fuels, derived from flux analysis at 33% fuel consumption. The radical $MB2J$ (Figure 1.11a) reacts to form $MB2OO$, which subsequently isomerizes through 5-, 6- and 7- membered transition states to form the hydroperoxy alkylester radicals $MB2OOH3J$, $MB2OOH4J$ and $MB2OOHMJ$ respectively. The most important channels in
this case are the 5-membered and 6-membered reactions, which lead to the formation of HO$_2$ and OH respectively. This result corroborates our sensitivity analysis, where the reaction MB$_2$OO = MB$_2$OOH$_3$J, with a 5-membered transition state, increases ignition delay, while the reaction MB$_2$OO = MB$_2$OOH$_4$J, with a 6-membered transition state, decreases ignition delay. The radical MB$_3$J forms MB$_3$OO, and then primarily through a 5-membered ring, leading to the formation of HO$_2$. MB$_4$J mainly follows a 6-membered ring pathway, leading to the formation of OH.

Table 1.5. Percentages of each fuel forming specific alkylester (methyl butanoate) or alkyl (n-butane) radicals. $T = 780K$; $P = 12.5$ atm; $\phi = 1$.

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>Alkylester radical (% MB)</th>
<th>Alkyl radical (% C$<em>4$H$</em>{10}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MB$_2$J</td>
<td>MB$_3$J</td>
</tr>
<tr>
<td>0.006</td>
<td>46</td>
<td>18</td>
</tr>
<tr>
<td>0.084</td>
<td>52</td>
<td>20</td>
</tr>
<tr>
<td>0.096</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Avg.</td>
<td>40</td>
<td>20</td>
</tr>
</tbody>
</table>

Similarly, the fuel alkyl radicals of n-butane, sC$_4$H$_9$ and pC$_4$H$_9$, can react through 5- or 6- membered ring pathways. The radical sC$_4$H$_9$ behaves similarly to the radical MB$_2$J, where the 5- and 6- membered pathways lead to HO$_2$ and OH respectively. The sensitivity analysis in Figure 1.10 reflects the effect of these pathways, where the 5-membered reaction sC$_4$H$_9$O$_2$ = C$_4$H$_8$OOH$_{2-3}$ inhibits reactivity, whereas the 6-membered reaction sC$_4$H$_9$O$_2$ = C$_4$H$_8$OOH$_{2-4}$ enhances reactivity. The radical pC$_4$H$_9$ mainly reacts through pathways leading
to the formation of OH, namely through the reaction $\text{pC}_4\text{H}_9\text{O}_2 = \text{C}_4\text{H}_8\text{OOH}_{1-3}$, a 6-membered isomerization.

These results demonstrate how the methyl ester moiety changes the low temperature oxidation of methyl butanoate in contrast to its corresponding normal alkane, n-butane. Table 1.5 shows that, over the time period that we studied, an average of 58% of n-butane and 40% of MB react through $\text{sC}_4\text{H}_9$ and MB2J respectively, radicals which behave similarly. Due to the methyl ester, however, MB3J behaves differently than MB2J; namely, in the case of n-butane, the positions of these carbons are symmetrically equivalent and the corresponding radicals are not treated differently. In the same way, the radical $\text{pC}_4\text{H}_9$ is formed from two symmetrically equivalent carbons on either end of n-butane; in methyl butanoate, one of these carbons is bonded as part of the methyl ester moiety. This asymmetry also explains the result that considerably more of n-butane, an average of 29%, reacts through the reactivity enhancing pathway involving $\text{pC}_4\text{H}_9$, compared with an average of 16% of MB following the analogous pathway through MB4J. The methyl ester therefore reduces the amount of fuel that follows channels that enhance reactivity and also enables the reactivity inhibiting pathway through MB3J. This effect offers an explanation for the absence of NTC behavior in MB combustion. Ostensibly, the alkyl chain of MB is too short to overcome this effect, which is consistent with previous observations by Walton et al.\textsuperscript{26}. As well, the asymmetry of the methyl ester moiety can be expected to decrease in significance as the alkyl chain increases in length. This theory is therefore consistent with observed NTC behavior in the combustion of larger methyl esters\textsuperscript{27}. 
1.4.2.2. Formation of oxygenated species

To investigate the production of oxygenated species from fuel-bound oxygen, we investigate shock tube oxidation of stoichiometric mixtures of both fuels at temperatures of 1100K and 1600K and a pressure of 4 atm. These conditions are chosen to match the range of conditions studied by Dooley et al.7. Using the shock tube model allows us to capture the time dependence of CO₂ or CO formation from methyl butanoate oxidation and contrast it with that of n-butane. Clearly, n-butane contains no fuel-bound oxygen; therefore understanding the formation of oxygenated species from n-butane will facilitate the identification of reaction channels unique to the methyl ester. Our chosen stoichiometric conditions allow oxidation of either fuel that is unconstrained by

Figure 1.13. Temperature and concentration profiles of selected species for shock tube oxidation at $P = 4$ atm, $\phi = 1$ (1% Fuel, 6.5% O₂, 92.5% N₂): $t^* = t / \tau_{id}$ (a) MB at $T = 1100\text{K}$, $\tau_{id} = 0.0075\text{s}$; (b) n-butane at $T = 1100\text{K}$, $\tau_{id} = 0.00945\text{s}$; (c) MB at $T = 1600\text{K}$, $\tau_{id} = 2.8 \times 10^{-5}\text{s}$ (d) n-butane at $T = 1600\text{K}$, $\tau_{id} = 2.3 \times 10^{-5}\text{s}$. 
the amount of environmental oxygen. Figure 1.13 compares n-butane and methyl butanoate combustion, at both 1100K and 1600K; the plots show temperature profiles, as well as the concentration profiles of MB, C\textsubscript{4}H\textsubscript{10}, O\textsubscript{2}, CO and CO\textsubscript{2} plotted as a function of normalized residence time $t^* = t / \tau_{id}$.

Methyl butanoate combustion produces a substantial amount of CO\textsubscript{2} prior to ignition ($t^* = 1$), in comparison to that of n-butane, which is typically ascribed to the effect of the methyl ester, or specifically fuel-bound oxygen.

We seek to capture the effect of this fuel-bound oxygen and conduct ROP analysis to elucidate the pathways involved in both CO and CO\textsubscript{2} production from both fuels. The flux analysis focuses on reaction pathways at $t^* = 0.8$ and $t^* = 0.2$ for the temperatures 1100K and 1600K respectively. These times are chosen to be approximately at the intersection of the concentration curves of MB decomposition and CO\textsubscript{2} production. In this way, we ensure that there will be sufficient amounts of species such that we can find pathways connecting the fuel and oxygenated species.

Under these conditions, the first step in the formation of oxygenated species is the formation of fuel alkylester or alkyl radicals from each fuel. The

Table 1.6. The most important reactions involved in methyl butanoate and n-butane consumption in our oxygenated species study.

<table>
<thead>
<tr>
<th>Reactions of MB</th>
<th>Reactions of C\textsubscript{4}H\textsubscript{10}</th>
</tr>
</thead>
<tbody>
<tr>
<td>R5. MB (+M) = MP3J + CH\textsubscript{3} (+M)</td>
<td>R724. C\textsubscript{4}H\textsubscript{10} = C\textsubscript{2}H\textsubscript{5} + C\textsubscript{2}H\textsubscript{5}</td>
</tr>
<tr>
<td>R6. BAOJ + CH\textsubscript{3} = MB</td>
<td>R738. C\textsubscript{4}H\textsubscript{10} + H = pC\textsubscript{4}H\textsubscript{9} + H\textsubscript{2}</td>
</tr>
<tr>
<td>R7. MB (+M) = ME2J + C\textsubscript{2}H\textsubscript{5} (+M)</td>
<td>R739. C\textsubscript{4}H\textsubscript{10} + H = sC\textsubscript{4}H\textsubscript{9} + H\textsubscript{2}</td>
</tr>
<tr>
<td>R371. MB + H = MB4J + H\textsubscript{2}</td>
<td>R740. C\textsubscript{4}H\textsubscript{10} + OH = pC\textsubscript{4}H\textsubscript{9} + H\textsubscript{2}O</td>
</tr>
<tr>
<td>R379. MB + H = MB3J + H\textsubscript{2}</td>
<td>R741. C\textsubscript{4}H\textsubscript{10} + OH = sC\textsubscript{4}H\textsubscript{9} + H\textsubscript{2}O</td>
</tr>
<tr>
<td>R385. MB + H = MB2J + H\textsubscript{2}</td>
<td></td>
</tr>
<tr>
<td>R403. MB + H = MBMJ + H\textsubscript{2}</td>
<td></td>
</tr>
</tbody>
</table>
Table 1.7. Proportions of consumed fuel by specific reactions in our oxygenated species study. Normalized rates of production are computed at $P = 4$ atm and $\phi = 1$.

<table>
<thead>
<tr>
<th>T (K)</th>
<th>$t^*$</th>
<th>Reaction Consuming Methyl Butanoate (%)</th>
<th>R5</th>
<th>R6</th>
<th>R7</th>
<th>R371</th>
<th>R379</th>
<th>R385</th>
<th>R403</th>
</tr>
</thead>
<tbody>
<tr>
<td>1100</td>
<td>0.8</td>
<td>R6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-25</td>
<td>-21</td>
<td>-18</td>
<td>-14</td>
</tr>
<tr>
<td>1600</td>
<td>0.2</td>
<td>R7</td>
<td>-1</td>
<td>-22</td>
<td>-5</td>
<td>-20</td>
<td>-13</td>
<td>-10</td>
<td>-12</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>T (K)</th>
<th>$t^*$</th>
<th>Reaction Consuming n-Butane (%)</th>
<th>R724</th>
<th>R738</th>
<th>R739</th>
<th>R740</th>
<th>R741</th>
</tr>
</thead>
<tbody>
<tr>
<td>1100</td>
<td>0.8</td>
<td>R6</td>
<td>-</td>
<td>-13</td>
<td>-37</td>
<td>-15</td>
<td>-25</td>
</tr>
<tr>
<td>1600</td>
<td>0.2</td>
<td>R7</td>
<td>-20</td>
<td>-20</td>
<td>-37</td>
<td>-6</td>
<td>-9</td>
</tr>
</tbody>
</table>

Main reactions involved in this process are listed in Table 1.6; as well, the proportions of each fuel forming each radical are listed in Table 1.7 for both 1100K and 1600K. As mentioned in our analysis of reactivity, methyl butanoates asymmetric structure leads to four distinct alkylester radicals, compared with two in the case of n-butane. The effect of increasing temperature from 1100K to 1600K is to enhance the importance of unimolecular reactions for both fuels. Thus, at 1600K, increased proportions of the fuel follow reactions R5, R6 and R7 from MB, and reaction R724 from n-butane.

1.4.2.2.1. Carbon monoxide

The next step in the formation of oxygenated species involves the decomposition of these fuel radicals. The reaction pathways that connect alkylester radicals to carbon monoxide at 1100K are shown in Figure 1.14. The alkylester radicals MB4J, MB3J, and MB2J contribute the most to CO formation. In particular, the pathway beginning with MB4J illustrates a mechanism for direct CO production from MB. MB4J undergo a $\beta$-scission reaction to form the methyl ethanoate radical (ME2J). ME2J further decom-
poses to CH$_2$CO and CH$_3$O. Similarly, MB3J forms C$_5$H$_7$O$_2$, which subsequently produces CH$_3$O. Table 1.8 lists the reactions and their relative proportions that directly contribute to CO formation at 1100K and 1600K. The majority of CO is formed from reactions involving either HCO or CH$_3$CO.

Figure 1.14 shows that CH$_3$O primarily forms CH$_2$O and then HCO; additionally, CH$_2$CO forms CH$_3$CO through hydrogen addition. Consequently, a significant amount of CO formation in these conditions is directly traceable fuel-bound oxygen.
Table 1.8. Proportions of carbon monoxide formed by specific reactions. Normalized rates of production are computed at $P = 4$ atm and $\phi = 1$

<table>
<thead>
<tr>
<th>Fuel</th>
<th>$t^*$</th>
<th>Reactions at $T = 1100$ K (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R377</td>
</tr>
<tr>
<td>MB</td>
<td>0.8</td>
<td>11</td>
</tr>
<tr>
<td>C$<em>4$H$</em>{10}$</td>
<td>0.8</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fuel</th>
<th>$t^*$</th>
<th>Reactions at $T = 1600$ K (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R377</td>
</tr>
<tr>
<td>MB</td>
<td>0.2</td>
<td>18</td>
</tr>
<tr>
<td>C$<em>4$H$</em>{10}$</td>
<td>0.2</td>
<td>23</td>
</tr>
</tbody>
</table>

**Reaction number definitions**

- R377     CH$_3$CO = CH$_3$ + CO
- R466     HCO + M = H + CO + M
- R491     HCO + CH$_3$ = CH$_4$ + CO
- R497     HCO + O$_2$ = CO + HO$_2$
- R1840    CH$_2$CHO + O$_2$ => CH$_2$O + CO + OH
- R2024    nC$_3$H$_7$CO = nC$_3$H$_7$ + CO
- R2326    CH$_2$(s) + O$_2$ => CO + OH + H

In contrast, at 1100K, n-butane produces CO through the radical sC$_4$H$_9$, which decomposes to C$_3$H$_6$ and CH$_3$. The methyl radical, CH$_3$, reacts with HO$_2$ to form CH$_3$O and OH. CH$_3$O then forms CH$_2$O which leads to HCO and finally CO. The oxygen involved in this process obviously originates from the environment, which is demonstrated by this pathways dependence on the reaction of CH$_3$ with HO$_2$. Similar trends apply at 1600K, where a significant portion of CO formed from MB is via the radical ME2J, which links fuel-bound oxygen to CO formation. CO formation from n-butane again is clearly dependent on environmental oxygen.

### 1.4.2.2.2. Carbon dioxide

Table 1.9 enumerates important reactions in carbon dioxide formation both before and after ignition. Unique pathways involved in CO$_2$ formation from fuel-bound oxygen in methyl butanoate are easily identified, as n-butane produces negligible amounts of CO$_2$ at the time of our flux analysis, namely $t^*$.
Table 1.9. Proportions of carbon dioxide formed by specific reactions. Normalize rates of production are computed at $P = 4$ atm; $\phi = 1$.

<table>
<thead>
<tr>
<th>Fuel</th>
<th>$t^*$</th>
<th>Reactions at T = 1100 K (%)</th>
<th>R383</th>
<th>R1893</th>
<th>R465</th>
<th>R1893</th>
<th>R2316</th>
<th>R2318</th>
</tr>
</thead>
<tbody>
<tr>
<td>MB</td>
<td>0.8</td>
<td>63</td>
<td>-</td>
<td>28</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>98</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$C_4H_{10}$</td>
<td>1</td>
<td>-</td>
<td>67</td>
<td>-</td>
<td>15</td>
<td>6</td>
<td>6</td>
<td>-</td>
</tr>
</tbody>
</table>

Fuel $t^*$ Reactions at T = 1600 K (%)

<table>
<thead>
<tr>
<th>Fuel</th>
<th>$t^*$</th>
<th>Reactions at T = 1600 K (%)</th>
<th>R54</th>
<th>R383</th>
<th>R1893</th>
</tr>
</thead>
<tbody>
<tr>
<td>MB</td>
<td>0.2</td>
<td>40</td>
<td>38</td>
<td>20</td>
<td></td>
</tr>
</tbody>
</table>

Reaction number definitions

- R54: $BAOJ = CO_2 + nC_3H_7$
- R383: $CH_3OCO = CO_2 + CH_3$
- R465: $CO + OH = CO_2 + H$
- R518: $CH_2 + O_2 = CO_2 + 2H$
- R1893: $HCCO + O_2 = CO_2 + HCO$
- R2316: $HOCHO + OH = H_2O + CO_2 + H$
- R2318: $HOCHO + H = H_2 + CO_2 + H$

Table 1.10. Reactions forming specific proportions of HCCO. $T = 1100K$; $t^* = 0.8$; $P = 4$ atm; $\phi = 1$.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>HCCO formed (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R100</td>
<td>CH$_2$CHCHCO + H = HCCO</td>
</tr>
<tr>
<td>R101</td>
<td>CH$_2$CHCHCO + OH = HCCO + CH$_3$CHO</td>
</tr>
<tr>
<td>R534</td>
<td>CH$_2$CO + OH = HCCO + H$_2$O</td>
</tr>
<tr>
<td>R535</td>
<td>CH$_2$CO + H = HCCO + H$_2$</td>
</tr>
</tbody>
</table>

= 0.8 at 1100K and $t^* = 0.2$ at 1600K. At ignition, both fuels produce CO$_2$ via common pathways, namely through CO, that are less readily linked to fuel-bound oxygen. Prior to ignition, however, MB produces a substantial amount of CO$_2$ that is traced to the oxygenated methyl ester moiety. At 1100K, fuel-bound oxygen in MB produces CO$_2$ primarily through the thermal decomposition of the methoxy formyl radical, CH$_3$OCO, to CO$_2$ and CH$_3$, and to a lesser extent the reaction of HCCO with oxygen. The decomposition of MB through fuel alkyl radicals produces CH$_3$OCO, which connects this CO$_2$ production with the oxygen in the methyl ester moiety.
Figure 1.15. Reaction pathways from methyl butanoate to carbon dioxide. $P = 4 \text{ atm}; \phi = 1$. (a) $T = 1100K$ and $t^* = 0.8s$; (b) $T = 1600K$ and $t^* = 0.2s$.

Also at 1100K, the pathway through HCCO represents another link to fuel-bound oxygen. ME2J, which we have discussed in the context of CO formation, decomposes to CH$_3$O and CH$_2$CO, which form CO. CH$_2$CO also forms HCCO via hydrogen abstraction by OH (R534) and H (R535). Similarly, C$_5$H$_7$O$_2$ decomposes to CH$_3$O, which forms CO, as well as CH$_2$CHCHCO. H$_2$CHCHCO reacts with H (R100) and OH (R101) to form HCCO. Table 1.10 summarizes the proportions of HCCO that each of these reactions formed. At
1600K, the higher temperature enables the reaction pathway through the butanoic acid radical (BAOJ). 22% of MB forms BAOJ at this temperature, which subsequently forms 40% of CO$_2$ at this temperature through thermal decomposition. This channel also connects CO$_2$ production to the methyl ester.

Previous studies$^{6,17}$ have suggested that methyl butanoate ‘wastes’ oxygen by directly forming carbon dioxide from both fuel-bound oxygen atoms, instead of splitting this oxygen between different carbon atoms. We evaluate this notion by examining CO$_2$ formation directly from both fuel bound oxygen atoms. Figure 1.15 illustrates the reaction pathways that directly link both oxygen atoms in MB to CO$_2$ formation at both 1100K and 1600K. These pathways involve the radicals CH$_3$OCO and BAOJ, which is consistent with one of our previous studies$^{28}$.

For each reaction in a given pathway, Figure 1.15 denotes the percentage of each reactant forming each product. The mathematical product of these percentages gives the proportion of MB that forms CO$_2$ through that channel. Summing these proportions gives the amount of methyl butanoate that forms carbon dioxide using both fuel oxygen atoms. The results of this study show that 15% and 28% of MB formed CO$_2$ in this manner at 1100K and 1600K, respectively. Further discussion of these results involves examining their consequences in the context of the formation of soot precursors.

1.4.2.3. Implications on acetylene and ethylene formation

We choose to study the formation of acetylene (C$_2$H$_2$), an important species that is a component of the hydrogen abstraction acetylene addition
(HACA) soot formation mechanism. Based on prior studies and our analysis of oxygenated species, the formation of CO and CO₂ in the breakdown of methyl butanoate should inhibit the formation of soot precursors, so we seek to understand the relationships between the pathways that form these species from the breakdown of MB and n-butane.

We investigate soot precursor formation under similar conditions as we do for oxygenated species. To iterate, our analysis focuses on shock tube oxidation of both fuels at a pressure of 4 atm and temperatures of 1100K and 1600K. However, to enhance the amount of acetylene production in the system, we choose an equivalence ratio of 3, consistent with a prior soot formation study performed by Westbrook et al.⁶.

Figure 1.16. Temperature and concentration profiles of selected species for shock tube oxidation at $P = 4$ atm, $\phi = 3$ (1% Fuel, 6.5% O₂, 92.5% N₂): $t^* = t/\tau_{id}$; (a) MB at $T = 1100$K, $\tau_{id} = 0.00615$s; (b) n-butane at $T = 1100$K, $\tau_{id} = 0.00645$s; (c) MB at $T = 1600$K, $\tau_{id} = 8.6 \times 10^{-5}$s (d) n-butane at $T = 1600$K, $\tau_{id} = 8.8 \times 10^{-5}$s.
Figure 1.16 compares the oxidation of n-butane and methyl butanoate at 1100K and 1600K; the plots show the time history of the temperature of the system, as well as the concentration of fuel, oxygen, ethylene and acetylene. Ethylene is an important species because it yields acetylene through hydrogen abstraction reactions. At 1100K, there is insignificant acetylene production until around the time of ignition. However, the concentration of ethylene grows significantly prior to ignition; subsequently, the ethylene mole fraction decreases on the same time scale as the increase in acetylene concentration.

Rate of production analysis at $t^* = 1$ shows that ethylene forms a significant portion of acetylene by hydrogen abstraction through the ethenyl radical (C$_2$H$_3$); specifically, C$_2$H$_4$ + H = C$_2$H$_3$ + H$_2$ (R504), followed by C$_2$H$_3$ + H = C$_2$H$_2$ + H$_2$ (R503).

Thus, the reaction pathways forming ethylene from the decomposition both fuels are keys in the context of soot precursor formation. Figures 1.17 and 1.18 show these pathways for both fuels at 1100K and 1600K, respectively. For both fuels, the decomposition of fuel alkylester or alkyl radicals, themselves created by hydrogen abstraction, contributes the most to ethylene formation. In the case of MB, these radicals are MB4J, MBMJ and MB2J, while in the case of n-butane, these radicals are pC$_4$H$_9$ and sC$_4$H$_9$. The effect of fuel-bound oxygen is apparent in the decomposition of these radicals, inasmuch as the pathways that lead to ethylene from MB are related to those that form oxygenated species. For example, MB follows a pathway through MB2J that leads to ethylene, but which also produces the methoxy formyl radical (CH$_3$OCO). We previously observed that CH$_3$OCO produces CO$_2$ from fuel-bound oxygen and thus has a role in soot reduction. This channel is consistent
with previously postulated and observed soot reduction channels\textsuperscript{6}. Figure 1.17 also shows that MB4J undergoes $\beta$-scission to form ME2J and C$_2$H$_4$ and that analogously, pC$_4$H$_9$ forms C$_2$H$_5$ and C$_2$H$_4$. As we have discussed, ME2J leads to CO and CO$_2$, but C$_2$H$_5$ produces C$_2$H$_4$ via hydrogen abstraction. Therefore, the net effect of the methyl ester is to divert the production of C$_2$H$_5$ to ME2J, leading to oxygenated products. In this way, this result illustrates another soot reducing mechanism of the methyl ester structure.

Figure 1.17. Reaction pathways forming ethylene from each fuel at $T = 1100$K and 30% fuel consumption. (a) methyl butanoate; (b) n-butane. The notation "A/B" denotes that A% of the reactant produces B% of the product in the specified reaction channel.

Reaction pathways at 1600K, shown in Figure 1.18, illustrate additional pathways for soot production that reflect the enhancement of unimolecular decomposition reactions by temperature. Similarly to observations at 1100K, a
Figure 1.18. Reaction pathways forming ethylene from each fuel at $T = 1600K$ and 30% fuel consumption. (a) methyl butanoate; (b) n-butane. The notation "A/B" denotes that A% of the reactant produces B% of the product in the specified reaction channel.

portion of MB follows a pathway through ME2J, indicating that some fuel
carbon is diverted from soot precursor formation. As well, the methoxy formyl radical is also involved at this temperature. The butanoic acid radical (BAOJ) becomes important at this temperature and directly forms CO$_2$ and nC$_3$H$_7$ via a bond breaking reaction (R54). This formation of CO$_2$ removes potential fuel carbon for available soot precursor formation, which is another pathway that has been previously observed.

A consequence of these pathways is the formation of the methyl radical, CH$_3$. The methyl radical is produced from: thermal decomposition of CH$_3$OCO to CO$_2$ and CH$_3$; and the decomposition of MB to BAOJ and CH$_3$; and $\beta$-scission of nC$_3$H$_7$ to form C$_2$H$_4$ and CH$_3$. The abundance of CH$_3$ enhances the recombination reaction $2$CH$_3$ = C$_2$H$_6$. Ethane (C$_2$H$_6$) undergoes successive hydrogen abstraction abstractions to form ethylene. Thus, fuel carbons in alkylester radicals that are not bonded directly to oxygen may still manifest in soot emissions through this pathway.

Our analysis elucidates the mechanism for soot precursor reduction in MB oxidation. Previous literature has suggested that MB wastes fuel-bound oxygen through direct CO$_2$ formation, as ideally, each fuel-bound oxygen should remove one carbon atom from soot precursor formation. In our discussion of the results of Figure 1.15, direct CO$_2$ production certainly represents a substantial portion of fuel-originated oxygenated species, but the classification as wasteful is merely a matter of perspective. Moreover, we observe additional reaction channels, namely those that produce CO, which split fuel-bound oxygen between two different carbons. Ultimately, MB represents a significant amount of soot precursor reduction when compared with n-butane, which is unequivocally positive.
1.5. Conclusions

The MBUMv2 mechanism is able to correctly predict the concentration profiles of CO$_2$ in pyrolysis conditions as well as ignition delay time in oxidation conditions, thus giving a better chemical insight of combustion/pyrolysis of MB. Such results are encouraging, and this mechanism can be used as a basis for future implementations of the kinetics of biodiesel esters.

The kinetic modeling comparison of methyl butanoate and n-butane has illustrated a number of phenomena that can be ascribed to the oxygenated group present in methyl butanoate and other methyl esters. The methyl ester moiety changes the pathways that occur during methyl butanoate oxidation compared with n-butane. Most notably, methyl butanoate does not exhibit a region of NTC behavior, in contrast with n-butane. Sensitivity and reaction pathway analysis in the low temperature regime show that this phenomenon can be ascribed to the effect of the methyl ester, whose asymmetrical structure enables 5-membered isomerization pathways that inhibit reactivity.

As well, we observe that the fuel-bound oxygen contained in the methyl ester moiety leads to significant production of both carbon monoxide and carbon dioxide, which cannot occur in the combustion of n-butane. In addition to previously studied pathways that formed CO$_2$, we also find an additional pathway through the methyl ethanoate radical that leads to the formation of carbon monoxide. These reaction channels, as expected, are related to those that lead to the formation of soot precursors, namely ethylene and acetylene. These pathways account for the reduction in soot precursor production associated with methyl butanoate oxidation when compared to n-butane. Production of oxygenated radicals, such as methyl ethanoate radicals (ME2J),
displaces the production of alkyl radicals when compared to n-butane. Since these oxygenated radicals preferentially form oxygenated species, a reduction in soot precursor formation logically follows.

In the future, it will be useful to know how these predictions scale with molecule size, as the effects of the methyl ester moiety will be expected to decrease with increasing alkyl chain length. Other studies, for example, have predicted NTC behavior for larger methyl esters such as methyl decanoate\textsuperscript{29}. Larger methyl esters and biodiesel have exhibited lower soot emissions, which suggest that the methyl ester continues to have a beneficial effect. Ultimately, contrasting biodiesel combustion with conventional hydrocarbon fuels will help to elucidate the changes in performance as biodiesel displaces conventional diesel in fuel blends. Understanding these changes will ideally facilitate the design of combustion technologies.
CHAPTER 2

COMPUTATIONAL FLUID DYNAMICS STUDY OF NANOFLUID HEAT TRANSFER

2.1. Introduction

Heat transfer materials like water, ethylene glycol, engine oil, alumina, copper, and silver as cooling or heating process have been widely used in numerous important fields, such as heating, ventilating, air-conditioning system, micro-electronics, transportation, manufacturing, and nuclear engineering. Cooling or heating performances for thermal systems play a vital role in the development of energy-efficient heat transfer equipments, such as MEMS and NEMS (Micro and Nano Electro Mechanical Systems, respectively). Over the last years, it has been demonstrated that thermal conductivity of fluids containing metallic nanoparticles (nanofluids) is significant higher than that of pure fluids\cite{30,31}. Additional benefits of nanofluids include high stability with low sedimentation, no clogging in micro-channels, reduction in pumping power and design of small heat exchanger systems\cite{32}.

A great amount of experimental research in this field has been recently reported in the literature. Eastman et al.\cite{33} observed that Al\textsubscript{2}O\textsubscript{3}/water and CuO/water with 5% nanoparticle volume fraction increased the thermal conductivity by 29% and 60%, respectively. In addition, Xie et al.\cite{34} showed that Al\textsubscript{2}O\textsubscript{3}/ethylene glycol of 5% nanoparticle volume fraction enhanced thermal
Patel et al.\textsuperscript{35} reported that Au/toluene and Au/water with 0.0013-0.011\% nanoparticle volume fraction increased the thermal conductivity by 4-7\% and 3.2-5\%, respectively.

To explain the observed phenomena, many theoretical studies on the effective thermal conductivity in nanofluids have been proposed over the past few years and the various models can be grouped in two main categories\textsuperscript{32}. The first one includes a static model for heat conductivity with stationary nanoparticles in multiphase systems, while the second group is based on a dynamic model for heat conductivity. Recently, Xu et al.\textsuperscript{36} derived a new model to describe the heat conduction of nanofluids, based on the fractal distribution of nanoparticles and Brownian motion of nanoparticles for the heat convection between solids and liquids.

On the other hand, research conducted by different groups on heat transfer characteristics of nanofluids has shown little agreement\textsuperscript{32}. In the natural convection of nanofluids inside a horizontal cylinder, Putra et al.\textsuperscript{37} observed the paradoxical behavior of heat transfer due to different particle concentrations, types of the particles and different shapes of the containing cavity. Kim et al.\textsuperscript{38} analyzed the convective instability driven by buoyancy and heat transfer characteristics of nanofluids and indicated that as the thermal conductivity and shape factor of nanoparticles decrease, the convective motion in a nanofluid sets in easily. In a laminar tube flow, Wen and Ding\textsuperscript{39} showed the local heat transfer coefficient increased 41\% and 46 \% at $Re = 1050$ and 1600, respectively in the presence of nanoparticle volume fraction of 0.016. Jung et al.\textsuperscript{40} reported that the heat transfer coefficient increased by 32\% by dispersing 1.8\% nanoparticles in a micro-rectangular channel with conductivity by 30\%.
Al₂O₃/water nanofluid. The computational studies reported in this area include two main approaches: (1) a two-phase model, in which both liquid and solid heat transfer behaviors are solved in the flow fields⁴¹,⁴², and (2) a single-phase model, in which solid particles are considered to behave as a fluid, because the size of particles is small and easy to be fluidized⁴³-⁴⁸. The model of nanofluids in a cavity was first proposed by Khanafer et al.⁴³ and the authors investigated the natural convection effect on the enhancement of heat transfer. Tiwari et al.⁴⁴ further studied the forced convection effect with two-sided lid-driven differentially heated square cavity. A theoretical study on a heated cavity reported by Hwang et al.⁴⁹ showed that the heat transfer coefficient of Al₃O₂/water nanofluid is reduced when there is an increase in size of nanoparticles and a decrease in average temperature. Recently, Ho et al.⁴⁷ adopted four different models from the literature for effective viscosity and thermal conductivity of nanofluids, demonstrating the importance of dynamic viscosity.

In summary, the current computational studies show two limitations: the diameters of the nanoparticles suspended in the fluids are held as uniform and the thermal conductivity models adopted are independent of temperature. In one of the recent experimental studies⁵⁰, the authors indicated that the effect of temperature may play an important role in changing the effective thermal conductivity. Prompted by these considerations, in this study we address the effect of non-uniform nanoparticle size and temperature on Al₂O₃/water nanofluid to simulate natural convection in a square cavity. The thermal conductivity and the dynamic viscosity of the nanofluid are employed by Xu’s model⁵⁶ and Jang’s model⁵¹, respectively. The Navier-Stokes and energy
equations are coupled with the nanoparticle fractal distributions, mean nanoparticle diameters, nanoparticle volume fraction, Prandtl number, and Grashof number to produce a systematic description of the phenomenon. Therefore, the findings of this study provide more information on the heat transfer characteristic of nanofluids and extend the parameters of the previously published enclosure model of Khanafer et al.43.

2.2. Mathematical formulation

Figure 2.1 shows the schematic of the model adopted in this study. The origin of the Cartesian coordinate system is at the left corner of the bottom wall located at \( y = 0 \). The aspect ratio of this enclosure is defined as \( L/H \) and is assumed to be unity. Initially, the cavity is filled with Al\(_2\)O\(_3\)/water nanofluid at rest. Fluid motion is then induced by the buoyancy force with the temperature difference between two vertical walls at \( x = 0 \) and \( x = L \). Hot and cold temperatures are kept continuously into the cavity via the vertical walls where
nanofluid temperature assumes the prescribed cold temperature $T^* = T_L^*$. The horizontal walls are adiabatic and impermeable to mass transfer. For the velocity field, the no-slip and no penetration conditions are imposed on the walls.

### 2.2.1. Assumptions

The mathematical equations describing the physical model are based on the following assumptions: (I) the thermophysical properties are constant except for the density in the buoyancy force (Boussinesq’s hypothesis); (II) the fluid phase and nanoparticles are in a thermal equilibrium state; (III) nanoparticles are spherical and uniformly distributed in water; (IV) the variation of the number density in a particle size range of 5 to 250 nm follows a normal distribution; (V) the nanofluid in the cavity is Newtonian, incompressible, and laminar; and (VI) radiation heat transfer between the sides of the cavity is negligible when compared with the other mode of heat transfer.

### 2.2.2. Governing equations

The governing equations in dimensional form used in the present study are:

**Continuity equation:**

$$\frac{\partial u^*}{\partial x^*} + \frac{\partial v^*}{\partial y^*} = 0$$  \hspace{1cm} (1)

**x-momentum equation:**

$$\frac{\partial u^*}{\partial t^*} + u^* \frac{\partial u^*}{\partial x^*} + v^* \frac{\partial u^*}{\partial y^*} = -\frac{1}{\rho_{nf}^*} \frac{\partial p^*}{\partial x^*} + \frac{\mu_{nf}^*}{\rho_{nf}^*} \left( \frac{\partial^2 u^*}{\partial x^*} + \frac{\partial^2 u^*}{\partial y^*} \right)$$  \hspace{1cm} (2)

**y-momentum equation:**
\[
\frac{\partial \mathbf{v}}{\partial \tau} + u \frac{\partial \mathbf{v}}{\partial x} + v \frac{\partial \mathbf{v}}{\partial y} = -\frac{1}{\rho_{nf}} \frac{\partial p}{\partial \tau} + \frac{\mu_{nf}}{\rho_{nf}} \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) \\
+ \frac{1}{\rho_{nf}} \left[ (1 - \phi) \rho_f \beta_f + \phi \rho_p \beta_p \right] g (T^* - T_i^*)
\]  

(3) Energy equation:

\[
\frac{\partial T^*}{\partial \tau} + u \frac{\partial T^*}{\partial x} + v \frac{\partial T^*}{\partial y} = \alpha_{nf} \left( \frac{\partial^2 T^*}{\partial x^2} + \frac{\partial^2 T^*}{\partial y^2} \right)
\]  

(4) Vorticity equation and stream function:

\[
\omega = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} = -\left( \frac{\partial^2 \psi^*}{\partial x^2} + \frac{\partial^2 \psi^*}{\partial y^2} \right)
\]  

(5) The effective physical properties of the nanofluid in the above equations are:

1. Viscosity:

\[
\mu_{eff} = \mu_f \left[ 1 + 2.5 \phi \right] \left[ 1 + \eta \left( \frac{d_p}{H} \right)^{-2\varepsilon} \phi^{2/3} (\varepsilon + 1) \right]
\]  

(6) This well-validated model is presented by Jang et al.\textsuperscript{51} for a fluid of viscosity containing a dilute suspension of small rigid spherical particles and accounting for the slip mechanism in nanofluids. The empirical constant \( \varepsilon \) and \( \eta \) are -0.25 and 280 for Al\textsubscript{2}O\textsubscript{3}, respectively.

2. Density:

\[
\rho_{nf} = (1 - \phi) \rho_f + \phi \rho_p
\]  

(7) 3. Heat capacitance:

\[
\left( \rho C_p \right)_{nf} = (1 - \phi) \left( \rho C_p \right)_f + \phi \left( \rho C_p \right)_p
\]  

(8) 4. Thermal diffusivity:

\[
\alpha_{nf} = k_{nf} / \left( \rho C_p \right)_{nf}
\]  

(9) 5. Dimensionless stagnant thermal conductivity:
\[ \frac{k_{\text{stationary}}}{k_f} = \frac{k_s + 2k_f - 2\phi(k_f - k_s)}{k_s + 2k_f + \phi(k_f - k_s)} \] (10)

This model, introduced by Hamilton et al.\textsuperscript{52}, considers the nanoparticles in the liquid as stationary.

6. Total dimensionless thermal conductivity of nanofluids:

\[ \frac{k_{nf}}{k_f} = \frac{k_{\text{stationary}}}{k_f} + \frac{k_c}{k_f} = \frac{k_s + 2k_f - 2\phi(k_f - k_s)}{k_s + 2k_f + \phi(k_f - k_s)} + c \frac{\text{Nu}_f d_f (2 - D_f) D_f}{\text{Pr} (1 - D_f)^2} \left[ \left( \frac{d_{\text{max}}}{d_{\text{min}}} \right)^{1-D_f} - 1 \right]^{-2} \left( \frac{d_{\text{max}}}{d_{\text{min}}} \right)^{2-D_f} - 1 \frac{d_{\text{avg}}}{d_{\text{avg}}^2} \] (11)

This model was proposed by Xu et al.\textsuperscript{36} and it has been chosen to describe the thermal conductivity of nanofluids. The first term is the H-C model and the second term is the thermal conductivity based on heat convection due to Brownian motion. \( c \) is an empirical constant, which is relevant to the thermal boundary layer and dependent on different fluids (e.g. \( c = 85 \) for the deionized water and \( c = 280 \) for ethylene glycol) but independent of the type of nanoparticles. \( \text{Nu}_f \) is the Nusselt number for liquid flowing around a spherical particle and equal to two for a single particle in this work. The fluid molecular diameter \( d_f \) is taken as \( 4.5 \times 10^{-10} \) m for water in this work. The Prandtl number, \( \phi \) and \( d_{\text{avg}} \) are the nanoparticle volume fraction and mean nanoparticle diameter, respectively. The fractal dimension \( D_f \) is determined by

\[ D_f = 2 - \frac{\ln \phi}{\ln(d_{\text{min}}/d_{\text{max}})} \] (12)

where \( d_{\text{max}} \) and \( d_{\text{min}} \) are maximum and minimum diameter of nanoparticles, respectively. With the given/measured ratio of \( d_{\text{min}}/d_{\text{max}} \), the minimum and maximum diameter of nanoparticles can be obtained with mean nanoparticle
diameter \((d_{\text{avg}})\) and ratio of minimum to maximum diameters from the statistical property of fractal media.

\[
d_{\text{max}} = d_{\text{avg}} \cdot \frac{D_f - 1}{D_f} \left( \frac{d_{\text{min}}}{d_{\text{max}}} \right)^{-1}
\]

\[
d_{\text{min}} = d_{\text{avg}} \cdot \frac{D_f - 1}{D_f}
\]

By scaling the dimensional variables, the dimensionless form of governing equations can be obtained using the following parameters:

\[
x = \frac{x^*}{H}, \quad y = \frac{y^*}{H}, \quad u = \frac{u^*}{\alpha_f / H}, \quad v = \frac{v^*}{\alpha_f / H}, \quad t = \frac{\alpha_f t^*}{H^2}, \quad p = \frac{p^*}{\rho_f \left( \alpha_f / H \right)^2}, \quad T = \frac{T^* - T_L^*}{T_H^* - T_L^*},
\]

\[
\Omega = \frac{\alpha_f H^2}{\alpha_f}, \quad \psi = \frac{\psi^*}{\alpha_f}
\]

Variables \(t, u, v, p, T, \Omega, \psi\) are time, velocity components in x- and y-direction, pressure, temperature, vorticity, and streamline function, respectively.

The 2-D dimensionless equations for the conservation of total mass, momentum, and energy of the nanofluid can be written as:

**Continuity equation:**

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0
\]

**(15)**

**x-momentum equation:**

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = -\frac{\rho_f}{\rho_{nf}} \frac{\partial p}{\partial x} + \frac{\mu_{nf}}{\rho_{nf} \nu_f} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right)
\]

**(16)**

**y-momentum equation:**

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} = -\frac{\rho_f}{\rho_{nf}} \frac{\partial p}{\partial y} + \frac{\mu_{nf}}{\rho_{nf} \nu_f} \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) + \frac{(1 - \phi) \rho_f \beta_f + \phi \rho_{nf} \beta_{nf}}{\rho_{nf} \beta_f} \Pr^2 GrT
\]
where \( Gr = g \beta_f (T_H^* - T_L^*) H^3 / \nu_f^2 \) is the Grashof number and defined as the ratio of the buoyancy to viscous force.

Energy equation:

\[
\frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \frac{\alpha_f}{\alpha_f} \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} \right) \tag{18}
\]

Vorticity equation and stream function:

\[
\Omega = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} = -\left( \frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} \right) \tag{19}
\]

The initial conditions are:

\[ u = v = T = \psi = 0 \text{ at } t = 0 \] (20)

and the boundary conditions applied at \( t > 0 \) can be summarized as follows:

\[ u = v = \psi = \frac{\partial T}{\partial y} = 0; \text{ at } y = 0 \text{ and } 1 \text{ for } 0 < x < 1, \]

\[ T = 1, u = v = \psi = 0; \text{ at } x = 0 \text{ for } 0 \leq y \leq 1, \]

\[ T = 0, u = v = \psi = 0; \text{ at } x = 1 \text{ for } 0 \leq y \leq 1 \] (21)

2.2.3. Nusselt number

The Nusselt number, \( Nu \), is expected to depend on a number of factors such as thermal conductivity, heat capacitance, viscosity, and flow structure of nanofluids, and volume fraction, dimensions, and fractal distributions of nanoparticles. The local variation of the Nusselt number of the fluid can be expressed as:

\[
Nu = -\frac{k_{nf}}{k_f} \frac{\partial T}{\partial x} \tag{22}
\]

By integrating the local Nusselt number over the left wall, the average Nusselt number is...
number along the left wall is given as:

$$\overline{Nu} = \int_0^d Nudy$$

(23)

2.3. Numerical method

Equations 15-19 are discretized on a structured grid. The velocity components \((u, v)\) and the scalar variables (pressure, temperature, vorticity, and streamline function) are located at the center of the control volume in a non-staggered manner. The governing equations are solved numerically by a weighting function scheme\(^{53}\). The Non-Staggered Artificial Pressure for Pressure-Linked Equation (NAPPLE) algorithm\(^{54}\) is used to convert the continuity Eq. (15) into a pressure linked equation. Compared with other algorithms of staggered grid systems, this method has the advantage of high computational efficiency and simple grid structure. The solutions of discretized equations are obtained using a Semi-Implicit Solver (SIS)\(^{55}\) and iterated until convergence. \(\theta_{\text{new}}\) are the new solutions obtained from the SIS iteration and \(\theta_{\text{max}}\) and \(\theta_{\text{min}}\) are the maximum and minimum values of \(\theta_{\text{new}}\). The prescribed tolerance \(TOL = 10^{-6}\) is defined as:

$$\max_{k=1\ldots m} \left| \frac{\theta_{\text{new}} - \theta_{\text{old}}}{\theta_{\text{max}} - \theta_{\text{min}}} \right| \leq TOL$$

(24)

where \(m\) is the last point in the computational domain. For a better convergence rate, the guess solution \(\theta_k\) is modified by employing a successive over-relaxation (SOR) factor:

$$\theta_{k+1} = \theta_k + SOR(\theta_{k+1} - \theta_k)$$

(25)

At each time step, the converged solution is used as the initial condition for the following time step. The method employed to solve the time differential terms
is an unconditionally stable fully implicit scheme.

2.4. Algorithm validation

The validity of the numerical approach has been assessed by grid-independence and by comparisons with the results in the literature on steady 2-D square cavity flows of buoyancy-driven laminar heat transfer. To capture the rapid changes in the dependent variables, in this study we implement the non-uniform grid system with more nodes accumulated near the walls. Different non-uniform grids of $41 \times 41$, $81 \times 81$, $121 \times 121$, and $161 \times 161$ are examined for $Gr = 10^5$, $Pr = 6$, $\phi = 0.05$, $d_{avg} = 5$ nm, and $d_{min}/d_{max} = 0.001$ and we observe that the further refinement from $121 \times 121$ grid is not necessary. The average Nusselt number is 9.45, 9.51, 9.52, and 9.52 for $41 \times 41$, $81 \times 81$, $121 \times 121$, and $161 \times 161$ points, respectively. Therefore, a $121 \times 121$ grid is chosen to calculate the flow and heat transfer behavior over the range of operational parameter values considered.

To ensure the accuracy and validity of the new model, we analyze a system composed of pure fluid in an enclosure with $Pr = 0.7$ and different Ra numbers. This system has been studied by other research groups, including Tiwari and Das, Davis, Markatos and Pericleous, and Hadjisophocleous et al. Table 2.1 shows the comparison between the results obtained with the new model and the values presented in the literature. The quantitative comparisons for the average Nusselt numbers along the hot wall and the maximum velocity values and their corresponding locations indicate an excellent agreement. In addition, we investigate a differentially heated square enclosure with different volume fractions of nanoparticles and compared the
Table 2.1. Comparison of pure fluid solutions with previous works in an enclosure for $Pr = 0.7$ with different Rayleigh numbers.

<table>
<thead>
<tr>
<th></th>
<th>Present</th>
<th>Tiwari And Das$^{44}$</th>
<th>Davis$^{56}$</th>
<th>Markatos and Pericleous$^{57}$</th>
<th>Hadjisophocles et al.$^{58}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)$Ra = 10^3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_{max}$</td>
<td>3.597</td>
<td>3.642</td>
<td>3.649</td>
<td>3.544</td>
<td>3.544</td>
</tr>
<tr>
<td>$y$</td>
<td>0.819</td>
<td>0.804</td>
<td>0.813</td>
<td>0.832</td>
<td>0.814</td>
</tr>
<tr>
<td>$v_{max}$</td>
<td>3.690</td>
<td>3.7026</td>
<td>3.697</td>
<td>3.593</td>
<td>3.586</td>
</tr>
<tr>
<td>$x$</td>
<td>0.181</td>
<td>0.178</td>
<td>0.178</td>
<td>0.168</td>
<td>0.186</td>
</tr>
<tr>
<td>$\bar{Nu}$</td>
<td>1.118</td>
<td>1.0871</td>
<td>1.118</td>
<td>1.108</td>
<td>1.141</td>
</tr>
<tr>
<td>(b)$Ra = 10^4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_{max}$</td>
<td>16.158</td>
<td>16.1439</td>
<td>16.178</td>
<td>16.18</td>
<td>15.995</td>
</tr>
<tr>
<td>$y$</td>
<td>0.819</td>
<td>0.822</td>
<td>0.823</td>
<td>0.832</td>
<td>0.814</td>
</tr>
<tr>
<td>$v_{max}$</td>
<td>19.648</td>
<td>19.665</td>
<td>19.617</td>
<td>19.44</td>
<td>18.894</td>
</tr>
<tr>
<td>$x$</td>
<td>0.112</td>
<td>0.110</td>
<td>0.119</td>
<td>0.113</td>
<td>0.103</td>
</tr>
<tr>
<td>$\bar{Nu}$</td>
<td>2.243</td>
<td>2.195</td>
<td>2.243</td>
<td>2.201</td>
<td>2.29</td>
</tr>
<tr>
<td>(c)$Ra = 10^5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_{max}$</td>
<td>36.732</td>
<td>34.30</td>
<td>34.73</td>
<td>35.73</td>
<td>37.144</td>
</tr>
<tr>
<td>$y$</td>
<td>0.858</td>
<td>0.856</td>
<td>0.855</td>
<td>0.857</td>
<td>0.855</td>
</tr>
<tr>
<td>$v_{max}$</td>
<td>68.288</td>
<td>68.7646</td>
<td>68.59</td>
<td>69.08</td>
<td>68.91</td>
</tr>
<tr>
<td>$x$</td>
<td>0.063</td>
<td>0.05935</td>
<td>0.066</td>
<td>0.067</td>
<td>0.061</td>
</tr>
<tr>
<td>$\bar{Nu}$</td>
<td>4.511</td>
<td>4.450</td>
<td>4.519</td>
<td>4.430</td>
<td>4.964</td>
</tr>
<tr>
<td>(d)$Ra = 10^6$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_{max}$</td>
<td>66.46987</td>
<td>65.5866</td>
<td>64.63</td>
<td>68.81</td>
<td>66.42</td>
</tr>
<tr>
<td>$y$</td>
<td>0.86851</td>
<td>0.839</td>
<td>0.85</td>
<td>0.872</td>
<td>0.897</td>
</tr>
<tr>
<td>$v_{max}$</td>
<td>222.3395</td>
<td>219.7361</td>
<td>217.36</td>
<td>221.8</td>
<td>226.4</td>
</tr>
<tr>
<td>$x$</td>
<td>0.03804</td>
<td>0.04237</td>
<td>0.0379</td>
<td>0.0375</td>
<td>0.0206</td>
</tr>
<tr>
<td>$\bar{Nu}$</td>
<td>8.757933</td>
<td>8.803</td>
<td>8.799</td>
<td>8.754</td>
<td>10.39</td>
</tr>
</tbody>
</table>
average $Nu$ numbers obtained with the new model with the results reported in the literature by Khanafer et al.$^{43}$ As shown in Figure 2.2, the new model is able to reproduce previous results and the effect of non-uniform nanoparticle size.

In order to evaluate the effectiveness of Xu’s model, Figure 2.3 shows the characteristic of the effective thermal conductivity, which is a function of the practical parameters including $R = d_{\text{min}}/d_{\text{max}}$, $d_{\text{avg}}$ and Prandtl number. In the Figure 2.3 (a), it is found that $R$ has a relatively large effect for small mean nanoparticle diameters. Besides, from the Eq. (11), the temperature effect of nanofluids is described in terms of Prandtl number. As shown in Figure 2.3 (b), the Prandtl numbers are 6 and 2.66 for temperature 300 and 340K, respectively and consequently the presence of nanoparticles has a strong effect on heat conductivity of the nanofluid at high temperature. Thus, compared with the traditional H-C model with the assumption of uniform
Figure 2.3. Dimensionless effective thermal conductivity of Al₂O₃/water nano-fluid versus volume fraction ($\phi$) of nanoparticles with different mean nanoparticle diameters and fractal distributions: (a) $Pr = 6$ and (b) $R = 0.001$.

nanoparticle size, Xu’s model including more variables related to nanofluids shows better flexibility in predicting the heat transfer characteristic.

2.5. Results and discussion

As stated in the previous sections, the overall objective of this current investigation is to explore the heat transfer behavior of natural convection
inside a cavity with Al₂O₃/water based nanofluid. Specifically, we will analyze steady-state flow fields, temperature fields, and heat transfer rate for various values of the Grashof number, Prandtl number, ratio of minimum to maximum nanoparticle diameter, mean nanoparticle diameter, and nanoparticle volume fraction. As reported in various studies^{36,43-46,51}, the ranges of variation of these parameters are $10^3 \leq Gr \leq 10^6$, $2.66 \leq Pr \leq 6$, $0.001 \leq R \leq 0.007$, $5 \text{ nm} \leq d_{av} \leq 250 \text{ nm}$, and $0 \leq \phi \leq 0.05$. Table 2.2 shows the thermophysical properties of fluid and solid phases.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Fluid phase (Water, 300K)</th>
<th>Fluid phase (Water, 340K)</th>
<th>Solid phase (Al₂O₃)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_p$ (J/kg-K)</td>
<td>4179</td>
<td>4188</td>
<td>850</td>
</tr>
<tr>
<td>$\rho$ (kg/m³)</td>
<td>997.1</td>
<td>879.4</td>
<td>3900</td>
</tr>
<tr>
<td>$k$ (W/m-K)</td>
<td>0.61</td>
<td>0.66</td>
<td>46</td>
</tr>
<tr>
<td>$\beta$ (K⁻¹)</td>
<td>2.1x10⁻⁴</td>
<td>5.66x10⁻⁴</td>
<td>1.67x10⁻⁵</td>
</tr>
</tbody>
</table>

The results below are organized as follows. In section 2.5.1 and 2.5.2, we report on effects of non-uniform nanoparticle diameters and mean nanoparticle diameter, respectively, on the heat transfer. The effect of temperature on the nanofluid heat transfer is discussed in section 2.5.3 and the characteristics of the heat transfer as a function of the nanoparticle fraction of the nanoparticles are analyzed in section 2.5.4. Finally, Section 2.5.5 gives comparisons with the most recent experimental data.

2.5.1. Effect of non-uniform nanoparticle diameter

The effect of the fractal distributions on the heat transfer is reported below
in terms of the ratio of minimum to maximum nanoparticle diameters, while the mean diameter, nanoparticle volume fraction and Prandtl number are fixed at 5 nm, 5%, and 6, respectively. It is worth mentioning that from Eq. (12), the fractal dimension $D_f$ derived from Brownian motion in the nanofluid is inversely proportional to $R = d_{\text{min}}/d_{\text{max}}$ and this implies that the $R$ value provides a measure of the importance of the non-uniform nanoparticle structures. The steady-state variation of the velocity at the mid-section of the cavity is analyzed for $Gr = 10^4$ and $Gr = 10^5$.

Figure 2.4. Velocity profiles at enclosure centerline for different values of $R = d_{\text{min}}/d_{\text{max}}$ with $Pr = 6$, $d_{\text{avg}} = 5$ nm, and $\phi = 0.05$. 
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(a) $d_{\text{max}} = 1.807 \, \mu\text{m}, \, d_{\text{min}} = 1.807 \, \text{nm}, \, k_{nf}/k_f = 1.424$

(b) $d_{\text{max}} = 0.203 \, \mu\text{m}, \, d_{\text{min}} = 1.419 \, \text{nm}, \, k_{nf}/k_f = 1.684$

(c) $d_{\text{max}} = 1.807 \, \mu\text{m}, \, d_{\text{min}} = 1.807 \, \text{nm}, \, k_{nf}/k_f = 1.424$
Figure 2.5. Streamlines and comparison of isotherm contours between nanofluids (—) and pure fluid (- - -) with different values of (a) $R = 0.001$, $Gr = 10^4$; (b) $R = 0.007$, $Gr = 10^4$; (c) $R = 0.001$, $Gr = 10^5$; (d) $R = 0.007$, $Gr = 10^5$ for $Pr = 6$, $d_{avg} = 5$ nm, and $\phi = 0.05$.

Figure 2.4 shows that the heat convection of the nanofluid increases remarkably with the uniformity of particle size ($R$) due to an increase in the energy transport through the fluid. The phenomenon can be explained based on the theory of Brownian motion that relates small particles to high velocity.

Figure 2.5 illustrates the effect of uniformity of particle size ($R$) on the steady-state variation of the streamlines and isotherms for $Gr = 10^4$ and $Gr = 10^5$. The intensity of flow activities was documented by recording the values of streamline contours. In this physical model, the flow patterns are characterized by a primary recirculating clockwise vortex that occupies the bulk of the cavity. As $R$ increases from 0.001 to 0.007, the flow patterns remain quite the same with enhanced the absolute circulation strength due to relatively high velocity of the fluid flow. To explain this phenomenon, we determine the maximum and minimum diameters from Eq. (13 and 14). It is interesting to note that for a fixed mean nanoparticle diameter, the maximum and minimum diameter of
nanoparticles are both decreased by relatively high \( R \) values (Figure 2.5). This analysis basically implies that at a constant volume fraction, the heat convection is better enhanced by relatively small nanoparticles with more uniform size. Therefore, with these nanoparticle structures, the value of dimensionless thermal conductivity \( k_{\text{n}}/k_{\text{f}} \) increases by 18.26\% from \( R = 0.001 \) to 0.007. The comparisons of the pure fluid and nanofluid isotherms show that vertical stratification of the isotherms breaks down with an increase in \( R \) at relatively high Grashof numbers. This behavior can be attributed to the increase in contribution of thermal conductivity and gravity.
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Figure 2.6. Variation of average \( Nu \) numbers with the ratio \( R = d_{\text{min}}/d_{\text{max}} \) for constant values of \( Gr \) numbers with \( Pr = 6, d_{\text{avg}} = 5 \text{ nm}, \) and \( \phi = 0.05. \)

The average Nusselt number for these conditions is calculated using Eq. (23) and the result reported in Figure 2.6 shows that the higher the \( Gr \) number, the larger the heat transfer. Over the range of \( R \) values studied, the average Nusselt number increases 7.9\% and 12.94\% for \( Gr = 10^3 \) and \( Gr = 10^6 \), respectively. As a consequence, the nanofluids enhance heat transfer in both
large and small buoyancy conditions.

### 2.5.2. Effect of mean nanoparticle diameter

To study the effect of the mean nanoparticle diameter on the heat transfer, we vary the diameter between 5 nm and 250 nm, while \( R \), \( Pr \), and \( \phi \) are fixed at 0.001, 6, and 0.05, respectively. The results of velocity profiles are shown in Figure 2.7. As the mean nanoparticle diameter increases, the corresponding

(a) \( Gr = 10^3 \)

![Velocity profiles for \( Gr = 10^3 \).](image)

(b) \( Gr = 10^6 \)

![Velocity profiles for \( Gr = 10^6 \).](image)

Figure 2.7. Velocity profiles at enclosure centerline for different values of \( d_{\text{avg}} \) with \( Pr = 6 \), \( R = 0.001 \), and \( \phi = 0.05 \).
flow velocity decreases and hence the heat transfer enhancement is reduced.

Notice that the fluids suspended with Al$_2$O$_3$ nanoparticles mitigate fluid flow in the cavity except for $d_{av}$ = 5 nm as compared to the pure fluid. This phenomenon is mainly caused by the effective dynamic viscosity, which dominates the heat transfer characteristic of nanofluid flow as the $k_{nf}/k_f$ reaches unity.

Figure 2.8 shows the streamline and temperature contours for $d_{av}$ = 5 and 250 nm with $Gr$ = $10^3$ and $10^6$. Similarly to the results reported in Figure 2.5, the streamline patterns are not significantly affected by the mean nanoparticle diameters. However, the value of absolute circulation strength decreases with
an increase in the mean nanoparticle diameter. The effective thermal conductivity increases 23.8% as the mean nanoparticle diameter is reduced from 250 to 5 nm. Consequently, decreasing the diameters of nanoparticles has qualitatively the same effect increasing uniformity of particle size (R).

Figure 2.9 shows the average Nusselt number computed with different mean nanoparticle diameters for various Grashof numbers. It is evident that the average Nusselt number varies significantly with the mean nanoparticle
diameter between 5 and 50 nm. By decreasing the mean diameters of nanoparticles from 250 to 5 nm, the heat transfer with different Grashof numbers increases 44.3% and 40.2% for $Gr = 10^3$ and $Gr = 10^6$, respectively.

### 2.5.3. Effect of nanofluid temperature

In the previous section, we determine that the physical properties of nanoparticles have a significant effect on the heat transfer of natural convection, as the diameter of nanoparticles is decreased. There is interplay of between momentum equations and effective thermal conductivity as the nanofluid temperature is increased. For natural convection, it is known that the Nusselt number is proportional to the Prandtl number for pure fluids. However, Eq. (11) reveals that the effective thermal conductivity is inversely proportional to the Prandtl number and hence, the heat transfer characteristics of nanofluids as function of temperature are not immediately clear.
Figure 2.10. Streamlines and comparison of isotherm contours between nanofluids (---) and pure fluid (---) with different values of (a) $R = 0.001, d_{avg} = 5$ nm; (b) $R = 0.007, d_{avg} = 5$ nm; (c) $R = 0.001, d_{avg} = 250$ nm for $Gr = 10^5$ and $\phi = 0.05$. 
Figure 2.11. (a) Variation of average $Nu$ numbers with the ratio $R = d_{\text{min}}/d_{\text{max}}$ at $Gr = 10^5$ for different values of $Pr$ numbers. (b) Variation of average $Nu$ number with the mean nanoparticle diameters at $Gr = 10^5$ for different values of $Pr$ numbers. The Prandtl (Pr) numbers of 2.66 and 6 correspond to the temperature of 340 and 300 K, respectively.

In this section, the effect of temperature on the heat transfer is studied considering $Gr = 10^5$ and varying $R$ and $d_{\text{avg}}$ at $Pr = 2.66$ and $\phi = 0.05$. The effects of $R$ on the predicted streamlines and isotherms are displayed in Figure 2.10 (a) and (b) for $Pr = 2.66$ and $d_{\text{avg}} = 5$ nm. As $R$ changes from 0.001 to 0.007, the flow patterns with two prime vortices are similar and the isotherm
contours illustrate the significant variations due to the relatively low Prandtl number. Compared with the results reported in Figure 2.5 (c) and (d), the effect of R is more important at relatively high temperature. Similarly, Figure 2.10 (a) and (c) demonstrate that the effect of mean nanoparticle diameter significantly influences streamlines and isotherms.

Figure 2.11 (a) shows the average Nusselt number as a function of $R$ for transfer enhancement at $Pr = 2.66$ is approximately 40% more effective than that at $Pr = 6$. Similarly, Figure 2.11 (b) presents the average Nusselt number as a function of $d_{avg}$ for different Prandtl numbers. It is evident that heat transfer enhancement at $Pr = 2.66$ is 50% stronger than that at $Pr = 6$.

2.5.4. Effect of nanoparticle volume fraction

In this section we analyze the effect of the nanoparticle volume fraction $\phi$ (from 0 to 0.05) on the heat transfer characteristics. Figure 2.12 (a) and (b) report the effect of the particle size uniformity ($R$) and particle mean diameter ($d_{avg}$), respectively on the average $Nu$ number. For both cases, the Grashof numbers are varied from $10^3$ to $10^6$, while the Prandtl number is fixed at $Pr = 6$.

In Figure 2.12 (a) the effect of $R$ versus the average Nusselt number is plotted for $d_{avg} = 5$ nm. The results indicate that as $R$ changes from 0.001 to 0.007, the average Nusselt number rapidly increases for different Grashof numbers. Similarly, Figure 2.12 (b) presents the average Nusselt number versus $\phi$ with various mean nanoparticle diameters. As $d_{avg}$ is increased to 50 nm, the average Nusselt number of nanofluids becomes lower than that of pure fluids for different Grashof numbers. This mitigation of heat transfer is mainly attributed to the effective dynamic viscosity, which is predominant in the
natural convection of the nanofluid for low effective thermal conductivity. Overall, the analysis also defines the operating range where Al₂O₃/water nanofluid can be considered effectively in determining the level of heat transfer augmentation.

Figure 2.12. Variation of average Nu number with $\phi$ for (a) different values of $R$ and $Gr$ numbers at $Pr = 6$ and $d_{avg} = 5$ nm; (b) different values of $d_{avg}$ and $Gr$ numbers at $Pr = 6$ and $R = 0.001$. 
2.5.5. *Comparison with experimental results*

In this section the numerical results for the average Nusselt number are compared with the most recent experimental investigations reported in the literature\textsuperscript{59} (see Figure 2.13). The Rayleigh numbers are varied from $4.28 \times 10^3$ to $3.22 \times 10^6$, while the $Pr$, $d_{avg}$ and $R$ are fixed at 6, 137 nm and 0.001, respectively. It is seen that the present model predicts the trend of variation of the experimental data reasonably well. The agreement further confirms the role of the effective dynamic viscosity and thermal conductivity in relation to heat transfer enhancement and suppression.

2.6. *Conclusions*

The current investigation is concerned with heat and fluid flow of natural convection in a cavity filled with Al\textsubscript{2}O\textsubscript{3}/water nanofluid that operates under
differentially heated walls. The results of this work illustrate that the heat transfer characteristics of the nanofluid inside the cavity can be enhanced as the ratio of minimum to maximum nanoparticle diameter is increased from 0.001 to 0.007 or the mean nanoparticle diameter is decreased from 250 to 5 nm. These phenomena can be attributed to the dominant effect of the Brownian motion caused by heat convection. However, the heat transfer performance of the nanofluid compared with the pure fluids becomes less significant as the dimensionless total thermal conductivity of the nanofluid is close to unity due to the increase of the nanoparticle sizes. This contradictory effect of nanofluids is mainly caused by effective dynamic viscosity.

The increase of nanofluid temperature is found to augment both the effects of the non-uniform nanoparticle diameter and mean nanoparticle diameter inside the cavity. For small and large Grashof numbers, the cases behave closely in the heat transfer enhancement of nanofluids because the heat conduction is dominated by high thermal conductivity of nanofluids.

The results for the effect of nanoparticle volume faction establish the range of operating nanoparticle parameters where transport activities can be manipulated. Future work is recommended to extend to the current investigation to a model with concentration distributions of nanoparticles. This model shall aid in examining the contribution of the effect of particle migration in augmenting the heat transfer in the present configuration.
3.1. Introduction

The transport of aerosol particles in laminar and turbulent flows is encountered in a wide range of natural as well as industrial processes or operations such as atmospheric dispersal of pollutants, deposition of contaminants and drug on respiratory surfaces, trapping of soot in gas exhaust pipes, sampling radioactive aerosols, and micro-contamination control in semiconductor fabrication, etc. The phenomena of interest in these areas include particle deposition rates on objects, particle dispersion and preferential accumulation of particles, etc.

Currently, there are two approaches for Particle Phase modeling, namely Lagrangian (particle trajectory) methods and the Eulerian (two-fluid) methods. In the Lagrangian approach, trajectories and velocities of each particle are calculated by integrating the particle momentum equation. In the Euler approach, the transport equation of particle phase is solved to obtain particle concentration distributions. The advantage of the Lagrangian approach over Eulerian models in studies of aerosol particles is the fact that each particle can be handled independently, and, hence, the forces working on each particle can be written down directly.
To obtain reliable solutions using Lagrangian particle-tracking models, however, a large number of particles are generally required on fine grid meshes in numerical simulations\textsuperscript{60-62}, which has detrimental implications for CPU run times. Therefore, an accurate numerical scheme allowing highly efficient parallel implementation is essential for the Lagrangian particle-tracking approach. Recently, the lattice Boltzmann method (LBM) has emerged as an efficient alternative for simulating and modeling complicated physical and chemical systems\textsuperscript{63-64}. Compared with conventional methods used in computational fluid dynamics, the LBM is more efficient for the current trend of massive computations and easier to solve complex flows, such as porous media flows, multi-phase flows, magnetic flows, particulate suspensions, flows over rough boundaries and so on. In addition, the LBM has been recently extended to model turbulent flows\textsuperscript{65}. In terms of numerical reliability, several comparative studies have demonstrated excellent performance of the LBM in numerical accuracy compared to conventional schemes\textsuperscript{66-69}.

Many LB studies of obstructed flows have been proposed over the past few years and various models can be grouped in two main categories. The first one includes problems of flows over a single bluff body and has been simulated in several studies\textsuperscript{70-73}. The second group of problems relates to flows around multiple bluff bodies. Surmas et al.\textsuperscript{74} presented a fluid flow model around two identical cylinders aligned in tandem and side-by-side arrangements. They analyzed the significance of bluff body wake interference at Reynolds number of 200. Agrawal et al.\textsuperscript{75} simulated a flow around two square prisms placed side-by-side at Reynolds number of 73 and investigated the effect of the gap ratio between two obstacles on the fluid-flow structures.
Recently, the review of two cylinders in cross flows by Sumner\textsuperscript{76} raised concern regarding complexity of flow fields around multiple-cylinder configurations. The author concluded that the staggered configuration, although most commonly found in engineering applications, has received less research attention. Niu and Zhu\textsuperscript{77} reported a three-dimensional numerical study of flows around two identical square prisms in staggered arrangements. Sarkar et al.\textsuperscript{78} studied the mixed convection behind two square prisms in staggered arrangements at Reynolds number of 100 and found the maximum heat transfer at the second obstacle for a particular obstacle spacing. Most recently, Berbish\textsuperscript{79} performed an experimental and numerical analysis for heat transfer and flow features around four elliptic prisms in staggered arrangements. The author demonstrated that the heat transfer characteristics of the obstacles were correlated in terms of Reynolds numbers and obstacle spacing ratios.

Several experimental studies have examined dispersion behaviors of aerosol particles in shear flows\textsuperscript{80-84} and deposition of aerosol particles on a single object\textsuperscript{85-87}. It has been identified that the effect of inertial impaction on the motion of particles in a fluid flow is characterized by the Stokes number, defined as the ratio of particle response time to a characteristic flow time. The Stokes number is proportional to the square of a particle diameter so that increasing the particle size leads to increased particle deposition. During the last decades, the development of numerical fluid-flow models coupled to particle phase equations opened new ways to investigate transport of aerosol particles in obstructed fluid flows. In an early study, Li et al.\textsuperscript{88} numerically studied deposition of aerosol particles in a turbulent duct flow over a single
obstacle mounted on the bottom wall. The authors evaluated the capture efficiency of rectangular and trapezoidal blocks for different Stokes numbers. Different authors\textsuperscript{60,62,89} analyzed influences of various vortex structures on the transport of aerosol particles in wakes behind a single obstacle. In these studies, the forces considered in the Lagrangian particle equation were lift, drag and gravity effects. Haugen and Kragset\textsuperscript{90} used a direct numerical simulation to study aerosol particle impaction on a cylinder in a cross flow as a function of Stokes and Reynolds numbers. Brandon and Aggarwal\textsuperscript{91} and Salmanzadeh et al.\textsuperscript{92} modeled deposition and dispersion of aerosol particles on a rectangular prism in a channel flow without Brownian motion and both demonstrated particle deposition efficiencies on the front side of the obstruction as a function of Stokes numbers. More recently, Jafari et al.\textsuperscript{93} were the first to use the LB method, together with the Lagrangian particle equation of motion, to simulate a particle-laden flow over a square prism at Reynolds number of 200. The authors showed that Brownian motion affects the deposition efficiency of submicron particles on the block and motion of particles behind the obstacle is significantly influenced by the vortex shedding. A numerical model of aerosol particle transport in a channel flow over two square prisms in tandem has been recently developed to determine the effect of the gap between two blocks on obstruction capture efficiencies\textsuperscript{94}. The forces considered in the Lagrangian model were drag, gravity and buoyancy effects.

Although particle-laden flows in obstructed channels have been extensively studied in the past, relatively little is known about the effects of obstruction arrangements on the transport of aerosol particles with Brownian motion. In the present study, we have further examined the effects of multiple
obstacles and block-to-block spacings on particle dispersion and disposition by simulating particle-laden flows around square prisms placed in a rectangular channel. An incompressible Lattice Boltzmann model coupled with Lagrangian tracking of many thousand discrete particles is used to produce a systematic description of the phenomenon. Therefore, the findings of this study provide more information on the fluid-particle characteristics in two phase coherent vortex structures and extend the applicability of the LBE method in particle Lagrangian simulations.

3.2. Mathematical model

Figure 3.1 shows the schematic of the model adopted in this study with boundary conditions and coordinates. The origin of the Cartesian coordinate system is at the left corner of the bottom wall located at \( y = 0 \). The bluff bodies, with each side of length \( B \), are placed in a rectangular channel. The channel width \( (H) \) and the length are taken as \( 4B \) and \( 30B \), respectively. \( T \) is the transverse spacing and \( L \) is the longitudinal spacing between the centers of two consecutive obstacles. The upstream distance of the first obstacle is \( 10B \).

Figure 3.1. Schematic for the physical model with boundary conditions of the problem.
The staggered configuration is employed for the arrangement of the multiple blocks placed in the channel (Figure 3.1). Initially, the gas, without particles, is at rest anywhere in the channel. The fluid motion is then generated by a parabolic velocity profile with a maximum velocity \( u_{\text{max}} \) at inflow. After the flow reaches a steady state or time-periodic state (Kármán vortex street), particles of given size and density are injected with a random distribution at the inlet of the channel. For the velocity field, no-slip/zero-penetration conditions are imposed on the walls of the channel, and standard pressure outlet conditions are used at the channel exit.

### 3.2.1. Assumptions

The mathematical equations describing the physical model are based on the following assumptions: (I) particles are spherical and of uniform size and density; (II) the third dimension of this 2D channel is equal to the particle diameter; (III) particle-laden flows are considered dilute enough (particle volume fractions less than \( 10^{-6} \)) so that the effect of particles on the fluid flow is negligible; (IV) particle-particle interactions are neglected; (V) particles are removed from the flow field once they impact obstacles or channel walls.

### 3.2.2. Gas-phase equations

The incompressible lattice Boltzmann model proposed by He and Luo\(^{95}\) is used to solve the incompressible Navier–Stokes equations for the fluid velocity. All quantities given in physical units of time (s) and length (m) are non-dimensionalized as follows:
\[ x = \frac{x^*}{B}, \quad t = \frac{t^*}{B/c_0}, \quad u = \frac{u^*}{c_0}, \quad v = \frac{v^*}{c_0}, \quad P = \frac{p^*}{c_0^2 \rho_g}, \quad \nu_g = \frac{v_g^*}{Bc_0}, \]

Variables \(x, t, u, v\) and \(P\) are spatial coordinate, time, velocity components in \(x-\) and \(y-\) direction and pressure, respectively. The parameter \(\nu_g\) is the kinematic viscosity.

The evolution equation for the flow field using the pressure distribution function is expressed as:

\[
p_a(x+ce_a \cdot \Delta t, t+\Delta t) = p_a(x,t) - \tau_f \cdot [p_a(x,t) - p^e_a(x,t)]
\]

\[
p^e_a = w_a \left[ P + P_0 \left\{ \frac{3(e_a \cdot u)}{c^2} + \frac{9}{2} \left( \frac{e_a \cdot u}{c} \right)^2 - \frac{3}{2} u^2 \right\} \right]
\]

where \(c = \Delta x / \Delta t\) is the streaming speed and \(P_0 = \rho_0 / c_s^2\) is the pressure at room temperature. \(\Delta x, \Delta t, \rho_0, c_s\) and \(\tau_f\) are the lattice grid spacing, time step, density at room temperature, sound speed and dimensionless relaxation time, respectively. \(p^e_a\) is the corresponding equilibrium distribution function.

For the 9-bit lattice Bhatnagar-Gross-Krook (LBGK) model in two-dimensional square lattice space, the sound speed \(c_s\) is \(c / \sqrt{3}\) and \(e_a\) is given by

\[
e_a = \begin{cases} (0,0), & \alpha = 1 \\ (\cos((\alpha-1)\pi/2), \sin((\alpha-1)\pi/2)), & \alpha = 2, 3, 4, 5 \\ (\cos((\alpha-5)\pi/2 + \pi/4), \sin((\alpha-5)\pi/2 + \pi/4)), & \alpha = 6, 7, 8, 9 \\ \end{cases}
\]

where the weights \(w_1 = 4/9, w_{2,3,4,5} = 1/9\) and \(w_{6,7,8,9} = 1/36\). The macroscopic variables for the fluid pressure and velocity are calculated by

\[
P = \sum_{\alpha=1}^{9} p_a, \quad \rho u = \sum_{\alpha=1}^{9} p_a e_a,
\]

respectively. Through multiscaling expansion, the incompressible Navier–Stokes equations can be derived from this LBGK model with a kinematic viscosity.
The flow Reynolds number is defined as $Re = \frac{u_{\text{max}} B}{v_g}$. 

For the present simulations, a parabolic velocity profile is prescribed at the channel entrance. At the channel exit, $\frac{\partial u}{\partial x} = 0$ is used as the outlet boundary condition. On the upper and lower walls, as well as on the obstacle boundaries, no-slip boundary conditions are applied, respectively. To implement these boundary conditions in the LBM, the unknown distribution functions at boundary nodes have to be determined, see Figure 3.2. At the nodes of the inlet boundary, the unknown distribution functions $p_2$, $p_6$ and $p_9$ are derived from the following equation:\textsuperscript{96}:

$$p_{2,6,9}(O_{i},t) = p_{2,6,9}^{eq}(u(O_{i}),t) + \left[1 - \frac{\tau_{f}}{\tau_{j}}\right] \cdot \left[p_{2,6,9}(O_{2},t) - p_{2,6,9}^{eq}(O_{2},t)\right]$$

Figure 3.2. Boundary conditions of the inlet and bottom wall for the distribution function. Solid lines are known conditions and dashed lines are unknown ones.
At the inlet bottom node, the unknown distribution functions are expressed as:

\[ p_2 = p_4, \quad p_3 = p_5, \quad p_6 = p_8, \quad p_9 = p_7, \]
\[ p_7 = 0.5(P - p_1)(p_4 - p_5 - p_8) \]  \hspace{1cm} (7)

Using the halfway bounce-back scheme, the outgoing distribution functions at a wall or obstacle node \( p_{\alpha}^{\text{out}} \) are given by \( p_{\alpha}^{\text{out}} = p_{\alpha}^{\text{in}} \), where \( p_{\alpha}^{\text{in}} \) is the incoming distribution functions and \( \tilde{\alpha} \) and \( \alpha \) denote directions opposite to each other. The outlet nodes and other corner nodes can also be handled in the procedure described above. A second-order finite difference scheme is used to get the velocity at the outlet boundary:

\[ \frac{\partial u}{\partial x} \bigg|_{i,j} = \frac{4u_{i+1,j} - 4u_{i-1,j} - 2u_{i,j}}{2\Delta x} \]  \hspace{1cm} (8)

The vorticity \( \Omega \) is determined from the calculated velocity field for one flow simulation via the vorticity equation:

\[ \Omega = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} \] \hspace{1cm} (9)

### 3.2.3. Particle equation of motion

In this study, a detailed particle dynamics model based on a Lagrangian formalism is adopted to describe their trajectories. The governing equations for the instantaneous particle location \((x^*_p, y^*_p)\) and velocity \((u^*_p, v^*_p)\), in dimensional form, are as follows:

\[ \frac{dx^*_p}{dt} = u^*_p, \quad \frac{dy^*_p}{dt} = v^*_p \] \hspace{1cm} (10)

\[ \rho_p V_p \frac{du^*_p}{dt} = -\frac{3\pi \mu_g d_p}{C} (u^*_p - u^*_g) + (\rho_p - \rho_g) V_p g + F_L + F_B \] \hspace{1cm} (11)
where \( V_p \) is the volume of a single particle, \( \rho_p \) is the particle density, \( d_p \) is the particle diameter, \( \mu_g \) is the gas dynamic viscosity. The first term on the right-hand side of Eq. (11) is the drag force due to the relative velocity of the particle with respect to the carrier fluid. The Cunningham correction factor \( C \) is defined by\(^{98-99}\):

\[
C = 1 + \frac{2 \lambda_g}{d_p} \left[ 1.252 + 0.399 \exp \left( -1.1 \frac{d_p}{2 \lambda_g} \right) \right]
\]  

(12)

where

\[
\lambda_g = \nu_g \left( \frac{\pi M_g}{2 R T_g} \right)^{0.5}
\]  

(13)

is the mean free path of air molecules and \( R, M_g \) and \( T_g \) are universal gas constant, molecular mass of air and gas temperature, respectively. The second term on the right-hand side of Eq. (11) is the gravitational force and the third term is the Saffman lift force due to the gradient in the shear flow as defined by\(^{100-101}\):

\[
F_{L,x} = 1.615 \rho_g \nu_g^{0.5} d_p \left( u_g^* - u_p^* \right) \sqrt{\frac{dv_g^*}{dx} \text{sign} \left( \frac{dv_g^*}{dx} \right)}
\]

\[
F_{L,y} = 1.615 \rho_g \nu_g^{0.5} d_p \left( v_g^* - v_p^* \right) \sqrt{\frac{du_g^*}{dy} \text{sign} \left( \frac{du_g^*}{dy} \right)}
\]  

(14)

where the local fluid velocities \((u_g^*, v_g^*)\) are calculated by interpolation among the velocity data provided by the LB fluid model. The last term on the right-hand side of Eq. (11) is the Brownian force based on frequent collisions between the ultrafine particles and the gas molecules. The Brownian motion is modeled as a Gaussian white noise stochastic process suggested by Li and
Ahmadi\textsuperscript{102,104} and Zare et al.\textsuperscript{103}:

\[ F_B = G_i \left( \frac{6\pi \mu_g d \rho \kappa T_g}{CA_t} \right)^{0.5} \]  \hspace{1cm} (15)

where \( \kappa = 1.38 \times 10^{-23} \text{ J/K} \) is the Boltzmann constant and \( G_i (i = 1, 2) \) are pairs of independent Gaussian random numbers with zero means and unit variance. These Gaussian random numbers are generated at each time step and given by:

\[ G_i = \sqrt{-2 \ln(U_i) \cos(2\pi U_2)} \]
\[ G_2 = \sqrt{-2 \ln(U_1) \sin(2\pi U_2)} \]  \hspace{1cm} (16)

In Eq. (13), \( U_1 \) and \( U_2 \) are uniform random numbers between 0 and 1. The ordinary differential equations represented by Eq. (10) and (11) are integrated analytically over each time step\textsuperscript{105}. To measure the interplay between the travel of the particle and fluid flow within an obstacle, the Stokes number \((Stk)\), defined as the ratio of particle response time \((t_p)\) to a characteristic flow time \((t_g)\), is used\textsuperscript{91}:

\[ Stk = \frac{t_p}{t_g} = \frac{d^2 \varepsilon Re}{18 B^2} \]  \hspace{1cm} (17)

where \( \varepsilon \) is the ratio of particle density to gas density. Finally, the particle deposition efficiency, as defined by:

\[ \eta = \frac{\text{Number of deposited particles on the solid surface}}{\text{Number of particles injected into the flow}} \]  \hspace{1cm} (18)

is expected to depend on physical properties of particles and carrier fluids, types of flow field structure and obstacle geometry.
3.3. Algorithm validation

The validity of the LB model has been assessed by grid-independence and by comparisons with the results in the literature on flows around a square prism. The Reynolds numbers considered are such that the flow is characterized by unsteady two-dimensional shedding of vortices in the wake of the block. In these simulations, the frequency of vortex shedding is reported in dimensionless form as the Strouhal number, defined as \( Str = \frac{f \cdot B}{u_{\text{max}}} \), where \( f \) is the frequency of oscillation, obtained by fast-Fourier-transform (FFT) of the velocity history at downstream of the block. Different uniform grids of 121x901, 161x1201, 242x1801 are examined for the blockage ratio \( \frac{B}{H} \) of 0.25 and Reynolds number of 150. The Strouhal numbers are 0.1895, 0.1904 and 0.1904 for the grid points of 121x901, 161x1201, and 242x1801, respectively. It is observed that the further refinement from the grid of 161x1201 does not result in improvement.

In the present study, however, the finest grid level is chosen to capture the dynamic characteristics of particle motion over the range of operational parameter values considered. Figure 3.3 shows the comparison between the results obtained with the grid of 242x1801 points and the values available in the literature\(^{69,93,106}\). The comparisons for the Strouhal number dependence on Reynolds number and their corresponding blockage ratios indicate a reasonable agreement. Although the predicted Strouhal numbers at the blockage ratio of 0.25 are slightly higher than the previous reference values, the present model shows less discrepancy between LBM and FEM (Finite Element Method) than that obtained by the LBM of Jafari et al.\(^{93}\).

To ensure the accuracy and validity of current particle-laden flow models,
21 aerosol particles entering the projected area of the obstacle surface at the

Figure 3.3. Variation of Strouhal number with Reynolds number for laminar channel flow over a square prism. Comparison of Finite Element method (FEM) and Lattice Boltzmann method (LBM) results.

Figure 3.4. Comparison of particle deposition efficiency versus Stokes number from present results and previously published data for aerosol transport over a square prism at $B/H = 0.25$. 
Figure 3.5. Comparison of particle trajectories in a channel flow with a square prism for $d_p = 1$ nm. (a) The entire computational domain; (b) A zoom-in view for one particle trajectory shown in the open rectangular of Fig. (a). Black line, with Brownian motion; Red line, without Brownian motion.

Channel inlet are uniformly injected every 50 time step, and the resulting particle deposition efficiencies on the obstacle are compared with those obtained from other authors\textsuperscript{91-93} by using different particle phase equations. Figure 3.4 shows the computed deposition efficiencies as a function of Stokes number for a blockage ratio of 0.25. At $St_k$ less than approximately 0.2, where the Brownian force increasingly dominates, the predicted values agree well with those estimated by the model of Jafari et al.\textsuperscript{93} which takes into account the effect of Brownian motion. At the region where the inertial impaction is dominant ($St_k > 0.4$), the simulation results are also in good agreement with those predicted by the models\textsuperscript{91,92} without Brownian motion. To further illustrate the importance of the Brownian force acting on the particles, trajectories of two nanoparticles with and without the Brownian motion effect are displayed in Figure 3.5 for a blockage ratio of 0.25. It is clear that all particle paths have followed roughly the same patterns of flow streamlines, but the particles with Brownian excitations are tending to dissociate along the direction of gas flow rather like the particles without Brownian excitations.
3.4. Results and discussion

As stated in the previous sections, the overall objective of this current investigation is to explore the deposition and transport behavior of aerosol particles in miniature channel flows as a function of block arrangements and Stokes numbers. Specifically, we will analyze particle distributions and deposition efficiencies for various values of block numbers, longitudinal and transverse spacings between two blocks, and Stokes numbers. Numerical simulations have been done for spherical monodisperse aerosol particles with diameters of 15 \( \mu \text{m} \), 10 \( \mu \text{m} \), 500 nm, 10 nm and 1 nm, respectively, and the particle-fluid density ratio of 1.7. The particle parameters used are essentially the same as those in references\textsuperscript{103,107} with a slight modification. In all of the following, we have set the blockage ratio to 0.25 and fluid Reynolds number to 100. These two constants yield five Stokes numbers (1.05 \( \times \) 10\(^{-5} \), 1.68 \( \times \) 10\(^{-4} \), 4.21 \( \times \) 10\(^{-3} \), 1.05 \( \times \) 10\(^{-1} \) and 2.37 \( \times \) 10\(^{-1} \)) from Eq. (17) with the given particle diameters and \( \varepsilon \). Initially, the computations are started without particles until a time-periodic flow is achieved. The procedure to generate the particle-laden flow is the same as Section 3 except that the particles are randomly inserted at the upstream section of channel with zero initial velocity. To ensure the independence of numerical solutions from the particle number, there are totally 42,000 particles introduced into the channel at the end of each simulation. The temporal step size used in the computation is less than the particle relaxation time to avoid any influence on the flow and particle field. The results are found to be repeatable except for some slight variations caused by the initial random particle distributions or random Brownian forces.
3.4.1. Effect of staggered blocks

To study the effect of staggered blocks on the aerosol particle deposition and dispersion, we vary the number of blocks \((N)\) in a cross flow of gas from 1 to 3, while the particle size is specified in the range from \(1 \text{ nm} \leq d_p \leq 15 \mu\text{m}\). The centers of block 1, block 2 and block 3 in staggered arrangement (Figure 3.1) are located at \((x, y) = (10, 2), (12, 3)\) and \((14, 1)\), respectively. Three types of obstructions constructed for channel flow systems are characterized by the presence of (I) block 1, 2 and 3, (II) block 1 and 2, and (III) block 1.
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Figure 3.6. Time trace of the streamwise velocity stored downstream at \(x = 1.2\) from the rear side of the square prism. For the channels with two and three blocks placed, the location of the streamwise velocity is behind the second and third block, respectively.

Figure 3.6 shows the time-dependent evolution of fluid streamwise velocity in wakes. It is clear that the amplitude of velocity fluctuations increases with the number of blocks. Moreover, the oscillation frequency of the fluid
streamwise velocity is found to be minimum when the number of blocks is set to \( N = 2 \), its Strouhal number being approximately 22% and 16% lower than in the case of \( N = 1 \) and 3, respectively.

Figure 3.7 illustrates the effect of staggered blocks on the time-periodic state variation of the gaseous-phase streamtraces and vorticity contours at the time of the peak streamwise velocity in one vortex-shedding cycle. In this
physical model, the flow patterns depicted by streamtraces are characterized by the temporal development of the near-wake recirculation zones that form downstream of the blocks. Unlike the flow pattern observed in the case of the single block (Figure 3.7a1), the enlarged recirculation zone attached to the corner of last staggered block (Figure 3.7b1 and c1) increases the strength of the eddy transport and hence creates recirculation zones moving downstream along the channel wall. Furthermore, different patterns of vortex shedding (Figure 3.7a2, b2 and c2) are observed between the case of a single block and staggered blocks. Figure 3.7a2 shows the alternate shedding of vortices from two sides of the block. This vortex shedding phenomenon, however, is not the results of the staggered blocks as the vortices generated from the leading edge near the channel wall are suppressed (Figure 3.7 b2 and c2). In the case of \( N = 3 \), vortices generated from block 1 and 2 are suppressed and added up with the vortices generated at block 3. This roll-up process extends the boundary zones between two vortex structures and may increase the effect of stretching and folding on the behavior of particles in the boundary of the vortex structures\(^{60,62}\).

The effects of staggered blocks on the predicted particle dispersion are displayed in Figure 3.8 and 3.9 for different particle sizes. Each instantaneous image of particle distributions corresponds to flow field of Figure 3.7. For the micron particles, it can be seen from Figure 3.8 that the deposition of particles on the lower wall and the front side of blocks is appreciable and the dispersed particles have characteristics of preferential concentration along the boundary regions of vortex structures. The particles are continuously centrifuged out of a vortex because the micron particle and fluid response time scales are of
similar order ($Stk \sim O(1)$). In the presence of $y$-direction gravity effect, the dispersion process of $d_p = 15 \, \mu m$ exhibits more progressive lateral sedimentation in the upper section of the channel as compared to that of $d_p = 10 \, \mu m$.}

Figure 3.8. Instantaneous particle distribution and vorticity contours of the gas flow in a channel with different values of: (a) $d_p = 15 \, \mu m$, one block; (b) $d_p = 15 \, \mu m$, two blocks; (c) $d_p = 15 \, \mu m$, three blocks; (d) $d_p = 10 \, \mu m$, one block; (e) $d_p = 10 \, \mu m$, two blocks; and (f) $d_p = 10 \, \mu m$, three blocks. Images are captured at the time of the maximum streamwise velocity in one vortex shedding cycle (after 42,000 particles have been injected).
Figure 3.9. Instantaneous particle distribution and vorticity contours of the gas flow in a channel with different values of: (a) $d_p = 500$ nm, one block; (b) $d_p = 500$ nm, two blocks; (c) $d_p = 500$ nm, three blocks; (d) $d_p = 1$ nm, one block; (e) $d_p = 1$ nm, two blocks; and (f) $d_p = 1$ nm, three blocks. Images are captured at the time of the maximum streamwise velocity in one vortex shedding cycle (after 42,000 particles have been injected).

For the submicron particles (Figure 3.9), particles are not affected significantly by the gravity force and centrifugal force of vortices. Because of the low Stokes numbers, particles have sufficient time to respond to the impact of gas molecules and behave like fluid tracers. Thus, the conglomeration of the
particles in the boundary regions of vortices is barely visible and particles are uniformly distributed in space. Under these conditions, the deposition of submicron particles occurs not only on the front side of the blocks but also along the sides of the blocks. It is seen that the quantity of dispersed particles in the case of $d_p = 1$ nm (Figure 3.9d, e and f) is smaller when compared with that of $d_p = 500$ nm (Figure 3.9a, b and c). This phenomenon is due to the increased Brownian motion in the case of ultrafine particles ($d_p = 1$ nm).

In the case of $d_p = 15 \mu m$ (Figure 3.8c), the particle deposition efficiencies on block 2 and 3 are approximately six times greater than that of block 1. This enhanced deposition of particles on the staggered blocks can be explained by the increased velocity of particle-laden flow in the narrowed spaces between the walls and blocks. However, as seen in Figure 3.8f, 3.9c and 3.9f, this geometrical influence becomes smaller when the particle size is reduced from 15 $\mu$m to 1 nm (Figure 3.8f). This finding can be interpreted by realizing that inertial impaction of particles on the blocks is not expected to have a significant effect on the deposition of such particles, with a diameters $d_p \leq 10 \mu m^{108-109}$.

Variations of the predicted particle deposition efficiencies versus particle diameters for different numbers of blocks placed in the channel are shown in Figure 3.10. The particle deposition efficiencies on the obstructions ($\eta_{obst}$), walls ($\eta_{upper\ wall}$, $\eta_{lower\ wall}$) are calculated using Eq. (18) and the total deposition efficiency of particles is obtained by $\eta_{total} = \eta_{obst} + \eta_{wall}$. In general, all particle deposition efficiencies ($\eta_{obst}$, $\eta_{lower\ wall}$, $\eta_{total}$) exhibit a clear minimum at $10^2$ nm $\leq d_p \leq 10^3$ nm for different numbers of blocks placed except for $\eta_{upper\ wall}$, which is inversely proportional to the size of the particles (Figure 3.10b). This
Figure 3.10. Deposition efficiency as a function of particle diameter for different numbers of blocks placed in the channel. Particles deposited on the (a) obstructions, (b) walls and (c) both obstructions and walls.
decrease of $\eta_{\text{upper wall}}$ at $d_p \geq 10^3$ nm is related to the fact that the gravity acceleration along direction (-y) increases sharply when the micron particles are introduced into the channel (Figure 3.8). Figure 3.10(a) shows that increasing the number of blocks in staggered arrangements enhances the deposition of particles on obstructions. However, as seen in Figure 3.10(b), the deposition efficiency of submicron particles on the channel wall is less influenced by the number of blocks than that of micron particles. For the total deposition efficiency of particles (Figure 3.10c), the effect of staggered blocks on particle deposition is significantly increased as the particle diameter is increased in the micron region and reduced in the submicron region. This deposition enhancement, as would have been expected from the results obtained\textsuperscript{110}, is mainly due to the dominance of inertial impaction and Brownian motion for large micron and small submicron particles, respectively. It is noteworthy that without Brownian motion, the submicron particles do not preferentially deposit on any solid surface; as shown, their deposition efficiencies appear to be relatively low and independent on the variation of particle sizes (Figure 3.10c). As a consequence, from the analysis of Figure 3.10, the multiple blocks in staggered arrangement have a significant influence of particle deposition enhancement for both micron particles and ultrafine particles.

3.4.2. Effects of various longitudinal and transverse spacings

In the previous section we saw how multiple obstacles could provide a significant influence on the deposition efficiency of micron particles ($10 \ \mu\text{m} \leq d_p \leq 15 \ \mu\text{m}$) and ultrafine particles ($1 \ \text{nm} \leq d_p \leq 10 \ \text{nm}$) on walls and obstructions.
We now move to the more specific categories of staggered arrangements and our goal is to evaluate whether the block-to-block spacing is sensitive to the particle deposition.

In this section, we investigate the effect of longitudinal spacings \((L/B)\) and transverse spacings \((T/B)\), respectively, on particle deposition in a channel flow over two blocks. In the case of different longitudinal spacings, the position of the block 1 (Figure 3.1) is fixed at \(x = 10\) and \(y = 1.5\), while the range of different longitudinal locations of block 2 at \(y = 2.5\) are chosen as \(11.25 \leq x \leq 14\) corresponding to the parameter range \(1.25 \leq L/B \leq 4\).

Figure 3.11 shows the variation of the total deposition efficiency with \(L/B\) for different particle sizes at \(T/B = 1\). It is evident that the total deposition efficiency of \(d_p = 15 \, \mu m\) varies significantly with \(L/B\) in the range \(1.25 \leq L/B \leq 2\) and exhibits a maximum at \(L/B = 1.5\). In order to understand this peculiar behavior, images of instantaneous particle distributions for \(d_p = 15 \, \mu m\) at \(L/B =\)

![Figure 3.11. Variation of deposition efficiency on obstructions and walls with the longitudinal spacing between the centers of two blocks for different particle sizes at \(T/B = 1\).](image)
Figure 3.12. Instantaneous particle distribution in a channel with different values of: (a) $L/B = 1.25$; (b) $L/B = 1.5$; and (c) $L/B = 4$, for $T/B = 1$ and $d_p = 15 \mu$m. Images are captured at the time of the maximum streamwise velocity in one vortex shedding cycle (after 42,000 particles have been injected).

1.25, 1.5 and 4 as well as their corresponding particle deposition efficiencies on block 1 and 2 and walls are compared to each other in Figure 3.12. It is seen that the number of particles deposited on block 2 is increased as the longitudinal spacing slightly increases to where the maximum value of $\eta_{total}$ is reached. The image in Figure 3.12 (a) shows more particles slipping through the interstitial space between the blocks than that in Figure 3.12 (b) because of the rapid increase in flow velocity between the blocks in Figure 3.12 (a). At $L/B = 4$ (Figure 3.12c), where the space between the blocks is large, particles pass through the bottom of block 2 due to gravity and hence the quantity of deposited particles is reduced. In the case of different transverse spacings, the parameter range $0 \leq T/B \leq 1$ is yielded by varying the transverse position of block 1 and 2, from $y = 2$ to 1.5 and $y = 2$ to 2.5, respectively. The position of
Figure 3.13. Variation of deposition efficiency on obstructions and walls with the transverse spacing between the centers of two blocks for different particle sizes at $L/B = 2$.

Figure 3.14. Instantaneous particle distribution in a channel with different values of: (a) $T/B = 0.25$, $\eta_{\text{block}_1} = 0.0206$, $\eta_{\text{block}_2} = 0.004$, $\eta_{\text{wall}} = 0.28$; (b) $T/B = 0.875$, $\eta_{\text{block}_1} = 0.022$, $\eta_{\text{block}_2} = 0.1534$, $\eta_{\text{wall}} = 0.29$; and (c) $L/B = 0.022$, for $L/B = 2$ and $d_p = 15 \ \mu m$. Images are captured at the time of the maximum streamwise velocity in one vortex shedding cycle (after 42,000 particles have been injected).
block 1 and 2 along the x direction is exactly the same as in Section 3.4.1. Figure 3.13 displays the variations of the total deposition efficiency versus $T/B$ for different particle sizes at $L/B = 2$. Similar to the results reported in Figure 3.11, this pattern of variations shows further that the total deposition efficiency increases sharply at $T/B \approx 0.5$ and its maximum occurs at $T/B = 0.875$.

Figure 3.14 also elucidates different patterns of particle distribution due to different transverse spacings. As the blocks are staggered from $T/B = 0.25$ to 0.875, deposition of particles on block 2 is dramatically increased. It is observed, however, that the number of particles trapped in block 2 is slightly reduced as the block is mostly immersed in the particle-laden flow (Figure 3.14 c). Overall, the analysis also defines the operating range where staggered blocks can be considered effectively in determining the level of particle deposition augmentation.

3.5. Conclusions

In this article, an incompressible lattice Boltzmann model is employed to investigate the transport of aerosol particles and their deposition efficiency in a two-dimensional channel flow around multiple square prisms in staggered arrangements. The validation results demonstrate that the proposed model is in better agreement with the data obtained from conventional computational techniques than that of the previously proposed LB model.

Qualitatively, the total particle deposition efficiency has the same functional dependency on the Stokes number (particle size) for different number of blocks placed in the channel. The results of this work illustrate that the particle deposition characteristics in the channel flow around staggered
blocks can be enhanced as the particle size increases in the micron scale range or decreases in the submicron scale range. These phenomena are due to the fact that inertial impaction and Brownian motion are the dominant mechanisms for the transport of micron and submicron particles, respectively. The study also examines the effect of block-to-block spacings on the deposition of aerosol particles by individually varying the longitudinal and transverse space between two blocks. It is found that for 15 μm particles, both longitudinal and transverse spacing not only influence the behavior of particle deposition but also yield maximum deposition efficiencies of particles. Overall, simulation results establish the range of operating obstacle parameters where deposition rates can be manipulated. Future work is recommended to extend the current investigation to include particle-particle interaction and the effect of particle motion on the fluid flow. This model will aid in examining the contribution of the effect of particle clouds on the particle deposition and distributions in the present configuration.
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