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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>16αOH-TS</td>
<td>16α-hydroxytestosterone</td>
</tr>
<tr>
<td>16βOH-TS</td>
<td>16β-hydroxytestosterone</td>
</tr>
<tr>
<td>3βAdiol</td>
<td>5α-androstan-3β,17β-diol</td>
</tr>
<tr>
<td>A</td>
<td>Androstenedione</td>
</tr>
<tr>
<td>AI</td>
<td>aromatase inhibitor</td>
</tr>
<tr>
<td>A-Q-DNA</td>
<td>Amplification-quality DNA</td>
</tr>
<tr>
<td>AR</td>
<td>Androgen receptor</td>
</tr>
<tr>
<td>B</td>
<td>Bicalutamide</td>
</tr>
<tr>
<td>CCS</td>
<td>Charcoal-stripped calf serum</td>
</tr>
<tr>
<td>CYP450</td>
<td>Cytochrome P450</td>
</tr>
<tr>
<td>DHEA</td>
<td>Dehydroepiandrosterone</td>
</tr>
<tr>
<td>DHEA-S</td>
<td>Dehydroepiandrosterone sulfate</td>
</tr>
<tr>
<td>DHT</td>
<td>5α-dihydrotestosterone</td>
</tr>
<tr>
<td>E1</td>
<td>Estrone</td>
</tr>
<tr>
<td>E1-S</td>
<td>Estrone sulfate</td>
</tr>
<tr>
<td>E2</td>
<td>Estradiol</td>
</tr>
<tr>
<td>E3</td>
<td>Estriol</td>
</tr>
<tr>
<td>ER</td>
<td>Estrogen receptor</td>
</tr>
<tr>
<td>FBS</td>
<td>Fetal bovine serum</td>
</tr>
<tr>
<td>FFPE</td>
<td>Formalin-fixed, paraffin-embedded</td>
</tr>
<tr>
<td>GREB1</td>
<td>Gene regulated by estrogen in breast cancer 1</td>
</tr>
<tr>
<td>GSEA</td>
<td>Gene set enrichment analysis</td>
</tr>
<tr>
<td>HSD</td>
<td>Hydroxysteroid dehydrogenase</td>
</tr>
<tr>
<td>ICI</td>
<td>ICI 182,780; fulvestrant</td>
</tr>
<tr>
<td>IMEM</td>
<td>Improved minimum essential medium</td>
</tr>
<tr>
<td>LTED</td>
<td>Long-term estrogen deprivation</td>
</tr>
<tr>
<td>LTLT</td>
<td>Long-term letrozole treated</td>
</tr>
<tr>
<td>LY</td>
<td>LY294002</td>
</tr>
<tr>
<td>MAPK</td>
<td>Mitogen activated protein kinase</td>
</tr>
<tr>
<td>MSigDB</td>
<td>Molecular signature database</td>
</tr>
<tr>
<td>NES</td>
<td>Normalized enrichment score</td>
</tr>
<tr>
<td>SD</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>SEM</td>
<td>Standard error of the mean</td>
</tr>
<tr>
<td>SHC</td>
<td>Src homology domain containing protein</td>
</tr>
<tr>
<td>SNP</td>
<td>Single nucleotide polymorphism</td>
</tr>
<tr>
<td>STS</td>
<td>Steroid sulfatase</td>
</tr>
<tr>
<td>TMA</td>
<td>Tissue microarray</td>
</tr>
<tr>
<td>TS</td>
<td>Testosterone</td>
</tr>
<tr>
<td>U</td>
<td>U0126</td>
</tr>
<tr>
<td>UTR</td>
<td>Untranslated region</td>
</tr>
</tbody>
</table>
Chapter I.
Introduction

Breast cancer and endocrine therapy

Breast cancer is the most common non-cutaneous malignancy among women in the Western world. Roughly 207,090 women will be diagnosed with and 39,840 women will die of breast cancer in 2010 in the United States [1]. Estrogenic hormones play a significant role in the development and progression of breast cancer; increased lifetime exposure to estrogen accounts for the most significant risk factors for the disease [2]. Approximately 70% of newly diagnosed patients present with tumors that express estrogen receptor alpha (ERα); these tumors are considered ER-positive and patients are candidates for treatment with endocrine therapy [3]. Targeted endocrine therapies that block the action of estrogens can block the growth of estrogen-dependent tumors [4], and are effective in preventing breast cancer [5-7].

The foundations of targeted endocrine therapy for patients with ER-positive tumors began with studies using the failed contraceptive agent ICI 46,474, or tamoxifen (reviewed in [8]). V. Craig Jordan, Arthur Walpole and colleagues demonstrated that tamoxifen competitively bound the estrogen receptor [9]. Marc Lippman and colleagues demonstrated that tamoxifen could inhibit the proliferation of breast cancer cells in culture, and that high concentrations of tamoxifen could kill breast cancer cells [10]. These data led to findings by Jordan et al., wherein tamoxifen blocked estrogen-dependent tumor growth in rat tumor models [11-13]. The results of these studies led to the hypothesis that long-term adjuvant therapy with tamoxifen would be necessary to maintain tumor regression, as demonstrated by subsequent clinical trials [14]. For nearly 30 years, adjuvant tamoxifen therapy served as front-line therapy for all women with ER-positive breast cancer [14].
During this time, increased understanding of steroidogenesis led to new hypotheses for strategies to block the actions of estrogens in breast cancer. Studies conducted largely at the Worcester Foundation for Experimental Biology in the 1950s through the 1970s demonstrated that production of estrogens was the result of the metabolism of androgens via an “aromatization process” (steroid hormone biosynthesis is further discussed below). This process was eventually found to be catalyzed by a single cytochrome P450 enzyme, termed aromatase (reviewed in [15]). Aromatase activity was initially identified in the ovaries and adrenals; consistent with this, most hypotheses limited steroid hormone production to endocrine glands. Paul MacDonald and colleagues reported extra-glandular aromatase activity in peripheral tissues, including adipose and breast [16-19]. Further, they suggested that adipose tissue serves as the primary source of estrogens in post-menopausal women [20]. Later studies by Alan Lipton, Richard Santen and Angela Brodie demonstrated that both benign and malignant breast tissues contain aromatase protein and activity [21-23].

Throughout this period, several groups recognized the therapeutic potential of inhibiting aromatase activity in treating estrogen-dependent breast cancer. Two classes of aromatase inhibitors, steroidal and non-steroidal inhibitors, were developed concurrently by a number of different groups. The pan-cytochrome P450 inhibitor aminoglutethemide and the steroid testololactone were identified as aromatase inhibitors. These compounds are considered the ‘first generation’ non-steroidal and steroidal aromatase inhibitors, respectively [24, 25]. Work by Harry and Angela Brodie identified 4-hydroxy-androstenedione, renamed formestane, as the first selective aromatase inhibitor (and a ‘second generation’ steroidal aromatase inhibitor). In collaboration with Paul Goss, Charles Coombes and Mitch Dowsett, this group demonstrated that formestane was effective in reducing serum estrogen concentrations and tumor burden in post-menopausal women with advanced breast cancer [26, 27]. Work by Richard Santen, William McGuire and others demonstrated that aromatase inhibition using aminoglutethemide was equally efficacious to surgical adrenalectomy in clinical response and estrogen suppression in breast cancer patients, suggesting that aromatase inhibitor therapy may spare patients radical surgery [28]. It was also confirmed that aromatase
inhibition would only be successful in post-menopausal women (and oophorectomized women), due to ovarian feedback increases in luteinizing hormone and follicle-stimulating hormone [29]. Promising clinical results with formestane and aminoglutethemide [15] piqued the interest of pharmaceutical companies, leading to the search for more specific and more potent aromatase inhibitors. Two non-steroidal inhibitors (anastrozole (Arimidex®), letrozole (Femara®)) and one steroidal inhibitor (exemestane (Aromasin®)) were identified as ‘third generation’ inhibitors [30]. Third generation aromatase inhibitors (AIs) decrease serum estradiol concentrations by 97-99% in postmenopausal women [31, 32]. Recent clinical trials have demonstrated that third generation AIs have superior efficacy when compared to tamoxifen in increasing disease-free survival and overall survival in postmenopausal women with ER-positive breast cancer [33-35]. Based on these results, AIs are now considered front-line therapy for post-menopausal women with ER-positive breast cancer [36].

Steroid hormone biosynthesis
Steroid hormone biosynthesis (Figure 1.1) begins with the multi-step removal of the hydrocarbon side chain from the D-ring of cholesterol (a 27 carbon sterol molecule) to form 19 carbon dehydroepiandrosterone (DHEA). This process is catalyzed entirely by two cytochrome P450 enzymes, CYP11A1 (P450scc) and CYP17A1 (reviewed in [37]). Initial cleavage of cholesterol by CYP11A1 yields the steroid hormone pregnenolone (21 carbon) which can be oxidized to progesterone by 3β-hydroxysteroid dehydrogenase (3β-HSD) [38], leading to the production of both mineralocorticoids and glucocorticoids. Pregnenolone is metabolized in two steps by CYP17A1, first catalyzing 17α-hydroxylation, followed by 17,20-lyase activity to complete the removal of the side chain from the molecule to yield DHEA [39]. The conversion of cholesterol to DHEA (and subsequent export of DHEA) occurs entirely in the adult adrenal zona reticularis, which expresses the ideal cohort of steroidogenic enzymes and co-factors required for this series of reactions [37]. DHEA is taken up by target tissues (e.g. adipose and breast) where it can serve as the precursor for androgen and estrogen synthesis.
While adrenal cytochrome P450s are responsible for the synthesis of DHEA, local synthesis of androgens and estrogens is regulated by 3- and 17-hydroxysteroid dehydrogenases (HSDs) and 5α-reductases [40]. This family of steroidogenic enzymes consists of at least fifteen 17β-HSDs [40-42], two 3β-HSDs [43] and three 5α-reductases [44, 45]. Additionally, at least 4 enzymes of the aldo-keto reductase superfamily (AKR1C1-1C4) are capable of catalyzing both 3α- and 3β- keto-hydroxysteroid conversions [42]. Specific HSD isoforms vary in their tissue specific expression and directionality (hydroxysteroid oxidation versus ketosteroid reduction) [40, 42, 46], which will be discussed further below. For simplicity, enzymes in the pathways described will be referred to by function rather than specific isoforms unless otherwise noted.

Local synthesis of androgens and estrogens in target tissues (Figure 1.1) proceeds when DHEA is metabolized to androstenedione (A) by 3β-HSD; A is converted to testosterone (TS) by 17β-HSD. In the biosynthesis of estrogens, either A or TS can be metabolized by aromatase to estrone (E1) and estradiol (E2), respectively (aromatase preferentially binds and metabolizes A versus TS [47, 48]). E1 and E2 (lower and higher potency estrogens, respectively [49], discussed further below) are inter-converted by 17β-HSD [50]. TS can instead continue in androgen biosynthesis and be metabolized by 5α-reductase to the potent androgen dihydrotestosterone (DHT). DHT is metabolized by 3β-HSD to the steroid 5α-androstane-3β,17β-diol (3βAdiol) [43], and 3βAdiol is eliminated via CYP7B1-mediated generation of 6α- and 7α-triols [51, 52]. Additional pathways exist as alternative metabolic routes producing the steroids listed and are discussed in references contained herein; however, the mechanisms outlined represent canonical steroid biosynthesis pathways.

DHEA is sulfated prior to export from the adrenals to the circulation, forming DHEA sulfate (DHEA-S) [37]. In peripheral tissues (particularly adipose [18, 53]), DHEA-S can be taken up and eventually aromatized, primarily to E1, where it is sulfated and exported as E1 sulfate (E1-S). In target tissues, DHEA-S is hydrolyzed by steroid sulfatase (STS) to remove the sulfate group; DHEA can then act as a sex steroid precursor. Similarly, STS hydrolyzes E1-S to yield E1, which can then be converted to E2 (described above).
Figure 1.1. Steroid hormone biosynthesis. Details described further in text. A, androstenedione; TS, testosterone; E1, estrone; E2, estradiol; DHT, dihydrotestosterone; 3βAdiol, 5α-androstane-3β,17β-diol; HSD, hydroxysteroid dehydrogenase. The bi-directionality of 17β-HSDs is further discussed in text.
The uptake of circulating DHEA-S or E1-S for conversion into active estrogens is discussed below.

**Steroid hormone biosynthesis in breast cancer**

In post-menopausal women with breast cancer, concentrations of E2 have been demonstrated to be up to 10-fold higher in tumors than circulating in plasma [54-56]. Estrogens in breast tumor tissues are thought to be generated from three primary sources: metabolism and aromatization of circulating precursors (i.e. DHEA, DHEA-S), active uptake/conversion of circulating estrogens to more potent estrogens (i.e. E1-S), and direct uptake of circulating E2. Though the relative contributions of these mechanisms are under scrutiny and are an area of controversy [57, 58], breast tumors do express the necessary enzymes to generate E2 from circulating precursors [59].

As described above, aromatase expression and activity has been reported in both benign and malignant breast tissues by a number of groups [21-23]. Early studies of aromatase expression associated with breast tumors could not resolve whether the enzyme was expressed specifically in tumor epithelial cells or the surrounding stroma (reviewed by [15]). This was recently elucidated by Hironobu Sasano and colleagues with evidence that aromatase is localized to both the stromal and tumor epithelial cells [60]. Aromatase activity has also been demonstrated in breast cancer cells in culture [61, 62]. This dissertation demonstrates that the protein levels of aromatase increase in breast cancer cells following estrogen deprivation, potentially mimicking conditions in patients receiving AI therapy ([63], discussed in Chapter II). Based on these data, breast tumors express aromatase and can catalyze the key reaction in the formation of estrogens from androgen precursors (e.g. TS or A).

3β-HSD activity is required both to convert DHEA to A, and DHT to 3βAdiol. Two isoforms of specific 3β-HSD enzymes, HSD3B1 and HSD3B2, have been identified. While HSD3B2 is expressed primarily in the adrenals and gonads, HSD3B1 is expressed widely in peripheral tissues including the breast [64, 65]. Though 3β-HSD activity is critical in the synthesis of sex steroids from DHEA, minimal data exist regarding the
expression of either isoform in breast tumor tissue. Some studies of 3β-HSD in breast cancer cells suggest that over-expressing the enzyme is required [66]. However, this dissertation demonstrates that not only do MCF-7 cells in culture express 3β-HSD protein, but expression increases during estrogen deprivation. Furthermore, the enzyme is functional in metabolizing DHT to 3β-Adiol ([63], as discussed in Chapter II). 3β-HSD activity has also been detected in breast carcinoma tissues [67], however, these studies used progesterone as a substrate, and it is unclear whether the level of activity observed is equivalent for DHEA or DHT metabolism. Though whether 3β-HSDs are expressed in breast tumors is unclear, a number of AKR1C family enzymes possess significant 3β-HSD activity, and have been demonstrated to be expressed in breast tumors (reviewed in [42]). These data suggest that breast tumors do possess 3β-HSD metabolic capacity, and can metabolize both DHEA and DHT to their downstream substrates. Importantly, though DHT is a potent androgen, it is available as a 3β-HSD substrate in breast tumors, due to metabolism of TS by 5α-reductase in breast tumor cells [68].

Interconversion among androgen and estrogen pairs requires 17β-HSD enzymatic activity; both A and E1 require ketosteroid reduction at the 17-carbon to generate TS and E2, respectively. A number of 17β-HSD isoforms have been demonstrated to be expressed in breast tumors [57, 69-71]; HSD17B1, HSD17B5, HSD17B7 and HSD17B12 catalyze ketosteroid reduction (e.g. E1 → E2), while HSD17B2, HSD17B10 and HSD17B14 are primarily hydroxysteroid oxidases (e.g. E2 → E1). The balance of reductive and oxidative HSD17B isoforms has significant implications for the relative local concentrations of ketosteroids versus hydroxysteroids (discussed further below). However, whereas peripheral metabolism generally favors hydroxysteroid oxidation, breast tumor tissue has been shown to instead favor ketosteroid reduction [72], thus breast tumors will primarily convert A to TS, and E1 to E2.

The above observations strongly suggest that breast tumors contain the necessary enzymes to completely synthesize androgens and estrogens from DHEA. However, DHEA and E1 circulate primarily as DHEA-S and E1-S, respectively, and hydrolysis is necessary to remove the sulfate group prior to further metabolism; this reaction is
catalyzed by STS. STS activity has been observed in the majority of breast tumor tissues that have been evaluated, however, there appears to be broad intersubject variability in STS activity (reviewed by [73]). Though the clinical implications of STS expression and activity levels are unclear [74, 75], evidence of STS activity in breast tumors has warranted significant research into the development of STS inhibitors as a novel mode of endocrine therapy [73]. These observations strongly suggest that breast tumors are able to uptake circulating sulfated steroid hormones, and then metabolize them to active androgens and estrogens.

**Steroidogenic enzymes as biomarkers and therapeutic targets in breast cancer**

In addition to the pharmacological targeting of aromatase described above, steroidogenic enzymes have been evaluated as predictive and prognostic biomarkers in breast cancer, as well as drug targets. As described above, STS has recently been investigated as a therapeutic target in breast cancer, and a Phase I trial demonstrated that STS inhibition could decrease serum concentrations of E1, E2 and DHEA [76]. CYP17A1 has also recently been evaluated as a drug target displaying promising results in prostate cancer, with breast cancer trials currently underway (discussed in Chapter VI). Though a significant number of chemical inhibitors of 17β-HSDs have been developed [77], the inhibitors have yet to advance into clinical trials. However, due to the heterogeneity in the expression of reductive versus oxidative isoforms, a number of groups have investigated the implications of the expression of specific 17β-HSD isoforms in breast cancer prognosis and prediction of response to therapy (discussed below).

As described above, interconversion of E1 to E2 (and TS to A) is controlled by 17β-HSD isoforms, with individual isoforms favoring oxidation or reduction reactions. Increased expression of reductive isoforms that favor E2 production (e.g. HSD17B1, 5, 7 and 12) is hypothesized to negatively affect response to endocrine therapy by increasing local E2:E1 ratios. Conversely, increased expression of oxidative isoforms that favor E1 production (e.g. HSD17B2, 10 and 14) is hypothesized to decrease local E2:E1 ratios and improve response to endocrine therapy. A recent study by Haynes et al. examined expression of steroidogenic enzymes, including 17β-HSDs, and their correlation with
intratumoral E2 concentrations. HSD17B7 and HSD17B2 were shown to have significant positive and negative correlations, respectively, with intratumoral E2 concentrations, consistent with the above hypotheses [57]. The clinical implications of these observations have been examined by a number of groups [70]. Increased expression of reductive 17β-HSDs has been associated with poor prognosis and late relapse [69, 78, 79] as well as decreased benefit from tamoxifen therapy [80, 81]. Similarly, the absence of oxidative 17β-HSDs has also been associated with poor prognosis [69, 78, 82] and decreased benefit from tamoxifen therapy [80].

**Mechanisms of resistance to aromatase inhibitor therapy**

Though AI therapy has been clinically successful, resistance to AI therapy is common, and tumors recur in spite of drastically reduced concentrations of serum estrogens. Recent data from 10-year follow-up of the ATAC trial (Arimidex, Tamoxifen and Combination) demonstrate that nearly 20% of women receiving adjuvant AIs will experience disease relapse within 10 years of treatment initiation [83]. Importantly, there is no way to identify patients that will benefit from AI therapy, and mechanisms of resistance remain an active area of research. A number of potential mechanisms underlying resistance to AI therapy have been proposed, including patient non-adherence to therapy, pharmacogenomic mechanisms and altered signaling pathways involving growth factor receptor signaling and crosstalk with ER (discussed below).

Mechanisms including pharmacogenomics and tumor biology have been postulated to play a significant role in resistance to AI therapy. Additionally, recent studies have suggested that patient non-adherence to therapeutic regimens in oncology has potentially been under-estimated, and may be a significant factor contributing to lack of therapeutic efficacy [84]. Interestingly, though initial prospective clinical trials of tamoxifen reported discontinuation rates of ~15% [85, 86], more recent studies have estimated that up to 55% of women do not adhere to tamoxifen therapy [5, 87-90]. Similarly, Partridge et al. reported that nearly 40% of women receiving adjuvant AI therapy are non-adherent within only 3 years of treatment initiation [91]. We recently reported that pharmacogenomic factors may play a significant role in non-adherence to tamoxifen.
therapy, potentially due to changes in the occurrence of side effects [92]. The aromatase gene is highly polymorphic, with 44 haplotypes currently described [93]. These polymorphisms may potentially play a role in either patient adherence or therapeutic efficacy by affecting enzyme activity or expression, drug and substrate binding or other enzyme characteristics. One polymorphism, rs4646, was found to be associated with improved time to progression in patients with metastatic breast cancer treated with letrozole [94]. Polymorphisms in drug metabolism enzymes, particularly phase II glucuronidation enzymes [95, 96], may also play a role in altering AI metabolism and therefore therapeutic efficacy. The role of aromatase pharmacogenomics in patient adherence to therapy is under investigation [97, 98].

Though patient adherence to therapy and pharmacokinetics have a potential effect on the efficacy of AI therapy, resistance often develops in the presence of AIs, suggesting that biological mechanisms play a role in resistance. Minimal data exist regarding mechanisms of acquired resistance to aromatase inhibitors. The development of cell culture models of AI resistance presents unique challenges versus selection for acquired resistance to more traditional cytotoxic agents where cells are maintained long term in a drug of choice. AI resistance models require that the estrogen environment in which the cells are maintained in mimic those of a patient on AI therapy, as it is estrogen deprivation, not the AI itself, which inhibits breast cancer cell growth. A number of groups have used long-term estrogen deprivation (LTED) to mimic tumor conditions in patients on AI therapy. ER-positive, estrogen-dependent breast cancer cells (e.g. MCF-7) are maintained long term (3-12 months) in the absence of steroid hormones, either in medium supplemented with charcoal stripped serum or in ovariectomized mice. Cells will often adapt to LTED and display an endocrine resistant phenotype, no longer requiring estrogen to maintain cell growth; these phenotypes may mimic those of recurrent tumors following AI therapy.

The key phenotype observed in LTED MCF-7 cells developed independently in the laboratories of Richard Santen and Mitch Dowsett (reviewed in [99] and [100], respectively) is an adaptive hypersensitivity to low concentrations of E2. In both models,
proliferation of LTED cells is maximally induced by 1,000 to 10,000-fold lower concentrations of E2 than the parental MCF-7 cells [101, 102]; the authors postulated for both models that LTED cells became hypersensitive to residual estrogens in the medium. This observation as a mechanism of resistance is supported by clinical data where premenopausal women who initially responded to ovarian suppression using gonadotropin-releasing hormone agonists relapsed and subsequently responded to the addition of an AI [103]. These data suggest that the tumors became hypersensitive to residual peripheral estrogens, which could be suppressed with AI therapy.

The proposed mechanism of adaptive hypersensitivity for the LTED cell models developed by the Santen and Dowsett laboratories requires the activity of ERα. However, the downstream ERα-mediated pathway is unique in each model. In the model presented by Dowsett and colleagues, hypersensitivity was accompanied by a 10-fold increase in ERα-mediated reporter output versus parental cells [104]. Martin et al. demonstrated that this increased transcription was associated with increased crosstalk with receptor tyrosine kinases (specifically ErbB2 and IGF1R) and subsequent MAPK signaling; kinase inhibitors including gefitinib and U0126 inhibited ERα-mediated transcription [104, 105]. Additionally, treatment with the anti-estrogen ICI 182,780 inhibited LTED cell growth and ERα-mediated basal transcription [105]. These data suggest that hypersensitivity was caused by an increase in ERα-mediated transcription induced by increased crosstalk with upstream kinase signaling cascades. Though these cells appear to signal via a classical ‘genomic’ ERα-mediated mechanism, the LTED model presented by Santen and colleagues suggests a primarily ‘non-genomic’ mechanism for ERα. In this model, E2 stimulation of LTED cells also resulted in activation of MAPK (mitogen activated protein kinase), however, maximal activation was observed following only 15 minutes of E2 treatment, suggesting that ERα-mediated transcription was not necessary to initiate this signaling pathway [106]. It was subsequently found that ERα associated with SHC (src homology domain containing protein), a receptor tyrosine kinase adaptor protein, facilitating activation of both the MAPK and PI3K pathways [106, 107]. This was observed in the absence of ERα ligand, but was increased by the addition of estradiol. The association of ERα with SHC induced the localization of ERα to the plasma
membrane. Localization to the plasma membrane was later shown to be facilitated by interaction between SHC, ERα and IGF1R; knockdown of any of these components inhibited MAPK activation and LTED cell growth [108]. These data suggest that adaptive hypersensitivity in this model is mediated by the membrane-associated, non-genomic functions of ERα, rather than the increased ERα transcription observed by Dowsett and colleagues. The strength of these LTED models lie in their clinical correlate with estrogen hypersensitivity; however, the contributions of residual estrogens in these systems may be significant and may change the clinical scenario that is modeled (discussed in Chapter IV).

Early studies of aromatase inhibitors in cell culture models were technically challenging due to low levels of aromatase expression. To circumvent this, Shiuan Chen and colleagues stably transfected MCF-7 cells with an over-expression plasmid for aromatase, generating the MCF-7Ca cell line [109]. This cell line has been used extensively by the laboratory of Angela Brodie to study aromatase inhibitors and AI resistance mechanisms in in vivo xenograft models (reviewed in [110, 111]). To generate AI resistant cells, MCF-7Ca were grown in ovariectomized mice treated with androstenedione and letrozole. Tumors that outgrew letrozole treatment after ~1 year were then grown in culture as long term letrozole treated cells (LTLT cells)[112, 113]. LTLT cells were found to have increased expression of ErbB2, concurrent increases in downstream signaling via the MAPK pathway, and decreased expression of both ERα and aromatase. LTLT cells are not growth stimulated by E2; however, treatment of LTLT cells with the ErbB2 inhibitory antibody trastuzumab markedly inhibited cell growth, causing a concurrent increase in the expression of both ERα and aromatase. This increased ERα expression also enabled LTLT cells able to be growth-induced by E2. These data strongly suggested that trastuzumab treatment may re-sensitize LTLT cells to endocrine therapy [114]. To address this, MCF-7Ca cells were grown as xenografts in the presence of androstenedione and letrozole; upon tumor growth, treatment was switched to trastuzumab or trastuzumab plus letrozole. Both treatments caused regression of the recurrent tumor, consistent with the role of ErbB2 in resistance; however, the addition of letrozole caused prolonged recurrence regression. This is consistent with the hypothesis
that trastuzumab treatment re-sensitized AI-resistant cells to endocrine therapy [114]. These data suggest that adaptive changes in tumors as a response to AI therapy may be reversible and that endocrine-sensitivity may be restored with targeted agents. The LTLT model has clear advantages in not only being generated as xenograft models in vivo, but resistant cells are selected in a potentially therapeutically relevant background, i.e. AI plus an aromatase substrate. However, since the background used for this model is the MCF-7Ca aromatase over-expressing line, it is unclear whether this level of aromatase expression and changes in the regulation of expression is relevant to patient tumors.

A number of other groups have also recently reported on novel LTED phenotypes. Carlos Arteaga and colleagues selected 4 different ER-positive breast cancer cell lines using LTED, and performed proteomic profiling on LTED versus parental cells. These data demonstrated that hyperactivation of the PI3K pathway, and subsequent activation of Akt and mTOR, is critical to the development and maintenance of the estrogen-independent phenotype [115]. Inhibitors targeting either PI3K or mTOR induced apoptosis in LTED cells, and could prevent outgrowth of LTED cells from the parental cell lines. More recently, gene expression profiling of these cell lines revealed a critical role for the MYC oncogene in the LTED phenotype, implicating MYC activation in AI resistance [116]; these models are unique in that ERα does not appear to play a pivotal role in endocrine resistance. Aguilar et al. examined temporal changes in MCF-7 cells during LTED, combining genomic and transcriptomic data into a time course throughout LTED selection [117]. Results from this approach were consistent with previous observations suggesting that increased ERα crosstalk with receptor tyrosine kinases following LTED. Additional genomics-based approaches to studying LTED by Shiuan Chen and colleagues provide more evidence for enhanced ERα and kinase cascade crosstalk where ERα is activated in a ligand-independent manner [118].

Though LTED and AI resistance models have provided insight into numerous potential mechanisms of resistance, clinical advances based on these findings have been few and modest [119](discussed further in Chapter VI). Though a number of factors may account for the minimal success observed with targeted therapies in AI resistant breast cancer,
this may also suggest that current models are not accurately mimicking conditions in patient tumors. New hypotheses into mechanisms of AI resistance may yield novel targets for therapy, and may provide insight into which patients will benefit from targeted therapies.

**Androgen metabolism in resistance to AI therapy**

A significant body of work has been published in both breast and prostate cancer examining a role for enhanced growth factor and receptor tyrosine kinase signaling as mechanisms of resistance to estrogen/androgen deprivation. However, recent data in prostate cancer strongly suggests that hormone-refractory prostate cancer continues to require the activity of androgen receptor (AR) to maintain tumor growth. Further, it is likely that prostate tumors actively up-regulate the expression of steroidogenic enzymes to maintain high concentrations of potent androgens in the tumor, thus maintaining AR activation [120, 121]. However, in the case of AI therapy in breast cancer, a single enzyme is necessary for the generation of any of the potent estrogens (e.g. E1, E2), and this enzyme is strongly inhibited with targeted agents.

We hypothesize that despite inhibition of aromatase and depletion of estrogen, androgens may instead be metabolized by other, aromatase-independent, pathways. These alternative pathways of hormone metabolism produce estrogen-like compounds that may confer resistance to AIs and activate ERα in the absence of estrogen. The production of alternative estrogenic steroids may represent a novel mechanism of de novo resistance to AI therapy, while long-term adaptation to these ligands may induce novel mechanisms of acquired resistance.

Importantly, the potential role of androgen metabolites as ERα ligands in breast cancer has only recently become relevant as a mechanism of resistance to endocrine therapy, as front line treatment has shifted from tamoxifen to the AIs. In patients treated with tamoxifen, tamoxifen acts as an ER antagonist, directly competing with estrogens for binding to ERα thereby preventing ERα activation and subsequent growth induction. If these metabolites are produced in this treatment setting, ERα is saturated with an
antagonist (tamoxifen) and the high affinity ligands (estrogens) are still present. Therefore it is unlikely that the alternative androgen metabolites will be able to bind to ERα and exert any biological effects. However, AI-treated patients, not only is there no longer an antagonist present, but AI therapy depletes the high affinity ligands. In this setting, metabolites will be able to bind to and activate ERα, promoting tumor growth.

**Cytochrome P450s in steroid hormone metabolism**

The enzymes responsible for regulating alternative steroid metabolism represent key targets as biomarkers of resistance and potential therapeutic targets. We hypothesize that cytochrome P450 (CYP450) enzymes play a significant role in alternative pathways of androgen metabolism. CYP450s are a class of polymorphic, heme-containing monooxygenases, of which 57 isoforms have been identified in humans [122]. CYP450s are primarily considered as major components of hepatic detoxification and xenobiotic metabolism. Of the 50 CYP450s considered Class II enzymes (localized to the endoplasmic reticulum), 15 are thought to be largely involved in xenobiotic metabolism. 20 are involved primary in biosynthesis of molecules including sterols, fatty acids, eicosanoids and steroids; the remaining 15 enzymes are orphans with unknown substrates [122]. CYP450s are already known to play a major role in the etiology of breast cancer as steroidogenic enzymes; CYP19A1, CYP17A1 and CYP11A1 are necessary to metabolize cholesterol to estrogens, and CYP21A1 and CYP11B1 convert progestins to mineralocorticoids and glucocorticoids. A number of CYP450s are known to be involved in the oxidative metabolism of estrogens and androgens (discussed below).

The oxidative metabolism of estrogens, specifically E1 and E2, has been comprehensively examined for at least 15 P450 isoforms of the CYP1, CYP2, CYP3 and CYP4 isoform families by Anthony Lee and colleagues [123, 124]. Both E1 and E2 can be oxidized at the 2-, 4-, 6α-, 7α-, 15α- and 16α-carbon positions, with varying catalytic activity and regioselectivity between CYP450 isoforms. CYP1A2, CYP3A4 and CYP1A1 had the highest activities for 2- and 4-hydroxylation of both E1 and E2 among all isoforms tested, though the rate of E2 metabolism was ~10-fold greater than E1 metabolism in all cases. In general, CYP1 isoforms (1A1, 1A2, 1B1) and CYP3 isoforms
(3A4, 3A5, 3A7) were the most active in hydroxylating E1 and E2 at the specific sites listed above; minor contributions were observed for CYP2 isoforms (2B6, 2C8, 2C9, 2C19, 2D6). Notably, no oxidative metabolism at these sites on E1 or E2 was detected by CYP2A6, CYP2C18, CYP2E1 or CYP4A11. A novel pathway yielding 10β-ketosteroid derivatives of E1 and E2 has also been reported, with CYP1A1, CYP2B6 and CYP2E1 demonstrating this enzymatic activity [125]. Oxidative metabolites of E1 and E2 have varying unique activity compared to their precursor steroid. 16α-hydroxylation of E2 and E1 generates estriol (E3) and 16α-hydroxyestrone (an E3 precursor) respectively; E3 is the primary estrogen during pregnancy. However, 2- and 4-hydroxylated estrogens are postulated to be key intermediates of estrogen-mediated genomic toxicity via the formation of DNA adduct-forming quinones [126, 127]. Importantly, the role of CYP450-generated E1 and E2 metabolites as ER ligands is currently unclear.

No comprehensive evaluation of androgen metabolism by CYP450 enzymes has been published to date, but a number of groups have uncovered unique patterns of isoform activity versus those observed with estrogens. Early studies of testosterone metabolism using rat CYP450s demonstrated that testosterone could be hydroxylated at the 2α-, 2β-, 6β-, 7α-, 15α-, 15β-, 16α- and 16β-carbon positions; moreover, rat P450 enzymes demonstrate high catalytic activity for these reactions [128-130]. Human liver microsomes and recombinant human CYP450 enzymes appear to have greatly reduced capacities to metabolize testosterone versus rat homologs. Incubations of testosterone with human liver microsomes yield only a few major products, primarily 6β-hydroxytestosterone with <10% 2β- and 15β-hydroxytestosterone. 6β-hydroxytestosterone was shown to be primarily generated via CYP3A enzymes [131]. In 1991, David Waxman and colleagues tested the ability of 11 human microsomal P450s to metabolize testosterone [132]. Consistent with their previous report, CYP3A enzymes demonstrated the highest capacity for 6β-hydroxylation, while minor activity was observed with CYP4B1 and CYP2C8. However, P450s 2A6, 2B6, 2C9, 2D6, 2E1 and 1A2 were all reported to be inactive in the metabolism of testosterone and androstenedione. A later report by Imaoka et al. directly compared the catalytic activity of recombinant human CYP450s (1A2, 2A6, 2B6, 2C8, 2C9, 2C18, 2D6, 2E1 and 3A4).
to their rat homologs for their catalysis of various substrates, including testosterone [128]. Whereas testosterone hydroxylation was observed for all rat P450 homologs except CYP2E1, the only human P450s demonstrating testosterone hydroxylation were CYP3A4 (6β-, 2β-hydroxylation) and CYP2B6 (16α-, 16β-hydroxylation). CYP3A4 activity was consistent with previous reports and CYP2B6 activity was later confirmed by multiple groups [133, 134]. The role of these androgen metabolites as ligands for steroid hormone receptors, including AR, has not been explored.

While specific human CYP450 isoforms appear to metabolize estrogens extensively with limited regioselectivity and extensive redundancy among isoforms, androgen metabolism is limited to a few enzymes with marked regioselectivity and relatively low enzymatic capacity. Other CYP450s have demonstrated the ability to metabolize sterol molecules and steroid hormones, but these are generally ‘unique’ enzymes with limited homology to other P450s [122]. Of note, CYP7B1 exclusively metabolizes sterol molecules including DHEA, pregnenolone and 3βAdiol [135] (discussed further below).

Though CYP450s are considered primarily hepatic enzymes, isoforms are expressed in tissue-specific patterns in numerous extra-hepatic tissues, including the breast and breast tumors. A number of groups have examined CYP450 expression in breast and breast tumor tissue at the mRNA and protein level; CYP450s 1A1, 1B1, 2B6, 2E1, 2C, 2D6 and 3A (in addition to 19A1, aromatase) have been detected [136-138]. The expression of these P450s has also been observed in breast tumor samples using tumor gene expression microarray data at Oncomine (www.oncomine.org) (discussed further below). These data strongly suggest that hydroxylated metabolites of androgens and estrogens are generated in breast tumors, furthering the need for understanding of the role of these metabolites in breast cancer etiology.

**The pharmacogenomics of cytochrome P450 enzymes**

CYP450s are highly polymorphic in the human population, with over 350 functionally different alleles reported to date among the human isoforms [139]. The degree of polymorphisms is variable across isoforms, with the highest number of alleles reported
for CYP2D6 (63 alleles), CYP2B6 (28), CYP1B1 (26) and CYP2A6 (22), whereas few if any functional variants have been described for others including CYP2E1, CYP2R1 and CYP2S1 [139]. Variants consist primarily of single nucleotide polymorphisms (SNPs); SNPs may functionally cause missense mutations that alter substrate recognition or enzyme function (positively or negatively), nonsense mutations, or deletions that ablate enzyme function or expression. Promoter or intronic SNPs may alter gene expression or exon usage. Variant alleles range in frequency from extremely rare SNPs to those occurring in >50% of a population and allele frequencies often vary widely between ethnic groups [139]. As a result of polymorphisms, patient enzymatic activity also varies widely for particular CYP450s. For CYP2D6, 10% of Caucasians lack any enzymatic activity, while 4-5% of Caucasians have increased activity due to the presence of extra gene copies [139, 140]. Variability in CYP2D6 activity causes significant clinical differences in therapeutic efficacy for CYP2D6 substrates [139, 141, 142].

It is likely that CYP450s involved in the generation and elimination of androgen metabolites are polymorphic. Genetic polymorphisms in these CYP450s that affect their enzymatic activity may influence the production or elimination of these estrogen-like steroids and therefore patient genotypes may predict resistance to AIs. Of particular interest is CYP2B6; not only is CYP2B6 one of the few CYP450s capable of metabolizing testosterone, it is one of the most polymorphic CYP450s. The wild-type allele ranges in frequency from ~40-70% between ethnic groups. Four mutant alleles (CYP2B6*2, *4, *5, *6) account for the majority of variant alleles in Caucasians; the remainder are rare, but vary widely in frequency between ethnic groups [143]. Each allele variant causes unique changes in enzyme expression and substrate-specific catalytic activity. The most common variant in Caucasians, CYP2B6*6, displays decreased catalytic activity for biochemical assay probe substrates but increased activity for clinical agents including cyclophosphamide [143]. Domanski et al. mutated several residues mapped to substrate recognition sites in CYP2B1, the rat homolog of CYP2B6; all sites mutated were identical amino acids between rat CYP2B1 and human CYP2B6 [144]. These CYP2B1 mutant proteins were tested for their ability to 16-hydroxylate testosterone. Mutations at the majority of residues tested shifted the enzyme
regioselectivity for $16\alpha$- versus $16\beta$-hydroxylation. While wild type enzyme produced these at a nearly 1:1 ratio, metabolite ratios were shifted as high as 81:1 and as low as 1:10 in mutant enzymes. Though none of the mutated residues map to known human SNPs, these observations suggest that single amino acid changes may drastically alter production of steroid metabolites. Allele-specific changes in the ability of CYP2B6 to metabolize testosterone have not been investigated, and may significantly alter the formation of $16\alpha$-$16\beta$-hydroxytestosterone in target tissues, including the breast and breast tumors.

**Implications for AI resistance**

The studies described below will investigate the role of alternative pathways of androgen metabolism in generating estrogen-like steroids that may induce the growth of breast cancer cells in the absence of estrogen, therefore conferring resistance to AI therapy. The role of CYP450 enzymes in the generation and elimination of these metabolites will also be explored. The observations discussed above strongly suggest that an improved understanding of steroid hormone metabolism is necessary for better understanding of response to endocrine therapy. Understanding the role of alternative androgen metabolites and their associated enzymatic pathways in modulating the efficacy of AI therapy may provide biomarkers for determining the appropriate therapy for each patient, thereby preventing ineffective treatment and improving overall response to therapy. Elucidating the function of alternative steroidogenic pathways in regulating steroid metabolism in breast cancer will be the first step towards developing novel and improved interventions to regulate hormone levels at the site of action. Appropriate evaluation of the steroidogenic capacity and the potential contribution of alternative estrogens for individual tumors may allow the identification of patients who will and will not respond to specific endocrine therapies, allowing tailored approaches to anti-estrogen therapy.
Chapter II.

The androgen metabolite 5α-androstane-3β,17β-diol (3βAdiol) induces breast cancer growth via estrogen receptor

Introduction

Estrogens play a significant role in breast cancer development and progression and many of the most potent risk factors for the development of breast cancer can be explained in terms of increased lifetime exposure to estrogen. While the contributions of estrogens to breast cancer etiology are well established, the role of androgens in breast cancer development and progression is less well understood. Current dogma holds that androgens can inhibit the growth of breast cancer cells and that this effect is mediated through the androgen receptor [145]. However, many of the in vitro studies of androgen effects on breast cancer have been conducted in the presence of low concentrations of estrogen which complicates the interpretation of the results. In the current study we were interested in evaluating the effects of androgens on breast cancer cell growth under conditions of profound estrogen deprivation. Examining the effects of androgens under these conditions may be clinically relevant given the extremely low concentrations of estrogen in post-menopausal breast cancer patients undergoing therapy with aromatase inhibitors (AIs).

In post-menopausal women, estrogens are generated through peripheral conversion of adrenal androgens, including testosterone and androstenedione, to estrogens by CYP19 aromatase. These peripherally generated estrogens can stimulate estrogen receptor-positive, estrogen-dependent breast cancer growth in the absence of ovarian estrogens. The third-generation AIs (letrozole, exemestane, and anastrozole) inhibit the growth of such tumors by blocking the peripheral conversion of adrenal androgens to estrogens, suppressing circulating 17β-estradiol (E2) concentrations to below that detectable by current conventional methods (low pM range) [146, 147]. Although the AIs have proven
to be a highly effective therapy for post-menopausal estrogen receptor-positive (ER+) breast cancer, a significant number of patients receiving AIs will relapse within five years of treatment [148]. Thus, a better understanding of the mechanisms of AI resistance may lead to improved predictive markers of response and more effective treatment strategies. Treatment with AIs profoundly suppresses circulating estrogen concentrations; however, the concentrations of androgens are not significantly altered [149, 150]. We were therefore interested in the possibility that androgens and/or their downstream metabolites might play a role in resistance to AI therapy. A number of studies of the effects of androgens on breast cancer cells have been published, with the majority focusing on the effects of testosterone (TS) and 5α-dihydrotestosterone (DHT) on breast cancer growth [62, 145, 151-155]. Little is known, however, about the effects of these compounds on breast cancer cell growth under conditions of profound estrogen deprivation, similar to conditions found in women treated with AIs. Still less is known about the effects of downstream androgen metabolites, some of which have been shown to bind to estrogen receptors. TS is a relatively weak androgen and is metabolized by 5α-reductase to the potent androgen DHT, which in turn can be further metabolized by 3β-hydroxysteroid dehydrogenase (3β-HSD) to 5α-androstane-3β,17β-diol (3βAdiol) (Figure 1.1). 3βAdiol has been shown to bind both ERα and ERβ, although with approximately 30-fold and 14-fold lower affinity relative to that of 17β-estradiol (E2), respectively [156]. We therefore set out to evaluate the effects of androgens and their metabolites on the proliferation of estrogen responsive breast cancer cells grown under conditions of profound estrogen deprivation, with the goal of determining if these steroids might be playing a role in resistance to AI therapy.

**Methods**

**Cell Lines, Culture Conditions, and Growth Assays**

Testosterone (TS), 5α-dihydrotestosterone (DHT) and 17β-estradiol (E2), were purchased from Sigma-Aldrich Inc. (St. Louis, MO). 5α-androstane-3β,17β-diol (3βAdiol) was purchased from Steraloids, Inc. (Newport, RI). Letrozole (Femara®) was purchased from Toronto Research Chemical (Toronto, Ontario, Canada). MCF-7, T47D and BT-474 cells were obtained from the Tissue Culture Shared Resource (TCSR) at the Lombardi...
Comprehensive Cancer Center (Georgetown University, Washington, DC) and were routinely cultured in modified IMEM (Biosource International Inc., Camarillo, CA) supplemented with 10% fetal calf serum (Valley Biomedical Inc., Winchester, VA), at 37°C in a humidified 5% CO₂ atmosphere. For assays in defined hormone conditions, cells were repeatedly washed and grown in steroid depleted media (phenol red-free IMEM supplemented with 10% charcoal stripped calf bovine serum - CCS) as previously described [157]. For growth assays, cells were plated in steroid-depleted media at 2 X 10^3 cells / well in 96-well plates (Falcon, Lincoln Park, NJ) and allowed to attach overnight before being treated with vehicle control (ethanol 0.1%), E2, androgens, and the steroid antagonists. Relative cell number was determined using the crystal violet and WST assays as described previously [158].

**RNA Extraction**

Total RNA was isolated using TRIzol® Reagent (Invitrogen Corp., Carlsbad, CA) according to the manufacture’s instructions. Yield and quality were determined by spectrophotometry (Beckman DU® 640, Beckman Coulter, Inc., Fullerton, CA) and using a Bioanalyzer RNA 6000 Nano chip (Agilent Technologies, Palo Alto, CA). All samples were stored at -80°C.

**Western Blot**

Western blot analysis was performed on whole cell lysates from breast cancer cell lines. Cell pellets were lysed using Gold Lysis Buffer [20 mmol/L Tris (pH 7.9), 137 mmol/L NaCl, 5 mmol/L EDTA, 10% glycerol, 1% Triton X-100, with protease inhibitor cocktail, Roche, Indianapolis, IN] and total protein from cell extracts was quantified using the Bradford assay (Bradford Reagent; Bio-Rad, Hercules, CA).

Thirty micrograms of protein per lane was resolved on 4-20% gradient polyacrylamide gels (Pierce, Rockford, IL), and transferred to PVDF membrane. CYP19 aromatase protein levels were evaluated by blotting with an anti-CYP19 antibody (ab18995, Abcam, Cambridge, MA), and 3β-HSD levels using an anti-3β-HSD antibody (P-18, Santa Cruz,
Santa Cruz, CA). Secondary antibodies were obtained from Jackson Laboratories (West Grove, PA). β-Actin was used as a loading control (I-19, Santa Cruz, Santa Cruz, CA).

**Receptor binding assay**

Fluorescence polarization based competitive binding assays were performed to measure the relative binding affinity of 3βAdiol for ERα using a commercially available kit (P2698, Invitrogen, Carlsbad, CA) according to the manufacturer’s specifications. We have previously described the use of this assay to evaluate the relative affinity of ligands for ERα [159]. Reactions (100μL) were carried out in black-wall, low-volume 96-well plates (6006270, PerkinElmer, Waltham, MA). Following 2 hours of incubation at room temperature, fluorescence polarization values were obtained using a BMG PolarStar Omega plate reader (BMG Labtech, Durham, NC).

**Real-time PCR**

GREB1 mRNA expression was measured using a semi-quantitative real-time PCR assay as described previously [157]. Briefly, total RNA (1μg) was reverse transcribed using Reverse Transcription System (Promega, Madison, WI) and the resulting cDNA amplified in a 25μl reaction containing Platinum Supermix UDG (Invitrogen Corp., Carlsbad, CA), 250 nM of each primer (forward 5′-CAA AGA ATA ACC TGT TGG CCC TGC-3’ and reverse 5′-GAC ATG CCT GCG CTC TCA TAC TTA-3’ - Integrated DNA Technologies, Inc., Coralville, IA), 10 nM fluorescent (BioRad Inc., Hercules, CA), and SYBR Green. Reactions were performed using an iCycler Thermal Cycler (Bio-Rad Laboratories, Inc., Hercules, CA). To control for RNA quality and quantity, GREB1 expression was normalized to the levels of the housekeeping genes 36B4 (forward 5′-GTG TTC GAC AAT GGC AGC AT-3’ and reverse 5′-GAC ACC CTC CAG GAA GCG A-3’) and GAPDH (forward 5′ - GAA GGT GAA GGT CGG AGT C - 3’ and reverse 5′ - GAA GAT GGT GAT GGG ATT TC - 3’) as described previously [157]. To evaluate the quality of product of real-time PCR assays, melt curve analyses were performed after each assay. Relative expression was determined using the ΔΔC_T method with either GAPDH or 36B4 as the reference genes [160].
Statistical Analyses and Curve Fitting
A two-tailed t test was used to compare treatments to respective controls (SigmaStat 3.5, Systat Software, Inc.). Curve fitting and effect concentration for half-maximal growth (EC$_{50}$) were determined using GraphPad Prism 4.03 (GraphPad Software, Inc.).

Results
Androgens induce estrogen-dependent breast cancer cell proliferation in estrogen-deprived conditions
To determine the effects of androgens on breast cancer cell proliferation in the absence of estrogen, we cultured MCF-7 cells under estrogen-free conditions and treated them with testosterone (TS) or 5α-dihydrotestosterone (DHT) at 10nM, and measured the increase in cell number over five days of treatment as described in Materials and Methods. Both TS and DHT induced the proliferation of MCF-7 cells under these conditions by approximately 30% and 56% over vehicle-treated controls, respectively (Figure 2.1). The stimulation of proliferation by both compounds was blocked by concomitant treatment with 500nM of the potent anti-estrogen ICI 182,780 (fulvestrant, checkered bars), whereas only the effects of TS were blocked by the aromatase inhibitor letrozole (500nM) (striped bars, Figure 2.1). The inability of the AI to block the stimulation by DHT suggests that this effect does not require aromatase activity. Similar data were generated using the estrogen dependent breast cancer cell lines T47D and BT474 (data not shown).

Steroid metabolizing enzymes are up-regulated under estrogen-deprived conditions
We observed that the androgens TS and DHT can stimulate the growth of estrogen dependent cells, and that this effect is apparently mediated through the estrogen receptor, since it is blocked by an estrogen receptor antagonist. These findings are surprising in light of the extremely low affinity of these androgens for ERα [156]. This led us to hypothesize that in estrogen-deprived culture conditions, the breast cancer cells are capable of metabolizing androgens into estrogens. This can be accomplished by CYP19 aromatase (TS to E2), 5α-reductase (TS to DHT) and 3β-HSD (DHT to 3βAdiol). To test this hypothesis we used Western blot analysis to examine the expression of the steroid
Figure 2.1. Androgens induce breast cancer cell growth. MCF-7 cells were grown in E2-free conditions as described in Materials and Methods. The indicated steroids were added to a final concentration of 10nM. ICI 182,780 (faslodex) and letrozole were added to a final concentration of 500nM. Bars represent 5-day growth vs. vehicle-treated control ± S.D.
metabolizing enzymes CYP19 aromatase and 3β-HSD in breast cancer cells. Cells grown in standard culture conditions (media supplemented with 10% fetal bovine serum) were compared to cells grown in estrogen-free conditions (media with 5% charcoal-stripped serum) for 1-4 days. Figure 2.2A shows that CYP19 aromatase and 3β-HSD levels were very low in MCF-7 cells grown under standard culture conditions. However, culture under conditions of profound estrogen deprivation resulted in a dramatic induction of CYP19 aromatase and 3β-HSD expression levels in a time-dependent manner. Densitometric analysis of the target/actin (loading control) ratio shows that levels of both CYP19 aromatase and 3β-HSD in MCF-7 cells increase more than 6-fold versus control (standard conditions) after 4 days in estrogen-free conditions (Figure 2.2B). Increases in CYP19 and 3β-HSD expression were also seen in T47D cells after incubation in estrogen-free conditions, though to lower levels, with approximately 2-fold increases in enzyme expression (data not shown). We observed that 5α-reductase is not expressed under estrogen-free conditions both functionally (Figure 2.1; TS-induced growth is completely blocked by aromatase inhibition, suggesting that it is not metabolized to DHT or 3βAdiol) and by cDNA microarray analysis (data not shown).

**3βAdiol is a weak agonist of ERα growth induction**

The potential for 3βAdiol to act as an ERα agonist and induce the growth of breast cancer cells has been largely ignored in the literature, despite previous work demonstrating its binding to ERα [156]. We therefore examined the ability of the androgen metabolite 3βAdiol to induce the growth of breast cancer cells under estrogen-free conditions as described in Materials and Methods. 3βAdiol induced the proliferation of MCF-7 cells approximately 82% over vehicle-treated controls, an effect inhibited by the anti-estrogen, but not by the aromatase inhibitor (Figure 2.3A), suggesting that this effect does not depend on metabolism by aromatase. Dose-response curves for growth induction were generated for TS, DHT and 3βAdiol, and compared to growth induction by E2 (Figure 2.3B). 3βAdiol appears to be approximately two logs less potent than E2 with respect to induction of the growth of MCF-7 cells (EC$_{50}$ of approximately 0.2nM and 5.0pM, respectively). However, 3βAdiol is substantially more potent than DHT (EC$_{50}$ ~0.8nM) and TS (EC$_{50}$ ~2.4nM). Interestingly, 3βAdiol appears to act as a weak agonist of ERα
Figure 2.2. CYP19 Aromatase and 3β-HSD expression increases in breast cancer cells during growth in E2-free conditions. (A) Western blot of cells grown in normal media with 10% FBS (lane 1), and increased time after steroid hormone removal (described in Materials and Methods) and incubation in media with 5% CCS. (B) Densitometry analysis of target/actin ratio vs. the normal media control (loading control).
for growth induction, since the maximum stimulation of proliferation induction by 3βAdiol was roughly 75% of the maximal induction by E2. Similar results were observed in T47D cells (Figure 2.3C).

3βAdiol is a pharmacological partial agonist of growth induction in MCF-7 cells
The observation that 3βAdiol only induced ~75% maximal growth in MCF-7 cells versus E2 suggested that 3βAdiol may act as a partial agonist of ERα. We tested whether 3βAdiol as a partial agonist could antagonize E2-induced breast cancer cell growth. MCF-7 cells in estrogen-free conditions as described above were treated with 100pM E2 (~EC95) and increasing concentrations of 3βAdiol. Increasing 3βAdiol suppressed growth induced by E2 to the maximal level induced by 3βAdiol alone (Figure 2.4).

3βAdiol growth induction is blocked by anti-estrogens
To confirm that growth stimulation by 3βAdiol is mediated through activation of ERα, we determined whether its effects could be blocked by the anti-estrogens tamoxifen, 4-hydroxytamoxifen (4-OHTam), and ICI 182,780 (fulvestrant). Cells were treated with either E2 or 3βAdiol (1nM) alone or in combination with increasing concentrations of the anti-estrogens. As shown in Figure 2.5, both E2- and 3βAdiol- induced MCF-7 cell proliferation was inhibited by the anti-estrogens in a dose-dependent manner (Figure 2.5 A and B respectively). ICI 182,780 and 4-OHTam inhibited the effects of 1nM E2 roughly equivalently (IC50 of 23nM and 47nM, respectively), and tamoxifen only partially inhibited growth at 1μM (IC50 >1μM), consistent with 2-fold lesser affinity for ERα versus ICI 182,780 and 4-OHTam. Significantly lower concentrations of the anti-estrogens were required to inhibit the effects of 1nM 3βAdiol on cell growth. ICI 182,780 and 4-OHTam were roughly equipotent (IC50 of 1.0nM and 2.0nM, respectively), and tamoxifen inhibited 3βAdiol-induced growth at sub-micromolar concentrations (IC50 ~0.2μM). The anti-androgen bicalutamide did not inhibit 3βAdiol-induced growth at similar concentrations (data not shown). Similar results were observed in T47D cells (data not shown).
Figure 2.3. 3βAdiol induces the growth of breast cancer cells. Breast cancer cells were grown in E2-free conditions as described in Materials and Methods. (A) 3βAdiol was added to MCF-7 cells to a final concentration of 10nM. ICI 182,780 (faslodex) and letrozole were added to a final concentration of 500nM. Bars represent 5-day growth vs. vehicle-treated control ± S.D. MCF-7 (B) or T47D (C) cells were treated with the indicated steroid at concentrations from 10pM - 10nM at half-log intervals. Points represent 5-day growth vs. vehicle-treated control ± S.D.
Figure 2.4. **3βAdiol is a partial agonist of ERα.** MCF-7 cells were treated as described in Figure 1, with increasing 3βAdiol. Dashed line represents growth induced by 100pM E2 (data normalized to 100pM E2 growth as 100%). Points represent mean of six replicates ± SD.
Figure 2.5. Anti-estrogens block $3\beta$Adiol-induced growth. MCF-7 cells were grown in E2-free conditions as described in Materials and Methods. Growth induction by (A) 1nM E2 or (B) 1nM $3\beta$Adiol was antagonized by the anti-estrogens tamoxifen, 4-hydroxy-tamoxifen (4-OH Tamoxifen), and ICI 182,780 (Faslodex). Anti-estrogens were added to final concentrations from 10pM - 1μM at log intervals. Points represent 5-day growth vs. vehicle-treated control ± S.D.
3βAdiol binds ERα with decreased affinity versus E2
We performed an in vitro, florescence polarization-based receptor binding assay to examine the relative affinities of 3βAdiol and E2 for ERα. Based on their ability to compete with a labeled ligand for binding to ERα, 3βAdiol bound ERα with an approximately 10-fold lower affinity than E2 (Figure 2.6). This decreased affinity of 3βAdiol for ERα is consistent with the reduced potency of 3βAdiol versus E2 observed in growth assays (Figure 2.3), and in previous reports [156].

3βAdiol induces expression of the ERα-responsive gene GREB1
To determine whether 3βAdiol activation of ERα induced ERα-mediated gene transcription, we examined the expression of GREB1 in breast cancer cells treated with 3βAdiol. We have previously demonstrated that GREB1 is an ERα-specific downstream target critically involved in the estrogen induced growth of breast cancer cells [157]. Cells were grown in estrogen-free conditions as described above, and GREB1 expression was measured 24 hours after the addition of 3βAdiol, alone or in combination with ICI 182,780 as described in Materials and Methods. Cells treated with 1nM 3βAdiol exhibited modest induction of GREB1 expression (~2.5-fold) over vehicle-treated controls (Figure 2.7), however, 10nM and 100nM 3βAdiol substantially induced GREB1 expression (17.5- and 56.4-fold vs. control, respectively). Treatment with 100nM 3βAdiol resulted in GREB1 expression levels comparable to those produced by treatment with 1nM E2, which caused a 49.0-fold induction in GREB1 expression (dashed line). Concomitant treatment with the anti-estrogen ICI 182,780 completely blocked the induction of GREB1 expression by both 3βAdiol and E2 (Inhibition of E2 stimulation not shown).

Discussion
The use of AI as first line endocrine therapy for post-menopausal, estrogen receptor positive breast cancer has increased dramatically over the last few years with the publication of clinical trials suggesting that these compounds may be more effective than the anti-estrogen tamoxifen [148]. Although the AIs are effective, well tolerated drugs, a significant percentage of patients experience disease relapse during AI therapy,
Figure 2.6. 3βAdiol binds recombinant ERα. Binding assays were performed with ERα competitive binding assays as described in Materials and Methods. Fluorescent ligand displacement decreases fluorophore polarization (mP), indicated increased test ligand binding. E2 IC$_{50}$: 10.0nM; 3βAdiol IC$_{50}$: 104nM.
Figure 2.7. 3βAdiol induces the expression of GREB1 in breast cancer cells. MCF-7 cells were grown in E2-free conditions as described in Materials and Methods. Cells were treated with the indicated concentrations of 3βAdiol in the presence (light bars) or absence (dark bars) of 1mM ICI 182,780 for 24 hrs before harvest. Bars represent GREB1 expression vs. vehicle-treated control ± S.D. The dashed line represents GREB1 expression induced by 1nM E2.
suggesting that resistance to this class of compound is a significant problem. Anecdotal evidence suggests that some women that fail to respond to AIs may still respond to other modes of endocrine therapy, even though their serum estrogen concentrations have been successfully suppressed by AI therapy. This suggests that at least a proportion of these resistant tumors in these women are still estrogen dependent, and implies that non-classical estrogens may be playing a role in resistance to AI therapy.

Women on AI therapy have circulating concentrations of estrogen that are below the limit of detection (low pg/ml), however, the concentrations of androgens remain unchanged (low nM range) [149, 150]. We hypothesized that under conditions of profound estrogen deprivation, the weak estrogenic activity of other steroids might be sufficient to drive the proliferation of estrogen dependent breast cancer, thereby providing a mechanism for AI resistance. Specifically, we hypothesized that androgens and their metabolites, generated independent of aromatase activity, may contribute to breast cancer growth in the absence of estrogens.

A considerable amount of work has been done over the years studying the effects of androgens on the proliferation of breast cancer cells [62, 145, 151-155]. The literature is, however, somewhat confusing, with conflicting data coming from relatively similar experimental systems. For example, 30 years ago we demonstrated that under serum-free conditions, androgens stimulate thymidine incorporation in breast cancer cell lines apparently through the androgen receptor [152, 155]. Similarly, the testosterone metabolite DHT was shown by Birrell et al. to inhibit the growth of some breast cancer cell lines, but induce the growth of others [151]. Anti-androgens demonstrated mixed ability to inhibit the effects of DHT on growth, and this was attributed to the potential activity of un-indentified DHT metabolites [151]. Macedo et al. later showed that DHT is growth-inhibitory in MCF-7 cells under low-estrogen conditions, and that this effect was mediated by the androgen receptor [145]. One common thread of much of this work is that many of the studies use culture systems in which it is possible that low, but significant, amounts of residual estrogen remain, and so may not adequately model the conditions present in a woman on AI therapy. We have previously made use of a culture
system in which residual estrogen concentrations are extremely low (sub pM) [157, 159], and decided to make use of this system to revisit the effects of androgens and their metabolites on the proliferation of estrogen dependent breast cancer cells.

In this study we have demonstrated that profound estrogen depravation results in the up-regulated expression of two important steroid metabolizing enzymes, CYP19 aromatase and 3β-HSD. MCF-7 and T47D cells are generally considered to express very low levels of aromatase and the finding that estrogen withdrawal can substantially increase expression levels has important implications. The induced expression of aromatase may not be important in the context of AI therapy, since the newly expressed enzyme should be efficiently inhibited by the drug. However, the induction of 3β-HSD and potentially other enzymes raises the possibility of significant local metabolism of androgens and other steroids, and generation of estrogens, by the breast cancer cells.

The downstream metabolite of DHT, 5α-androstane-3β,17β-diol (3βAdiol), is generated by the action of 3β-HSD. It has been known for some time that 3βAdiol can bind to both ERα and ERβ with approximately 30-fold and 14-fold lower affinity relative to that of E2, respectively, suggesting slight specificity for ERβ [156]. 3βAdiol has been extensively characterized as an ERβ ligand in in vitro ERβ-promoter driven luciferase assays [161, 162], gene expression assays [163, 164], and in vivo prostate and prostate cancer models [165, 166]. 3βAdiol has been shown to play a well defined role in prostate cancer etiology as an ERβ ligand. Weihua et al. demonstrated that 3βAdiol is anti-proliferative in prostate cancer via activation of ERβ [165, 166]. The cytochrome P450 CYP7B1 has been shown to be the primary enzyme responsible for the inactivation and elimination of 3βAdiol [51, 52]. Activation of ERβ by 3βAdiol and elimination of 3βAdiol by CYP7B1 have been shown to be critical regulators of prostate cancer growth as an anti-proliferative pathway [165, 167]. Recently, increased CYP7B1 levels were correlated with increased prostate cancer grade, suggesting that increased elimination of 3βAdiol removes tumor growth inhibition by ERβ [167]. Surprisingly, in spite of this work elucidating a role for 3βAdiol in prostate cancer, little is known about the importance of this steroid in breast cancer. Reporter studies have suggested that
androgen metabolites (largely undefined in these studies) can induce the expression of an estrogen-responsive luciferase construct, but little further analysis of the function of these metabolites has been reported [154, 168]. Interestingly, female knockout mice generated by Omoto et al that lack expression of CYP7B1 (the enzyme responsible for the elimination of 3βAdiol) showed increased proliferation of both mammary and other reproductive tissues, as well as early onset of puberty and early ovarian failure, suggesting that 3βAdiol is indeed estrogenic in the breast and reproductive tissues [169].

In this study, we report for the first time that 3βAdiol can induce the proliferation of breast cancer cells through direct activation of ERα. This growth-stimulation is antagonized by the anti-estrogens 4-hydroxytamoxifen and ICI 182,780. In addition to inducing growth, 3βAdiol also induces the expression of the ERα-specific downstream gene GREB1 which we have previously shown is a critical mediator of estrogen stimulated proliferation. These findings raise the possibility that in the absence of conventional estrogens, 3βAdiol may be an important mediator of estrogen dependent breast cancer growth. We hypothesize that the generation of 3βAdiol from testosterone via aromatase-independent pathways, represents a potential mechanism for resistance to AIs. The enzymes required for generation of 3βAdiol, 5α-reductase and 3β-HSD, are both expressed in a wide variety of tissues, primarily the adrenal glands and liver [170]. In addition, we have demonstrated that 3β-HSD is expressed in estrogen-deprived breast cancer cells. Thus, in the context of AI therapy, while circulating testosterone cannot be converted to 17β-estradiol due to inhibition of aromatase activity, it may readily be converted to 3βAdiol both systemically and, potentially, locally in the mammary tumor. In one study, plasma concentrations of 3βAdiol in humans were reported to be approximately 1.5nM [171]. These relatively low concentrations of circulating 3βAdiol may be sufficient to drive tumor growth in the absence of estrogen, particularly in women undergoing treatment with AIs. In addition, prior reports have demonstrated that breast cancer cells can become hypersensitive to extremely low concentrations of estrogens after long-term estrogen deprivation [101, 172]. These data suggest that tumors may be sensitive to very low concentrations of a weak ERα agonist such as 3βAdiol. Further, the
reported 3βAdiol plasma concentrations are greater than the calculated EC50 values for growth induction of breast cancer cells in culture (as shown in Figure 3).

In summary, these data demonstrate the important concept that the metabolism of testosterone by aromatase does not represent the only mechanism by which estrogen-like steroids may be generated in post-menopausal women. While inhibition of aromatase may be sufficient to block the production of canonical estrogens in the majority of patients treated with AIs, conditions causing an increase in activity of the enzymes responsible for 3βAdiol production, particularly locally within the tumor, may lead to production of estrogen-like steroids independent of aromatase. These pathways may represent an important mechanism for resistance to AI therapy and a more thorough understanding of the complexity of hormone metabolism may be extremely valuable in the refinement of optimal endocrine therapy for breast cancer. Other alternative pathways exist and may also contribute to AI resistance, as discussed in Chapter III. Long-term adaptation to metabolites produced by alternative pathways may represent important mechanisms of resistance to therapy (Chapter IV).
Chapter III.

Cytochrome P450 2B6 generates testosterone metabolites with unique steroidogenic properties in breast and prostate cancer cells

Introduction

In addition to the testosterone metabolism pathways responsible for the generation of E2 and 3β-Adiol, testosterone may be instead metabolized by other enzymes, notably other cytochrome P450s. While most CYP450s are expressed primarily in the liver, many are expressed in peripheral tissues, including the breast and breast tumors [136-138]. We observed in gene expression array datasets (www.oncomine.org) that mRNA for Cytochrome P450 2B6 (CYP2B6) is over-expressed in ER-positive breast cancers. To confirm this, we examined CYP2B6 expression in our breast cancer cell lines, grown in normal in vitro culture conditions or in vivo as xenografts, by quantitative PCR (unpublished data, not shown). Our results confirmed that CYP2B6 is specifically expressed in ER-positive versus ER-negative breast cancer cells. Furthermore, CYP2B6 was only expressed in ER-positive cells when grown in vivo as xenografts. Though this was not entirely surprising since CYP450 expression is often lost when cells are grown in culture [173-176], it suggests that the role of CYP2B6 in breast cancer may have been overlooked due to the lack of expression in standard cell culture models. The role of CYP2B6 in hepatic drug metabolism of substrates including the antineoplastic agent cyclophosphamide, the antidepressant bupropion, and the antiviral efavirenz is well established [143]. However, the potential roles of CYP2B6 in metabolizing endogenous factors, e.g. steroid hormones, and in breast cancer etiology and response to therapy are not known.

Studies have shown that CYP2B1, the rat homolog of CYP2B6, exhibits minor estrogen metabolizing activity, but has a greater ability to metabolize androgens, producing a number of unique hydroxylated metabolites from both testosterone and androstenedione.
CYP2B6 itself has been shown to hydroxylate testosterone at the 16-carbon, producing both 16α- and 16β-hydroxytestosterone (16αOH-TS and 16βOH-TS, respectively) (Figure 3.1) [134]. This hydroxylation is unique to CYP2B6, and has not been found for any other human CYP450 tested [128]. Additionally, Ekins et al. demonstrated that testosterone may also be unique as a CYP2B6 substrate in that its metabolism kinetics suggest that testosterone may induce auto-activation of CYP2B6 [133]. Taken together with the observations that CYP2B6 is expressed at high levels in ER-positive breast tumors, high levels of hydroxylated testosterone metabolites may be specifically generated in the breast. In addition to its potential role for metabolizing androgens in breast tumors, CYP2B6 activity may play a role in the etiology of prostate cancer. Analogous to breast cancer, prostate cancer is driven by androgens than activate the androgen receptor (AR) [177]. Androgens including TS and DHT are the primary AR ligands that bind and activate AR, similar to the role of E2 in the activation of ER. The abilities of 16α- and 16β-hydroxytestosterone to bind to and activate androgen or estrogen receptors have not been previously examined. Thus, it is unclear whether metabolism of testosterone by CYP2B6 represents a mechanism of steroid hormone clearance or generation of novel hormone receptor ligands. The contributions of these metabolites to breast and prostate cancer etiology and development, and response to endocrine therapy, have not previously been explored. In this chapter, we investigate the roles of CYP2B6-generated testosterone metabolites as ERα and AR ligands. Additionally, we describe efforts to characterize CYP2B6 activity in metabolizing testosterone in both recombinant and cell culture systems.

Methods

Cell Lines, Culture Conditions, and Growth Assays

16α-hydroxytestosterone and 16β-hydroxytestosterone were purchased from Steraloids. Other chemicals were obtained as described above. Anastrozole was obtained from Toronto Research Chemical (Toronto, Ontario, Canada). LNCaP cells were obtained from the laboratory of Ken Pienta at the University of Michigan and were routinely cultured as described in Chapter II. For assays in controlled hormone concentrations, LNCaP and MCF-7 cells were repeatedly washed as described in Chapter II. For growth
Figure 3.1. **CYP2B6 metabolism of testosterone.** TS is hydroxylated by CYP2B6 at the 16-carbon in either the alpha (back) or beta (forward) position.
assays, MCF-7 cells were processed as described in Chapter II. LNCaP cells were plated in steroid-depleted medium at 7.5 x 10³ cells / well in 96-well plates (Falcon, Lincoln Park, NJ) coated with poly-D-lysine to improve cell adhesion. Cells were treated with drug or steroid as indicated within one hour of plating. Relative cell number for LNCaP cell assays was determined using the FluoReporter Blue Fluorometric dsDNA Quantitation Kit (F2962, Invitrogen) according to the manufacturer’s instructions. Relative cell number for MCF-7 cell assays was determined using crystal violet staining as described in Chapter II.

**Receptor binding assay**

Fluorescence polarization-based competitive binding assays were performed to measure the relative binding affinity of 16-hydroxytestosterones for ERα using a commercially available kit (P2698, Invitrogen) as described in Chapter II.

**CYP2B6 Expression Constructs**

A wild-type CYP2B6 clone was obtained from the laboratory of Frank Gonzalez in a pUC9 entry plasmid for sub-cloning into mammalian expression vectors [178]. The CYP2B6 ORF was amplified by PCR with a consensus Kozak sequence and sub-cloned into a TOPO TA entry vector (Invitrogen). The clones were sequence verified prior to recombination into the pcDNA 6.2/V5-DEST vector using the Gateway LR Clonase recombination system (Invitrogen); the V5 tag contained in the vector was not attached to the CYP2B6 ORF. The final vector was sequence-verified prior to transfections (referred to as pcDNA/2B6 below). Additional CYP2B6 expression constructs were obtained from the laboratory of Ulrich Zanger; these pCMV4-based constructs had been demonstrated to generate functional CYP2B6 protein in COS-1 cells [179] (referred to as pCMV4/2B6 below). Of note, expression studies were performed with both the pcDNA/2B6 and pCMV4/2B6 plasmids due to the lack of a mammalian selection marker on the pCMV4/2B6 plasmid.

Expression plasmids were transfected into MCF-7, COS-7 and HEK293T cells using FuGene 6 (Roche Applied Science) according to the manufacturer’s instructions. Cells
were also electroporated using an Amaxa Nucleofector II (Lonza-Walkersville, Walkersville, MD) according to the manufacturer’s instructions. Co-transfection with pmaxGFP was used as visual confirmation of transfection and to assess transfection efficiency. Post-transfection, mRNA was harvested from cells using RNeasy Mini columns (Qiagen, Valencia, CA) according to the manufacturer’s instructions. CYP2B6 mRNA expression was measured using reverse-transcription PCR with the following primers: forward – 5’ AAT CGC CAT GGT CGA CCC ATT CTT 3’; reverse – 5’ TGG CCG AAT ACA GAG CTG ATG AGT 3’. Protein was harvested according to methods obtained from the laboratory of Ulrich Zanger [179]. Cells were lysed in buffer containing 50mM Tris-HCl, 0.1% Triton X-100 and 5mM EDTA, supplemented with protease inhibitor cocktail (Complete mini, Roche) prior to western blotting as described above. Membranes were immunoblotted with WB-2B6-PEP antibody (BD Biosciences, San Jose, CA) at 1:2000 in 1% milk in 0.05% TBS-T with gentle shaking overnight at 4°C.

CYP7B1 Expression Construct
As additional efforts to express CYP450s in cell culture systems, CYP7B1 over-expression models were developed concurrently with the above CYP2B6 experiments. A pCMV6-based, expression-verified, DDK-tagged CYP7B1 plasmid was obtained from Origene (RC222647, Rockville, MD) (referred to as pCMV6/7B1 below). COS-7 and HEK293T cells were transfected as described above. Protein expression was measured after harvesting cell lysates (RIPA buffer, Thermo Pierce; supplemented with protease inhibitor cocktail) following western blotting as described above using HRP-conjugated anti-DDK antibody (ab49763, Abcam, Cambridge, MA).

Recombinant CYP2B6 testosterone metabolism
Recombinant wild-type CYP2B6 was prepared by the laboratory of Paul Hollenberg as previously described [134]. Additionally, plasmids encoding the CYP2B6 variants *4 (K262R), *9 (Q172H) and *6 (K262R and Q172H) were used to generate recombinant variant CYP2B6 protein. Testosterone oxidation reactions were also carried out as previously described [134]. Briefly, CYP2B6 protein was reconstituted with P450
reductase and lipid prior to incubation with 100μM TS for 40 minutes. Metabolites were extracted with ethyl acetate and reconstituted in methanol prior to separation by HPLC. Metabolites were compared to standards for identification and quantified by UV absorbance at 254nm. TS metabolism experiments were carried out in collaboration with Chitra Shidar of the Hollenberg laboratory.

Co-culture systems
To circumvent repeated difficulties with expression of CYP450s in MCF-7 cells, COS-7 cells transiently expressing CYP7B1 were co-cultured with MCF-7 cells. Co-culture was performed in 24-well plates (353504, BD Biosciences), with MCF-7 cells seeded in the lower primary well; COS-7 cells were seeded into the upper insert well (353495, BD Biosciences). Inserts contained 0.4μm high density pores, preventing cell migration between chambers but allowing fluid/solute transfer. COS-7 cells were transfected with pCMV4/2B6 or pCMV6/7B1 plasmid (or mock transfected) 24 hours prior to seeding. Upper wells (containing COS-7 cells) were treated with steroid hormones 24 hours after seeding as described in results. MCF-7 cells were assessed for growth 1-5 days after treatment and stained with crystal violet as described above, or harvested and counted using a Scepter cell counter (Millipore, Billerica, MA). COS-7 viability in insert wells was assessed via cell counting.

Results
16-hydroxylated testosterones are not estrogenic in breast cancer cells
MCF-7 cells under estrogen-free conditions were treated with increasing concentrations of 16αOH-TS or 16βOH-TS from 1pM to 10nM. Cell growth was measured following 5 days of growth post-treatment, and growth induced by hydroxytestosterones was compared to that induced by E2 and TS (Figure 3.2). E2 and TS induced growth are indicated by dashed and dotted lines, respectively. 16αOH-TS and 16βOH-TS did not induce growth at concentrations up to 10nM; growth was not significantly different than vehicle control.
Figure 3.2. 16-hydroxytestosterones do not induce breast cancer cell growth. MCF-7 cells were treated as described above and assayed for growth 5 days after treatment. Points indicate average growth of 6 replicates versus vehicle control ± SEM. Small dashed line, growth induced by 10nM TS. Large dashed line, growth induced by 1nM E2.
Consistent with these results, when the binding of 16-hydroxytestosterones to ER\(\alpha\) was assessed using competitive binding assays, we did not observe receptor binding. E2 bound recombinant ER\(\alpha\) with an IC\(_{50}\) of \(~10\)nM; neither 16\(\alpha\)- nor 16\(\beta\)OH-TS exhibited any ER\(\alpha\) binding at concentrations up to 10\(\mu\)M (data not shown).

**16-hydroxylated testosterone are differentially androgenic in prostate cancer cells**

LN\(\text{CaP}\) cells, following steroid washing as described above, were treated with increasing concentrations of DHT, 16\(\alpha\)OH-TS or 16\(\beta\)OH-TS from 1pM to 10nM, in the presence or absence of the anti-androgen bicalutamide (Figure 3.3). DHT induced growth with an approximate EC\(_{50}\) of 180pM; maximal growth was induced by 1nM DHT (~4.1-fold vs. control). Since DHT induces growth via binding AR, growth could be inhibited using bicalutamide; 10\(\mu\)M bicalutamide increased the DHT EC\(_{50}\) >1 log. 16\(\alpha\)OH-TS did not induce the growth of LN\(\text{CaP}\) cells at concentrations up to 10nM; the addition of bicalutamide had no effect. 16\(\beta\)OH-TS induced the growth of LN\(\text{CaP}\) cells at concentrations >100pM. 16\(\beta\)OH-TS was less potent than DHT (EC\(_{50}\) ~1.6nM), however, maximum growth induced by 16\(\beta\)OH-TS was greater than that by DHT (~5.5-fold vs. control at 3.5nM). Bicalutamide inhibited 16\(\beta\)OH-TS-induced growth similarly to inhibition of DHT-induced growth; the 16\(\beta\)OH-TS EC\(_{50}\) was increased beyond concentrations tested.

**16-hydroxylated testosterone are not aromatase inhibitors**

Though the above data suggest that 16-hydroxytestosterones are not directly estrogenic, 16\(\alpha\)-hydroxytestosterone has been shown to be an estrogen precursor. E3 is the only steroid formed when 16\(\alpha\)OH-TS is aromatized during incubation with human placental microsomes [180-182]. 16\(\alpha\)OH-TS, however, is a relatively poor aromatase substrate, being metabolized ~100-fold slower than androstenedione [180]. These data, however, led us to hypothesize that 16-hydroxtestosterones may act as endogenous aromatase inhibitors by virtue of binding to aromatase and competing with other substrates due to their low rate of aromatization.
Figure 3.3. 16-hydroxytestosterones differentially induce LNCaP cell growth. LNCaP cells were treated as described above and assayed for growth 5 days following treatment. Points indicate average fluorescent readings of 6 replicates ± SEM.
To test this hypothesis, MCF-7 cells were treated with increasing concentrations of 16-hydroxytestosterones (up to 1μM) in the presence of 10nM TS. Growth induced by TS could be inhibited by 1μM anastrozole. However, neither 16-hydroxytestosterone inhibited TS-induced growth at any concentration tested (data not shown).

**Recombinant CYP2B6 allelic variants differentially hydroxylate testosterone**

Differential rates of TS metabolism by CYP2B6 may play a significant role in the effects of 16-hydroxytestosterones on breast cancer growth or in the availability of TS for other downstream metabolic pathways. CYP2B6 variants may metabolize TS at different rates versus the wild-type enzyme. To test this, TS was incubated with recombinant CYP2B6 wild-type (CYP2B6*1) and variant (CYP2B6*4, *6, *9) enzyme and the formation of 16-hydroxytestosterones was measured as described above.

Recombinant CYP2B1 was used as a positive control and HPLC standard for TS metabolism, and incubation of TS with CYP2B1 resulted in the formation of 16α- and 16βOH-TS in addition to androstenedione (data not shown). Shown in Figure 3.4, low amounts of 16αOH-TS and A were generated similarly by wild-type and variant enzymes whereas 16βOH-TS was the primary product; 16-hydroxytestosterones were generated by wild-type CYP2B6 at a >7:1 (β:α) ratio. CYP2B6*4 produced similar amounts of 16βOH-TS (~1.4-fold versus wild-type). However, both CYP2B6*6 and CYP2B6*9 produced decreased amounts of 16βOH-TS versus wild-type (15% and 33% of wild-type, respectively).

**COS-7 and HEK293T but not MCF-7 will transiently express CYP450s**

The function of CYP2B6 in breast cancer cells may be best elucidated by directly treating breast cancer cells expressing CYP2B6 with substrate, i.e. TS. As described above, however, we have observed that CYP2B6 expression is lost in breast cancer cells when grown in cell culture conditions. These observations suggest that an alternative system for expressing CYP2B6 may be required. CYP2B6 plasmids (described above) were transfected into HEK293T, COS-7 and MCF-7 cells; CYP2B6 mRNA expression and protein expression was measured as described above.
Figure 3.4. Testosterone metabolism by wild-type and variant recombinant CYP2B6. Recombinant CYP2B6 protein was incubated with 100 μM TS for 40 minutes. Metabolites were extracted with ethyl acetate and reconstituted in methanol prior to separation by HPLC, with UV absorbance measured at 254 nm. Area under the curve (AUC) is normalized for extraction efficiency using an internal control (not shown). Data presented is representative of duplicate experiments.
CYP2B6 protein could not be detected in HEK293T or MCF-7 cells 24-72 hours after transfection or electroporation with pcDNA/2B6. RT-PCR following a similar time course indicated that CYP2B6 was highly expressed at the mRNA level despite the absence of detectable protein (data not shown). We hypothesized that selection of stable clones may select cells expressing protein. However, though blasticidin resistant clones for both cell lines were successfully selected within 2-3 weeks, no CYP2B6 protein could be detected despite an abundance of CYP2B6 mRNA (data not shown).

Ulrich Zanger and colleagues have utilized a CYP2B6 expression system using COS-1 cells and the pCMV4/2B6 plasmid described above to study the catalytic activity of wild-type CYP2B6 and allelic variants. Based on their observations, we tested pCMV4/2B6 in COS-7 cells, and compared protein expression generated by this plasmid versus pcDNA/2B6. COS-7 cells were transfected with either plasmid in two different transfection conditions and lysates were harvested after 48 hours. Shown in Figure 3.5A, only one transfection condition using pcDNA/2B6 induced the expression of low levels of CYP2B6 in COS-7 cells. The pCMV4/2B6 construct induced high levels of CYP2B6 protein. However, in the absence of a mammalian section marker, protein expression was lost 4-5 days following transfection (data not shown). Based on these results, it is unclear whether the loss of protein expression is due to a lack of plasmid incorporation into the genome or other loss of ORF expression. To test this, pcDNA/2B6 was transfected into COS-7 cells and blasticidin resistant clones were selected. Resistant clones were found to lack CYP2B6 expression at the protein level, but continued to express high levels of mRNA (J. Larios, Rae Laboratory; data not shown). Similar results were observed following transfection of pCMV6/7B1 into HEK293T and COS-7 cells. CYP7B1 protein was detected in both cell lines 48 hours after transient transfection (Figure 3.5B). Following 10 days of selection for G418 resistance in transfected COS-7 cells (maintained in medium supplemented with either FBS or CCS), CYP7B1 protein could no longer be detected (Figure 3.5C).

**COS-7 co-cultures cannot confirm CYP450 activity after transient transfection**
We hypothesized that co-culturing transiently transfected COS-7 with MCF-7 cells could circumvent problems with stable expression. Steroid hormones could be metabolized by COS-7-expressed CYP450s, and the effects of metabolites on MCF-7 cell growth could be monitored by standard assays. Specifically, we hypothesized that in the presence of mock-transfected COS-7 cells, 3βAdiol would induce MCF-7 cell proliferation. In the presence of CYP7B1-transfected COS-7 cells, 3βAdiol would be metabolized to inactive compounds and not induce MCF-7 cell proliferation. We also hypothesized that transient CYP2B6 expression may metabolize TS and reduce TS-induced growth of MCF-7 cells.

Proof-of-principle experiments with the co-culture system demonstrated that COS-7 cells grow as a viable monolayer on the co-culture insert membrane. Cells co-transfected with GFP can be visualized with fluorescence microscopy on the membranes, suggesting that protein expression will be maintained following seeding onto the insert membrane. E2 freely diffused through the insert membrane both with and without COS-7 cells to fully induce the growth of MCF-7 cells in the lower well (proof-of-principle data not shown). To examine CYP450 activity, insert wells seeded without COS-7 cells or with mock-, CYP7B1-, or CYP2B6-transfected COS-7 cells were treated with 1nM E2, 10nM TS, 10nM 3βAdiol or vehicle control and incubated with MCF-7 cells as described above for 5 days. MCF-7 growth was measured in independent experiments by both cell counting and crystal violet staining. However, MCF-7 growth was unchanged among treatment types for all insert well conditions (data not shown). Based on these results, it is unclear whether the transfected CYP450s are functional under these experimental conditions.

Discussion
Steroid hormone metabolism mediated by CYP450s plays a major role in the etiology of breast cancer. Metabolism of androgens, including androstenedione and testosterone to estrogens (estrone and estradiol, respectively), by CYP19A1 serves as the primary source of estrogens in postmenopausal women. As a result, aromatase is the primary target of current front line therapy for postmenopausal women with ER-positive breast cancer using aromatase inhibitors. CYP2B6 expressed in breast tumors may serve as another pathway of androgen metabolism which has not been explored in breast cancer.
Figure 3.5. Transient expression of CYP450 protein in cell culture models. (A), COS-7 cells were transfected with the indicated plasmid and CYP2B6 expression was evaluated versus a positive control after 48 hours. ‘a’ and ‘b’ represent different transfection conditions, per the manufacturer’s instructions. (B), the indicated cell line was transfected with either a GFP control plasmid or pCMV6/7B1. CYP7B1 expression was measured 48 hours after transfection. ‘a’ and ‘b’ represent different transfection conditions, per the manufacturer’s instructions. (C), CYP7B1 expression in G418-resistant COS-7 clones maintained in FBS- or CCS-supplemented medium versus transiently transfected HEK293T cells.
The role of CYP2B6 in affecting therapeutic efficacy has been explored extensively from a pharmacogenomic approach due to its roles in the activation of cyclophosphamide and clearance of efavirenz. While other CYP450s have been extensively characterized for substrate/inhibitor specificity and the effects of polymorphisms, CYP2B6 remains less well characterized. However, 29 alleles have been defined to date, including well over 100 single nucleotide polymorphisms (SNPs) [143], making it one of the most polymorphic CYP450 genes in humans. Many of these SNPs are rare, but some range in frequency from 5% to as high as 50%, with marked interethnic differences [143]. The presence of variant alleles has been shown to correlate with enormous inter-patient variability in serum concentrations of drug substrates including cyclophosphamide and efavirenz [143, 183] among others. The clinical implications of these changes in CYP2B6 metabolism, including in breast cancer with cyclophosphamide therapy, are currently under investigation.

Increased CYP2B6 expression has also been shown to correlate with improved outcome in ER-positive breast cancer. Bieche et al., in a screen of drug metabolism enzymes, observed that elevated levels of CYP2B6 tended to correlate with increased survival in ER+ breast cancer [184]. In a small cohort of post-menopausal women with ER+ breast cancer treated with tamoxifen, CYP2B6 mRNA levels were significantly lower in patients who relapsed versus those that did not (p = 0.011). Patients with the strongest CYP2B6 expression tended to have the longest relapse-free survival time, the difference being nearly statistically significant (p = 0.078). Interactions between CYP2B6-mediated metabolism and aromatase inhibitors have recently been reported with exemestane and letrozole [185, 186]. In spite of these reports linking CYP2B6 to response to endocrine therapy, the role of CYP2B6 in metabolizing endogenous substrates, specifically steroid hormones, and altering therapeutic efficacy to AIs has not been explored.

We hypothesized that the unique ability of CYP2B6 to generate 16-hydroxylated metabolites from testosterone represented a novel, aromatase-independent pathway of the generation of estrogens from androgens. Importantly, our observation that CYP2B6 is expressed in breast cancer cells suggested that this may be an AI-resistant mechanism of
generating estrogens directly in tumor cells. To test this hypothesis, we treated MCF-7 cells in estrogen-free conditions with increasing concentrations of either 16αOH-TS or 16βOH-TS, and compared cell growth to cells treated with either E2 or TS. Neither 16αOH-TS nor 16βOH-TS induced MCF-7 cell growth at concentrations up to 10nM (Figure 3.1), and neither steroid bound ERα in recombinant receptor binding assays. These data suggest that neither metabolite is an ERα ligand or a substrate for aromatase at physiological concentrations. Based on these observations, metabolism of testosterone by CYP2B6 may serve as a clearance pathway of androgens to decrease total synthesis of estrogens. While this seems paradoxical given that estrogens are the primary driver of breast cancer growth, high concentrations of estrogen are toxic to ER-positive breast tumors, in both experimental and clinical scenarios (reviewed in [187]). Thus, CYP2B6 may be important in maintaining estrogen homeostasis in normal breast and/or breast tumors. The hypothesis that CYP2B6 decreases estrogen concentrations is consistent with the improved outcomes observed by Bieche et al discussed above, where tamoxifen may be more effective when less estrogen is present. These observations parallel the role of oxidative 17β-HSDs in improving outcomes on tamoxifen described in Chapter II. Additionally, these data do not rule out the potential that 16-hydroxylated testosterone may act as an ERβ ligand. There is evidence in the literature that ERβ represses estrogen-induced breast cancer cell growth [188, 189]. Conflicting evidence exist regarding ERβ expression in breast cancer cell lines; however ER-positivity in tumors often correlates with ERβ expression [190, 191]. The hypothesis that CYP2B6 negatively regulates breast cancer cell growth through androgen clearance or ERβ ligand generation may merit future investigation.

The pivotal role of androgens in prostate cancer suggests that CYP2B6-mediated testosterone metabolism may also play a role in prostate cancer etiology. Recently, the promising results of Phase I trials using the CYP17 inhibitor abiraterone acetate in patients with castration-resistant prostate cancer have revitalized interest in CYP450s in prostate cancer research [192-195]. However, minimal data exist regarding a role for CYP2B6 in prostate cancer. We examined the ability of 16αOH-TS and 16βOH-TS to induce the growth of the prostate cancer cell line LNCaP to explore a potential role of
CYP2B6 in prostate cancer, and as a marker for androgenic activity of the metabolites. We observed that while 16αOH-TS did not induce the growth of LNCaP cells, 16βOH-TS strongly induced the growth of LNCaP cells; 16βOH-TS was significantly more efficacious than DHT (5.5-fold vs. 4.1-fold maximum growth induction, respectively) but less potent (EC₅₀ 1.6nM vs. 180pM, respectively). Though these data suggest that one of the metabolites is androgenic, LNCaP cells express the T877A AR mutant that is able to bind to and be activated by a broad range of steroids (including estrogens, progestins and anti-androgens). Receptor binding assays or growth assays using a wild-type AR expressing cell line would be necessary to confirm whether 16βOH-TS is in fact an AR ligand. However, the hypothesis that these metabolites are clearance products of TS, rather than AR ligands, is consistent with previously reported data. Kumagai et al reported that increased CYP2B6 expression in prostate tumors was inversely correlated with high Gleason score [196], suggesting that CYP2B6 expression decreases during prostate cancer progression. The authors also demonstrated that over-expression of CYP2B6 in LNCaP cells significantly decreased TS-induced proliferation. Based on these observations, prostate tumors may use CYP2B6 in a similar to role as postulated above in breast cancer, and that expression is decreased during prostate cancer progression to maintain androgen signaling, consistent with recent changes in the understanding of AR signaling in advanced prostate cancer (reviewed in [197]).

The above data suggest that CYP2B6 may be important in maintaining steroid hormone homeostasis through androgen clearance. Unfortunately, further experimentation in model systems is currently hindered due to difficulties in the expression of CYP450s in cell culture models. These difficulties are not unique to the cell line models described above (Figure 3.4). In human and rat hepatocytes and hepatocellular carcinoma cell lines (e.g. HepG2), the expression of CYP450s is rapidly decreased during growth in culture [173-176]. Recently, the development of perfused ‘bioreactors’ capable of maintaining primary human liver cells in 3-dimensional culture have been developed for use in hepatic pharmacological studies [198]. However, despite the advances of this model in mimicking an in vivo environment long-term, the expression and activity of CYP450s can only be maintained as long as 23 days [198]. The applicability of these bioreactor-based
conditions to cancer cell culture models has not been explored. The mechanisms causing the decrease in CYP450 expression in cell culture are unclear. As most CYP450s are localized to the endoplasmic reticulum, cells may be induced to degrade or eliminate CYP450 protein expression due to increased endoplasmic reticulum stress [199]. Two pathways have been identified as the major mechanisms of degrading CYP450 proteins, with individual isoforms being specifically degraded by either proteosomal or autophagic lysosomal pathways [200-202]. In some systems, the increased protein stability caused by proteosome inhibition can increase the amount of functional CYP450 [200]. Maintaining a low level of expression using tetracycline-inducible promoters (to prevent endoplasmic reticulum stress) or inhibiting the proteosomal/lysosomal degradation pathways may be useful future strategies for expressing CYP450 enzymes in model systems.

Given that CYP2B6 is highly polymorphic, better understanding of the substrate-specific activity of CYP2B6 variants may allow for significant data to be mined by retrospective genotyping of clinical trials. We have observed that the CYP2B6 variants *6 and *9 (both carrying a Q172H mutation) have diminished capacities for the generation of hydroxytestosterones (specifically 16βOH-TS) versus the wild-type or *4 variant. Differences in tumor biology or response to therapy in patients carrying *6 and/or *9 variant alleles versus other genotypes have not been explored. Many large clinical trials have collected formalin-fixed, paraffin-embedded (FFPE) tumor tissue; we have previously demonstrated that genotypes for drug metabolism enzymes are consistent between matched germline and tumor tissues [203]. CYP2B6 genotypes obtained from FFPE tissues can be associated with long-term outcomes data from these trials, which may also provide insight into the role of CYP2B6 in breast cancer. As genotyping from FFPE tissues is technically challenging, discussed in this dissertation are improved methods for genotyping from FFPE tissues [204] (discussed in Chapter V). Inhibitors of CYP2B6 (such as clopidogrel [205]) may be administered to cancer patients concurrently with anti-cancer agents, and may contribute to variability in CYP2B6 activity. The effects of CYP2B6 inhibitors on tumor biology may be evaluated in patients with and without co-administration of CYP2B6 inhibitors. Retrospective analysis of clinical trials based on
CYP2B6 genotype/activity using methods such as these may be critical for understanding the role of CYP2B6 in breast and prostate cancer.
Chapter IV.
Weak or partial agonism of ER\(\alpha\) during long term estrogen deprivation drives novel mechanisms of estrogen-independent growth

Introduction
Endocrine therapy using aromatase inhibitors has significantly improved disease-free survival and overall survival in post-menopausal women with ER-positive breast cancer. However, recently published data demonstrates that \(~20\%\) of patients treated with AI therapy will experience disease relapse within 10 years of treatment initiation [83]. Mechanisms of resistance to AI therapy have been studied for over a decade, since the introduction of AIs as frontline endocrine therapy, and a number of pathways and mechanisms have been implicated in both acquired and \textit{de novo} resistance. Mechanisms of acquired resistance to AI therapy have been studied largely through the use of long term estrogen deprivation (LTED) models, both in cell culture and xenograft settings. To mimic tumor conditions in patients on AI therapy, ER-positive breast cancer cells are maintained long term (generally 3-12 months) in the absence of steroid hormones, either in medium supplemented with charcoal-stripped calf serum (CCS) or in ovariectomized mice. Cells adapt to LTED and display an endocrine resistant phenotype, no longer requiring high concentrations of estrogen to maintain cell growth.

Though LTED models have implicated a number of mechanisms as drivers of estrogen-independent growth, these models are largely based on the hypothesis that AI therapy depletes nearly all circulating estrogens. Cells that are maintained in medium supplemented with charcoal stripped serum are almost totally deprived of any estrogentic stimulation. As described above in Chapter II, \(3\beta\text{Adiol}\) can provide an estrogentic stimulus in breast cancer cells as an ER\(\alpha\) ligand. Importantly, since \(3\beta\text{Adiol}\) is generated independent of metabolism by aromatase, circulating \(3\beta\text{Adiol}\) is unlikely to be decreased by AI therapy. In addition to the potential contribution of \(3\beta\text{Adiol}\) as an ER\(\alpha\) ligand, a
number of reports on the pharmacology of AIs have demonstrated that low levels of residual aromatization are maintained in patients on AI therapy. This low level of aromatization is sufficient to produce quantifiable, picomolar concentrations of circulating E2 in some patients [31, 206]. In MCF-7 cells in culture, E2 concentrations >100fM are sufficient to induce growth; half-maximal growth is induced with E2 concentrations of ~5pM (Appendix I). Based on these observations, we hypothesized that LTED may not accurately mimic estrogenic conditions for the subset of patients that maintain 3βAdiol or E2 concentrations sufficient to activate ERα. To model conditions in this subset of patients, MCF-7 cells were selected by long-term culture in medium supplemented with CCS and defined concentrations of either E2 or 3βAdiol (EC10 and EC90 concentrations of each steroid hormone). The development of estrogen-independence was assessed in these selected cell lines over time, and phenotypes were compared to LTED cells maintained concurrently and parental MCF-7 cells.

Following >7 months of selection, estrogen-independence developed in LTED cells, as well as cells maintained in low concentrations (EC10) of E2 and 3βAdiol. However, the temporal nature of the development of estrogen-independence was unique to each selected line. Further, whereas estrogen-independent growth was maintained via an estrogen receptor-dependent mechanism in the low steroid selected cells, growth was estrogen receptor-independent in the LTED cells. Additionally, sensitivity to kinase inhibitors in selected cell lines was dependent on the presence/absence of the ERα ligand. These data offer a novel perspective on the development of resistance to AI therapy, and may yield novel approaches to treat AI-resistant tumors.

**Methods**

**Cell Lines, Culture Conditions, and Growth Assays**

MCF-7 cells were routinely maintained as described in Chapter II. For long term selections, MCF-7 cells were initially repeatedly washed (as described in Chapter II), and then maintained in phenol red-free Improved Minimum Essential Medium (IMEM) supplemented with 10% CCS and either vehicle (0.05% ethanol) or defined E2 concentrations (1pM or 50pM) or 3βAdiol concentrations (50pM or 1nM). Conditions
and naming conventions for the selected cell lines are listed in Table 4.1. For assays in estrogen-free conditions (or defined steroid hormone concentrations), cells were repeatedly washed as described above prior to plating; assays were performed in phenol red-free IMEM supplemented with 5% CCS. For kinase inhibitor growth assays in the presence of estrogens, cells were plated in selection conditions (as listed in Table 4.1) prior to treatment. Growth assays were performed in 96-well plates using the FluoReporter Blue fluorometric dsDNA quantitation kit (F2692, Invitrogen) according to the manufacturer’s instructions. Briefly, cells were lysed in hypotonic conditions via freeze/thaw cycles, and lysates were stained with buffer containing Hoechst 33258. Fluorescence was read at 360nm excitation and 460nm emission wavelengths in a PolarStar Omega plate reader (BMG Labtech).

Western Blotting
Western blot analysis was performed on whole cell lysates from breast cancer cells. Cells were lysed using RIPA buffer (Thermo Pierce, Rockford, IL) supplemented with Protease Inhibitor Cocktail Tablets and Phosphatase Inhibitor Cocktail Tablets (Roche Applied Science). Total protein from cell lysates was quantified using the Bradford assay (Bradford Reagent; Bio-Rad, Hercules, CA). Thirty micrograms of protein per lane was resolved on 4-20% gradient polyacrylamide gels (Pierce, Rockford, IL), and transferred to a PVDF membrane. Antibodies used for immunoblotting were obtained from Cell Signaling (Boston, MA) and are listed in Appendix II; antibody dilutions were prepared according to the manufacturer’s instructions.

Real-time PCR
mRNA was harvested from samples using RNeasy mini columns (Qiagen, Valencia, CA) according to the manufacturer’s instructions. GREB1 mRNA expression were measured using a Taqman real-time PCR assay. Total RNA (1μg) was reverse transcribed using Reverse Transcription System (Promega, Madison, WI) and the resulting cDNA amplified in a 25μl reaction containing Gene Expression Master Mix (Applied Biosystems, Carlsbad, CA) and the following oligonucleotides: forward primer 5’AAT
Table 4.1. MCF-7 selection conditions and nomenclature.

<table>
<thead>
<tr>
<th>Estrogen environment</th>
<th>Cell line name</th>
</tr>
</thead>
<tbody>
<tr>
<td>10% FBS (Standard Cond.)</td>
<td>Parental</td>
</tr>
<tr>
<td>10% CCS + Vehicle (0.05% EtOH)</td>
<td>Veh</td>
</tr>
<tr>
<td>1pM E2</td>
<td>1pE</td>
</tr>
<tr>
<td>50pM E2</td>
<td>50pE</td>
</tr>
<tr>
<td>50pM 3β Adiol</td>
<td>50p3β</td>
</tr>
<tr>
<td>1nM 3βAdiol</td>
<td>1n3β</td>
</tr>
</tbody>
</table>
CTG TAC CAC GCA ATG GA 3’, reverse primer 5’ TGC CAT CTC GTA TTC CTT GA 3’, probe 5’ FAM - CAA CCA GCA CGT GCA AAT GGC T - BHQ-1 3’. The primer/probe set is specific to GREB1 splice variant GREB1a and were designed by Genomic Health Inc. (Burbank, CA), and optimized for cycling conditions as previously described [207]. Reactions were performed using a CFX96 real-time thermocycler (Bio-Rad Laboratories, Inc., Hercules, CA). Target gene expression was normalized against GAPDH (Hs99999905_m1, Applied Biosystems) and relative expression was determined using the $\Delta\Delta C_T$ method [160].

**Gene Expression Microarray Analysis**

Whole genome expression analysis was performed using HumanHT-12 v4 Expression BeadChips (Illumina, San Diego, CA). For sample preparation, selected cell lines were plated in T75 flasks and washed as described above; cells were harvested, re-seeded in triplicate T75 flasks and allowed to grow for 3 days prior to sample harvest. Growth assays were performed in parallel to verify the estrogen-independent phenotypes. At harvest, each flask was separated into paired samples for gene expression and metabolomics analyses (results from metabolomics analyses performed at Georgetown University pending at time of publication). mRNA for gene expression analyses was harvested using RNeasy mini columns (Qiagen) according to the manufacturer’s instructions. mRNA was prepared for the direct hybridization assay and scanned using a BeadArray reader (Illumina) by the University of Michigan DNA Sequencing Core Facility.

Array output data were quantile normalized using GenomeStudio software (Illumina) prior to analyses. The 47,313 probe sets on the array were filtered according to expression p-value; only probe sets with values significantly greater than background for at least one of the tested samples (any one of triplicate samples from any cell line) were used in further analyses. For the remaining 16,667 probe sets, differences in gene set expression between samples were analyzed using Gene Set Enrichment Analysis (GSEA; Broad Institute, Cambridge, MA) [208, 209]. Analyses used GSEA version 3.4 and Molecular Signatures Database (MSigDB) release 3.0. Default parameters were used in
analysis; triplicate samples were grouped as single phenotype groups. Analysis set-ups are described in the Results section below. ‘Canonical pathways’ refers to MSigDB gene set C2 CP, and ‘Chemical and genetic perturbations’ refers to MSigDB gene set C2 CGP (gene sets are annotated at http://www.broadinstitute.org/gsea/msigdb/genesets.jsp). Enrichment lists and associated figures were generated by the GSEA software; gene sets considered most enriched had the highest normalized enrichment score (NES) among all gene sets in that analysis (described in [208, 209]). Briefly, NES is the ratio of calculated gene set enrichment versus the mean enrichment of all permutations assessed, thus NES accounts for the overall size of the data set.

Results

Estrogen-independence develops in low-estrogen conditions
Throughout the selection process, cells were tested for their ability to grow in increasing concentrations of E2 or 3βAdiol, or in estrogen-free conditions in the presence or absence of ICI 182,780. Shown in Figure 4.1, selected cells in estrogen-free conditions (following repeated washing as described above) were treated with the indicated concentration of hormone or anti-estrogen. 50pE cells mimic parental MCF-7 cells’ dependence on estrogen for growth following long-term selection; after washing and seeding in estrogen-free conditions, 50pE cell growth slows and stops (Figure 4.1C). The addition of ICI 182,780 does not further decrease growth (5-day control vs. 5-day ICI treatment, p > 0.05). Additionally, treatment of 50pE cells with 1nM E2 full induces growth, whereas 10nM 3βAdiol induces ~75% maximal growth, similar to parental MCF-7 cells. 1n3β cells also cease proliferating in estrogen-free conditions, after transient estrogen-independent growth within 3 days of seeding (Figure 4.1E). The addition of ICI 182,780 does not further decrease growth (5-day control vs. 5-day ICI treatment, p > 0.05). E2 treatment maximally induced the growth of 1n3β cells, as did 3βAdiol treatment. Veh cells demonstrated estrogen-independent growth (7.2-fold at day 5 versus pre-treatment); this growth was not inhibited by the addition of ICI 182,780 (Figure 4.1A) (5-day control vs. 5-day ICI treatment, p > 0.05). This phenotype developed 9-12 weeks after initiation of selection, consistent with previous reports [99, 100]. Veh cells also remained responsive to both E2 and 3βAdiol treatment. Both 1pE
cells and 50p3β cells demonstrated maintained growth in estrogen-free conditions (>10-fold day 5 growth versus pre-treatment control). Unlike Veh cells, however, this growth could be inhibited by the addition of ICI 182,780 (5-day control vs. 5-day ICI treatment; 1pE p < 0.0001, 50p3β p = 0.0005). The development of estrogen-independence was delayed, and only observed after 6-7mo and 4-5mo of selection for 1pE and 50p3β cells, respectively. Both 1pE cells and 50p3β cells remained responsive to the addition of E2 or 3βAdiol; however, 50p3β cells demonstrated the least growth induction of all selections following hormone treatment at the indicated concentrations.

Dose-response curves were generated for each cell line, to examine growth following increasing concentrations of E2 or 3βAdiol, to determine whether any of the selection lines had developed hypersensitivity to low concentrations of steroid hormone, as previously reported [99, 100]. Minor increases in sensitivity (<1-log decrease in EC50) were observed versus parental MCF-7 cells in all selections except 50pE cells, consistent with their parallel phenotype to parental MCF-7 cells (Figure 4.2). Maximum E2-induced growth required ≥ 10^{-11}M E2 for all cell lines, ~2-logs greater than previously reported for hypersensitive MCF-7 cells. No hypersensitivity was observed in growth induction by 3βAdiol in any selection cell line (data not shown).

**Mechanisms of estrogen-independence are unique in low-estrogen conditions versus complete estrogen deprivation**

To examine potential mechanisms of estrogen-independent growth, the expression and activation of the MAPK and PI3K/Akt signaling pathways were examined via western blotting. Selected cell lines were assessed in estrogen-free conditions and compared to parental cells maintained in standard conditions (Figure 4.3). 50pE and 1n3β cells in estrogen-free conditions presented decreased levels of phosphorylated MAPK (pMAPK) versus parental MCF-7 cells, consistent with their lack of growth in these conditions. 1pE and 50p3β cells maintained pMAPK levels similar to those in parental MCF-7 cells while Veh cells had slightly lower levels of pMAPK. Activity of the PI3K/Akt pathway was examined via phosphorylation of Akt on T308 and S473. pAkt-T308 was only observed in Veh, 1pE and 50p3β cells, suggesting that these cell lines have activated
Figure 4.1. MCF-7 selected cell line growth in estrogen-free conditions. Cells were washed as described in Materials and Methods, and treated as indicated. (A), Veh cells; (B) 1pE cells; (C) 50pE cells; (D) 50p3β cells; (E) 1n3β cells. Growth was assessed at baseline, 3 days or 5 days after treatment. Points represent the average of 6 replicates ± SEM. Student’s T-tests were used to compare growth after 5 days of treatment with ICI 182,780 versus control. *, p > 0.05. **, p ≤ 0.0005.
Figure 4.2. MCF-7 selected cell line growth following E2 treatment. (A), MCF-7 selected cell lines were treated with increasing concentrations of E2 as indicated. Growth was assessed at 5 days after treatment. Data are normalized to baseline growth in estrogen-free conditions; Y-axis values represent growth above that baseline. Points represent the average of 6 replicates ± SEM. (B), estimated EC$_{50}$ values for growth induction and 95% confidence intervals for the EC$_{50}$.
PI3K signaling in the absence of estrogen. Similarly, pAkt-S473 was highest in 1pE and 50p3β cells, further suggesting the importance of Akt signaling in estrogen-independent growth in these cells. pAkt-S473 was also observed in Veh and 1n3β cells; Akt may play a role in Veh cell estrogen independent growth, as well as the transient estrogen independent growth in 1n3β cells. As both the Akt and MAPK pathways can activate ERα via phosphorylation, we examined ERα activation by phosphorylation on S167. All 5 selected lines express ERα when grown in estrogen-free conditions. However, pERα-S167 was only observed in 1pE and 50p3β cells. These data suggested that 1pE and 50p3β cells may maintain ERα in an active state in the absence of ligand, following steroid washing. ErbB2 expression was also examined; all selected cell lines up-regulated ErbB2 equivalently in estrogen-free conditions compared to parental cells.

To examine whether the observed phosphorylation of ERα was indicative of transcriptional activity of ERα in the absence of ligand, we examined the expression of GREB1 following steroid washing (Figure 4.4). GREB1 is an ERα-specific target critically involved in the estrogen induced growth of breast cancer cells [157]. Parental MCF-7 cells express very high levels of GREB1; this expression is completely blocked upon addition of ICI 182,780 (columns 1, 2). Following removal of estrogens from parental MCF-7 cells, GREB1 expression is effectively shut off; the addition of ICI 182,780 has no effect in the absence of estrogens (columns 3, 4). Veh, 50pE and 1n3β cells do not express GREB1 in estrogen-free conditions, consistent with ICI-insensitivity and lack of growth in estrogen-free conditions, respectively. However, both 1pE and 50p3β cells express GREB1 in estrogen-free conditions (columns 7, 11). Expression of GREB1 in these cells is likely ERα-dependent, as expression is completely blocked by the addition of ICI 182,780 (columns 8, 12). Taken together with above observations, these data suggest that 1pE and 50p3β cells may maintain ERα activation in the absence of ligand (potentially via MAPK and/or Akt signaling) to maintain estrogen-independent growth. Conversely, Veh cells do not appear to require ERα to maintain estrogen-independent growth.

**Microarray analysis reveals potential drivers of estrogen-independent growth**
Figure 4.3. Kinase signaling pathways in selected cell lines in estrogen-free conditions. Parental cells were maintained in normal conditions with FBS; selected cells were washed and seeded in estrogen-free conditions prior to sample harvesting. N.S., non-specific band.
Figure 4.4. **GREB1 expression in MCF-7 parental and selected cell lines.** MCF-7 refers to the parental cell line; CCS indicates estrogen-free conditions. Veh, 1pE, 50pE, 50p3β and 1n3β cells were assayed in estrogen-free conditions. Cells were treated with either vehicle (0.1% EtOH) or 1μM ICI for 72hrs. Student’s T-tests were used to compare expression in ICI 182,780-treated cells versus controls. *, p < 0.001. **, p = 0.032. #, p > 0.05.
We performed gene expression microarray analyses of selected cells in estrogen-free conditions to identify genes and pathways critical for estrogen independent growth. Gene expression data were analyzed using Gene Set Enrichment Analysis (GSEA; described above). As an initial validation of trends observed by GSEA, gene expression data from estrogen-independent proliferating cells (Veh, 1pE and 50p3β) were compared to the estrogen-dependent, non-proliferating cells (50pE, 1n3β). Listed in Table 4.2 are the GSEA canonical pathways most enriched in ‘proliferating’ vs. ‘non-proliferating’ cells, and consistent with these phenotypes, gene signatures associated with proliferation (i.e. mitotic progression, DNA replication, etc.) were strongly enriched in Veh, 1pE and 50p3β cells. Heat maps demonstrating signature enrichments are shown in Figure 4.5.

Gene expression data from Veh cells were compared to the other selected lines, and enrichment was evaluated against both the GSEA canonical pathways (CP) and chemical and genetic perturbations (CGP) database. Table 4.3 lists the most enriched signatures from these databases. 9 of the top 20 most enriched gene sets from the CGP datasets in Veh cells are related to hypoxia and/or HIF1α signaling. As none of the selected cells are in hypoxic conditions, these signatures may be the result of other activated signaling pathways in Veh cells. Accordingly, 7 of the top 20 most enriched signatures from the CP database are related to InsR/IGF1R signaling and/or carbohydrate metabolism. Heat maps demonstrating signature enrichments are shown in Figure 4.6. Both the hypoxia and carbohydrate metabolism signatures are potentially a result of increased InsR/IGF1R signaling, as these have been linked in a number of systems [210, 211]. Importantly, these data implicate InsR/IGF1R signaling in promoting estrogen-independent growth in Veh cells.

Initial growth data and western blot experiments suggest that a similar mechanism is responsible for driving estrogen-independent growth in 1pE and 50p3β cells. Based on these observations, GSEA was performed comparing these two cell lines together versus the other selected cell lines. Enrichment against the GSEA canonical pathways and GSEA CGP database initially provided primarily proliferation- and mitotic-associated gene signatures (data not shown); these were similar in ontology annotation to those
listed in Table 4.2. This is consistent with the increased estrogen-independent growth in these cell lines versus the other selected cell lines, including Veh cells (Figure 4.1). To enrich for signaling signatures relevant to driving growth in 1pE and 50p3β cells, a limited subset of the GSEA CGP database (2392 gene sets) was pared down to 332 gene sets relating specifically to breast cancer and/or cancer signaling pathways (i.e. receptor tyrosine kinases, MAPK pathway, etc.)(Appendix III). GSEA against this refined gene set list are shown in Table 4.4 and Figure 4.7. Consistent with the above data suggesting that canonical ERα signaling is maintained, 6 of the top 20 most enriched gene sets (from the refined CGP list) were associated with ERα signaling and specific ERα target genes. The most significantly enriched gene set in both 1pE and 50p3β is associated with response to the ErbB receptor family inhibitor CL-387785 (from Kobayashi et al., [212]). This implicates the ErbB receptor family (potentially EGFR and/or ErbB2) as responsible for activating ERα in estrogen-free conditions.

MAPK and Akt are upstream of ERα in 1pE and 50p3β cells
As demonstrated in Figure 4.3, 1pE and 50p3β cells maintain active MAPK and Akt in estrogen-free conditions. We hypothesized that activated MAPK and Akt may be responsible for phosphorylating ERα in the absence of ligand. Further, we hypothesized that 1pE and 50p3β cells would be growth-inhibited by the MEK inhibitor U0126 and the PI3K inhibitor LY294002. Shown in Figure 4.8, selected cell lines in estrogen-free conditions were treated with increasing concentrations of ICI 182,780, U0126 or LY294002. ICI 182,780 inhibited cell growth of 1pE and 50p3β cells only, similar to observed above (Figure 4.8A). Both kinase inhibitors were selective for 1pE and 50p3β within the range of concentrations tested, reducing the estrogen-independent growth of 1pE and 50p3β cells by ~40% (Figure 4.8B-C). Selected cell lines were then treated with low concentrations of kinase inhibitors (selective for 1pE and 50p3β) as indicated; cells were treated in both estrogen-free conditions and in normal selection conditions, alone or in combination with ICI 182,780 (Figure 4.9). Veh cells were not growth inhibited by any combination of U0126, LY294002 or ICI 182,780 (data not shown). Under estrogen-free conditions, 50pE and 1n3β cells were not growth inhibited by any combination of U0126, LY294002 or ICI 182,780 at the indicated concentrations (data not shown).
### Canonical pathways enriched in proliferating cells

<table>
<thead>
<tr>
<th>Pathway</th>
<th>NES</th>
</tr>
</thead>
<tbody>
<tr>
<td>REACTOME_CELL_CYCLE/MITOTIC</td>
<td>2.827</td>
</tr>
<tr>
<td>REACTOME_MITOTIC_PROMETAPHASE</td>
<td>2.787</td>
</tr>
<tr>
<td>REACTOME_MITOTIC_M_M_G1_PHASES</td>
<td>2.688</td>
</tr>
<tr>
<td>REACTOME_DNA_REPLICATION_PRE_INITIATION</td>
<td>2.559</td>
</tr>
<tr>
<td>REACTOME_DNA_STRAND_ELONGATION</td>
<td>2.535</td>
</tr>
<tr>
<td>REACTOME_G1_S_TRANSITION</td>
<td>2.502</td>
</tr>
<tr>
<td>REACTOME_SYNTHESIS_OF_DNA</td>
<td>2.501</td>
</tr>
<tr>
<td>REACTOME_S_PHASE</td>
<td>2.490</td>
</tr>
<tr>
<td>REACTOME_EXTENSION_OF_TELOMERES</td>
<td>2.487</td>
</tr>
<tr>
<td>KEGG_DNA_REPLICATION</td>
<td>2.464</td>
</tr>
<tr>
<td>REACTOME_TRANSPORT_OF_RIBONUCLEOPROTEINS</td>
<td>2.437</td>
</tr>
<tr>
<td>REACTOME_ACTIVATION_OF_THE_PRE_REPLICATIVE_COMPLEX</td>
<td>2.380</td>
</tr>
<tr>
<td>REACTOME_ACTIVATION_OF_ATR_IN_RESPONSE_TO_REPLICATION</td>
<td>2.375</td>
</tr>
<tr>
<td>REACTOME_SNRNP_ASSEMBLY</td>
<td>2.361</td>
</tr>
<tr>
<td>REACTOME_PROCESSING_OF_CAPPED_INTRON_CONTAINING</td>
<td>2.332</td>
</tr>
<tr>
<td>REACTOME_LAGGING_STRAND_SYNTHESIS</td>
<td>2.323</td>
</tr>
<tr>
<td>REACTOME_G2_M_CHECKPOINTS</td>
<td>2.322</td>
</tr>
<tr>
<td>REACTOME_METABOLISM_OF_RNA</td>
<td>2.317</td>
</tr>
<tr>
<td>REACTOME_E2F_TRANSCRIPTIONAL_TARGETS_AT_G1_S</td>
<td>2.316</td>
</tr>
<tr>
<td>REACTOME_CELL_CYCLE_CHECKPOINTS</td>
<td>2.305</td>
</tr>
</tbody>
</table>

Table 4.2. Canonical pathways enriched in proliferating cells.
Figure 4.5. Heat maps of gene sets enriched in proliferating cells under estrogen-free conditions. (A), Reactome – DNA Strand Elongation; (B), Reactome – G2/M Checkpoints. Heat maps represent relative difference in expression (not raw expression) between phenotypes, Red = increased, blue = decreased. Each column represents one of the triplicate samples for each selected cell line. Headers shaded in gray vs. yellow represent phenotype comparison groups during analysis.
<table>
<thead>
<tr>
<th>Chemical and genetic perturbation gene set enrichment</th>
<th>NES</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELVIDGE_HYPOXIA_UP</td>
<td>2.827</td>
</tr>
<tr>
<td>ELVIDGE_HYPOXIA_BY_DMOG_UP</td>
<td>2.802</td>
</tr>
<tr>
<td>ELVIDGE_HIF1A_AND_HIF2A_TARGETS_DN</td>
<td>2.728</td>
</tr>
<tr>
<td>ELVIDGE_HIF1A_TARGETS_DN</td>
<td>2.713</td>
</tr>
<tr>
<td>MENSE_HYPOXIA_UP</td>
<td>2.476</td>
</tr>
<tr>
<td>POTTI_CYTOXAN_SENSITIVITY</td>
<td>2.306</td>
</tr>
<tr>
<td>MANALO_HYPOXIA_UP</td>
<td>2.205</td>
</tr>
<tr>
<td>GRAHAM_NORMALQUIESCENT_VS_NORMAL_DIVIDING_DN</td>
<td>2.200</td>
</tr>
<tr>
<td>CROONQUIST_IL6_DEPRIVATION_DN</td>
<td>2.184</td>
</tr>
<tr>
<td>HARRIS_HYPOXIA</td>
<td>2.173</td>
</tr>
<tr>
<td>WINTER_HYPOXIA_METAGENE</td>
<td>2.121</td>
</tr>
<tr>
<td>CROONQUIST_STROMAL_STIMULATION_UP</td>
<td>2.120</td>
</tr>
<tr>
<td>MITSIADES_RESPONSE_TO_APLIDIN_DN</td>
<td>2.075</td>
</tr>
<tr>
<td>CROONQUIST_NRAS_VS_STROMAL_STIMULATION_DN</td>
<td>2.075</td>
</tr>
<tr>
<td>KAUFFMANN_MELANOMA_RELAPSE_UP</td>
<td>2.053</td>
</tr>
<tr>
<td>CROONQUIST_NRAS_SIGNALING_DN</td>
<td>2.050</td>
</tr>
<tr>
<td>VANTVEER_BREAST_CANCER_METASTASIS_DN</td>
<td>2.044</td>
</tr>
<tr>
<td>FINETTI_BREAST_CANCER_KINOME_RED</td>
<td>2.037</td>
</tr>
<tr>
<td>KANG_DOXORUBICIN_RESISTANCE_UP</td>
<td>2.036</td>
</tr>
<tr>
<td>JIANG_HYPOXIA_NORMAL</td>
<td>2.018</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Canonical pathway database gene set enrichment</th>
<th>NES</th>
</tr>
</thead>
<tbody>
<tr>
<td>REACTOME_GLYCOLYSIS</td>
<td>2.044</td>
</tr>
<tr>
<td>REACTOME_FANCONI_ANEMIA_PATHWAY</td>
<td>2.021</td>
</tr>
<tr>
<td>REACTOME_G2_M_CHECKPOINTS</td>
<td>2.010</td>
</tr>
<tr>
<td>REACTOME_DNA_STRAND_ELONGATION</td>
<td>2.006</td>
</tr>
<tr>
<td>REACTOME_HOMOLOGOUS_RECOMBINATION_REPAIR</td>
<td>1.997</td>
</tr>
<tr>
<td>REACTOME_GLUCOSE_TRANSPORT</td>
<td>1.979</td>
</tr>
<tr>
<td>REACTOME_ACTIVATION_OF_ATR_IN_RESPONSE_TO_REPLICATION</td>
<td>1.963</td>
</tr>
<tr>
<td>BIOCARTA_CDMAC_PATHWAY</td>
<td>1.956</td>
</tr>
<tr>
<td>REACTOME_METABOLISM_OF_CARBOHYDRATES</td>
<td>1.947</td>
</tr>
<tr>
<td>BIOCARTA_CARDIACEGF_PATHWAY</td>
<td>1.923</td>
</tr>
<tr>
<td>REACTOME_ACTIVATION_OF_THE_PRE_REPLICATIVE_COMPLEX</td>
<td>1.887</td>
</tr>
<tr>
<td>BIOCARTA_IGF1_PATHWAY</td>
<td>1.873</td>
</tr>
<tr>
<td>BIOCARTA_SPPA_PATHWAY</td>
<td>1.858</td>
</tr>
<tr>
<td>KEGG_O_GLYCAN BIOSYNTHESIS</td>
<td>1.841</td>
</tr>
<tr>
<td>BIOCARTA_INSULIN_PATHWAY</td>
<td>1.794</td>
</tr>
<tr>
<td>REACTOME_LAGGING_STRAND_SYNTHESIS</td>
<td>1.783</td>
</tr>
<tr>
<td>KEGG_FRUCTOSE_AND_MANNOSE_METABOLISM</td>
<td>1.775</td>
</tr>
<tr>
<td>REACTOME_DOUBLE_STRAND_BREAK_REPAIR</td>
<td>1.773</td>
</tr>
<tr>
<td>REACTOME_MAPK_TARGETS_NUCLEAR_EVENTS_MEDIATED</td>
<td>1.752</td>
</tr>
<tr>
<td>KEGG_WNT_SIGNALING_PATHWAY</td>
<td>1.746</td>
</tr>
</tbody>
</table>

Table 4.3. Gene set enrichment from Veh cells.
Figure 4.6. Heat maps of gene set enrichment in Veh cells. (A), Elvidge – Hypoxia Up (abridged); (B), Reactome – Glucose Transport; (C), Biocarta – IGF1R Pathway. Heat maps represent relative difference in expression (not raw expression) between phenotypes, Red = increased, blue = decreased. Each column represents one of the triplicate samples for each selected cell line. Headers shaded in gray vs. yellow represent phenotype comparison groups during analysis.
<table>
<thead>
<tr>
<th>Gene set enrichment from limited subset of GSEA C2 CGP</th>
<th>NES</th>
</tr>
</thead>
<tbody>
<tr>
<td>KOBAYASHI_EGFR_SIGNALING_24HR_DN</td>
<td>3.285</td>
</tr>
<tr>
<td>SOTIRIOU_BREAST_CANCER_GRADE_1_VS_3_UP</td>
<td>3.182</td>
</tr>
<tr>
<td>PUJANA_BREAST_CANCER_WITH_BRCA1_MUTATED_UP</td>
<td>2.628</td>
</tr>
<tr>
<td>FARMER_BREAST_CANCER_CLUSTER_2</td>
<td>2.581</td>
</tr>
<tr>
<td>ODONNELL_TARGETS_OF_MYC_AND_TFRC_DN</td>
<td>2.542</td>
</tr>
<tr>
<td>MASSARWEH_TAMOXIFEN_RESISTANCE_DN</td>
<td>2.526</td>
</tr>
<tr>
<td>WILLIAMS_ESR1_TARGETS_UP</td>
<td>2.435</td>
</tr>
<tr>
<td>FRASOR_RESPONSE_TO_SERM_OR_FULVESTRANT_DN</td>
<td>2.422</td>
</tr>
<tr>
<td>STEIN_ESRRA_TARGETS_RESPONSIVE_TO_ESTROGEN_DN</td>
<td>2.396</td>
</tr>
<tr>
<td>NADERI_BREAST_CANCER_PROGNOSIS_UP</td>
<td>2.380</td>
</tr>
<tr>
<td>STEIN_ESR1_TARGETS</td>
<td>2.361</td>
</tr>
<tr>
<td>VANTVEER_BREAST_CANCER_METASTASIS_DN</td>
<td>2.302</td>
</tr>
<tr>
<td>MASSARWEH_RESPONSE_TO_ESTRADIOL</td>
<td>2.289</td>
</tr>
<tr>
<td>FINETTI_BREAST_CANCER_BASAL_VS_LUMINAL</td>
<td>2.281</td>
</tr>
<tr>
<td>CREIGHTON_ENDOCRINE_THERAPY RESISTANCE_1</td>
<td>2.280</td>
</tr>
<tr>
<td>FOURNIER_ACINAR_DEVELOPMENT_LATE_DN</td>
<td>2.262</td>
</tr>
<tr>
<td>POOLA_INVASIVE_BREAST_CANCER_UP</td>
<td>2.257</td>
</tr>
<tr>
<td>PUJANA_BREAST_CANCER_LIT_INT_NETWORK</td>
<td>2.236</td>
</tr>
<tr>
<td>CREIGHTON_ENDOCRINE_THERAPY_RESISTANCE_4</td>
<td>2.232</td>
</tr>
<tr>
<td>FRASOR_RESPONSE_TO_ESTRADIOL_UP</td>
<td>2.199</td>
</tr>
</tbody>
</table>

Table 4.4. Gene set enrichment from limited CGP database in low-steroid selected cells.
Figure 4.7. Heat maps of gene set enrichment from limited GSEA C2 CGP of 1pE and 50p3β cells. (A), Williams – ESR1 Targets Up; (B), Massarweh – Response to Estradiol. Heat maps represent relative difference in expression (not raw expression) between phenotypes, Red = increased, blue = decreased. Each column represents one of the triplicate samples for each selected cell line. Headers shaded in gray vs. yellow represent phenotype comparison groups during analysis.
U0126 and LY294002 partially inhibited the growth of 1pE and 50p3β cells in estrogen-free conditions; neither drug alone or in combination could inhibit cell growth to the extent of ICI 182,780 (Figure 4.9A-B). Under normal selection conditions (i.e. in the presence of E2 or 3βAdiol), neither U0126 nor LY294002 significantly inhibited cell growth in any selected cell line (Figure 4.9C-D) (50pE and 1n3β data not shown). Ligand-induced growth was inhibited by 100nM ICI 182,780. The observations that ICI 182,780 treatment is most effective in growth inhibition of 1pE and 50p3β cells in estrogen-free conditions and that U0126/LY294002 do not inhibit growth in the presence of ligand suggest that the MAPK and Akt pathways are upstream of ERα in 1pE and 50p3β cells.

**EGFR/ErbB2 inhibitor lapatinib blocks estrogen-independent growth of 1pE and 50p3β cells**

Based on the GSEA results above indicating enrichment of EGFR/ErbB2-driven gene expression patterns, we hypothesized that inhibition of EGFR and/or ErbB2 would block the estrogen-independent growth of 1pE and 50p3β cells. The small molecule inhibitor lapatinib is clinically used to inhibit the kinase activity of both EGFR and ErbB2 [213, 214]. Selected cells were treated with increasing concentrations of lapatinib in either estrogen-free conditions, or in normal selection conditions. Lapatinib did not inhibit the growth of 50pE or 1n3β cells under normal selection conditions (data not shown). The transient estrogen-independent growth of 1n3β cells was minimally inhibited by >100nM lapatinib (~20% reduction in growth) (data not shown). Additionally, lapatinib was not toxic to 50pE cells in estrogen-free conditions at the concentrations tested (data not shown). Veh cells were relatively resistant to lapatinib, as growth could not be completely inhibited with the concentrations tested (estimated IC₅₀ > 1μM) (Figure 4.10). Lapatinib is a potent inhibitor of estrogen-independent growth of 1pE and 50p3β cells (IC₅₀ = 8.6nM and 1.2nM, respectively); maximal growth inhibition by lapatinib was equivalent to maximal inhibition by ICI 182,780 under these conditions (data not shown). However, under normal selection conditions with estrogens present, lapatinib did not block the growth of 1pE or 50p3β cells (Figure 4.10). These data are consistent with the
Figure 4.8. Inhibition of estrogen-independent growth with kinase inhibitors. Selected cell lines in estrogen-free conditions were treated with increasing concentration of (A) ICI, (B) U1026 or (C) LY294002. Growth was assessed 5 days after treatment. Fold versus control is relative to vehicle-treated cells of the same line. Points represent average of 6 replicates ± SEM.
Figure 4.9. MAPK and PI3K inhibition block estrogen-independent growth. (A) 1pE and (B) 50p3β cells in estrogen-free conditions were treated with 100nM ICI, 100nM U0126 (U), 250nM LY294002 (LY) or combinations as indicated. Growth was assessed 4 days after treatment. Bars represent average of 6 replicates + SEM. (C) 1pE and (D) 50p3β cells in selection conditions (i.e. 1pM E2 and 50pM 3βAdiol, respectively) were treated as in A and B and assessed for growth 6 days after treatment. Bars represent average of 6 replicates + SEM.
previous observations that 1pE and 50p3β cells are only sensitive to kinase inhibitors in the absence of ligand. Further, these data are consistent with the hypothesis that an upstream receptor tyrosine kinase (i.e. a target of lapatinib, EGFR or ErbB2) signals through MAPK and/or Akt to maintain growth in estrogen-free conditions.

**Kinase inhibitors decrease estrogen-independent phosphorylation and activity of ERα in 1pE and 50p3β cells**

Estrogen receptor activation was examined via western blotting for phosphorylation of ERα at S167. 1pE and 50p3β cells were seeded in estrogen-free conditions, then treated with ICI 182,780 or kinase inhibitors as indicated (Figure 4.11). MAPK and Akt phosphorylation were examined by western blotting, in addition to ERα phosphorylation status. Levels of pMAPK or pAkt could be specifically decreased using U0126 or LY294002, respectively, in both cell lines. However, lapatinib completely eliminated all pMAPK and strongly decreased pAkt in both cell lines, suggesting that EGFR or ErbB2 is upstream of these signaling pathways in 1pE and 50p3β cells.

pER-S167 levels were strongly decreased by ICI 182,780 treatment, consistent with the concurrent decrease in total ER seen following ICI 182,780 treatment. U0126 did not decrease pER-S167 levels in either cell line, whereas LY294002 treatment did. This is consistent with previous reports that the PI3K/Akt pathway is responsible for phosphorylating ERα at S167. Lapatinib strongly decreased pER-S167 levels in both 1pE and 50p3β cells, to a greater extent than LY294002 at the indicated concentrations. This differential ability to decrease pER-S167 parallels differential growth inhibition by each drug (as described above).

**Selected cells developed differential resistance to tamoxifen and endoxifen**

A number of previous reports using LTED models have demonstrated acquired resistance to the anti-estrogenic effect of tamoxifen following selection [215, 216]. We hypothesized that long term adaptation to 3βAdiol would present a unique environment for the development of tamoxifen resistance, as cells adapt long term to a structurally unique ligand. Selected cells in normal conditions were treated with increasing
Figure 4.10. Lapatinib inhibits estrogen-independent growth. Selected cell lines were treated with vehicle (0.1% DMSO) or lapatinib as indicated. Growth was assessed 5 days after treatment. Points represent the average of 6 replicates ± SEM.
Figure 4.11. Kinase inhibitors decrease kinase and ERα activation in estrogen-free conditions. 1pE or 50p3β cells in estrogen-free conditions were treated with 100nM ICI, 100nM U0126 (U), 250nM LY294002 (LY), 1μM lapatinib (Lap) or combinations as indicated. Lysates were harvested 72 hours after treatment. N.S., non-specific band.
concentrations of tamoxifen or 4-hydroxy-N-desmethyl tamoxifen (endoxifen), an active anti-estrogenic metabolite of tamoxifen [159]. Tamoxifen was unable to significantly inhibit the growth of 1pE, 50pE, 50p3β or 1n3β cells at concentrations ≤100nM; 1μM tamoxifen reduced growth of those selected lines to 50-80% of maximum growth (Figure 4.12A). Despite the somewhat uniform effects of tamoxifen on the selected cell lines, response to endoxifen was variable. Endoxifen effectively reduced the growth of 50pE cells down to ~30% of maximum growth. However, endoxifen only reduced the growth of 1pE and 1n3β cells down to approximately 80% and 65% of maximum growth, respectively; 50p3β cells were not significantly growth inhibited by endoxifen (Figure 4.12B). Both tamoxifen and endoxifen induced the growth of Veh cells in a bell-shaped pattern. Tamoxifen induced growth at concentrations up to 10nM (~1.5-fold versus control), and growth was reduced to control levels at increased concentrations up to 1μM. Similarly, endoxifen induced growth at concentrations up to 100pM (~1.4-fold versus control), and growth was reduced to control levels at concentrations up to 1μM.

**Discussion**

Improved understanding of the molecular mechanisms used by breast tumors to adapt to estrogen deprivation during AI therapy is critical to implementing clinical interventions to either prevent the development of or treat recurrence. Additionally, insight into these mechanisms may provide useful biomarkers to predict resistance early on in the course of adjuvant therapy. Accurately modeling conditions in patients on AI therapy is likely critical in discovering clinically relevant mechanisms of resistance that will provide useful biomarkers and therapeutic targets.

Minimal clinical data exist regarding mechanisms of resistance to AI therapy. Recently, the use of the neoadjuvant treatment setting (2-12 week treatment prior to surgery) has proven useful in examining molecular changes in breast tumors in response to therapy [217-221]. Mitch Dowsett and colleagues have demonstrated that changes in the proliferation marker Ki67 before and after only 2 weeks of AI therapy are predictive of long-term outcome [221]. Patients with high Ki67 levels were found to recur significantly more rapidly, suggesting that tumor cells in these patients continue to proliferate in the
Figure 4.12.  Anti-estrogen resistance in selected cell lines. Selected cell lines in normal selection conditions were treated with vehicle (0.1% EtOH) or increasing concentrations of tamoxifen (A) or endoxifen (B). Growth was assessed 5 days after treatment. Points represent the average of 6 replicates ± SEM.
presence of AIs. However, in spite of the usefulness of these biomarkers in predicting response to endocrine therapy, these studies do not provide insight into the mechanisms underlying resistance. William Miller and colleagues have begun to examine gene expression in tumors following neoadjuvant AI treatment to identify changes in gene expression between tumors responsive or resistant to AI therapy [222-224]. These studies have identified gene signatures that are associated with either response or resistance to therapy, however, many of these signatures are largely indicative of cellular proliferation or mitosis and the underlying mechanisms are unclear. More recent work by this group has examined changes in gene expression during extended neoadjuvant therapy; gene expression in tumors was measured at baseline and 14 days and 3 months after treatment initiation [225]. The number of genes with significantly different expression versus baseline was substantially higher after 3 months (340 probe sets) versus 14 days (117 probe sets). Gene ontology analysis also indicated that radically different classes of genes were altered at either timepoint. These observations suggest that whereas early changes in gene expression may be indicative of the removal of estrogens, late changes may be more representative of tumor adaptation to therapy. Changes in expression were also heterogeneous across tumors, with subgroups of samples exhibiting opposite changes in expression for specific genes versus the majority of the samples. Though these studies are ideal in situ models for assessing mechanisms of resistance, they illustrate the difficulties associated with understanding AI resistance. While assessing larger number of tumors may also be useful in identifying consensus changes in gene expression following AI therapy, mechanisms of resistance are heterogeneous and may be difficult to assess for individual tumors. Additional long-term studies of tumor adaptation to therapy in situ may prove difficult, as surgery must be timed to prevent tumor expansion. Thus the tumors where long-term gene expression data would prove most useful (i.e. tumors growing in the presence of AIs) must be excised.

Cell culture models may circumvent some of these issues and provide access to long-term changes to breast cancer cells following AI therapy. As discussed in Chapter I, long-term estrogen-deprived (LTED) cell culture models and aromatase over-expression models have been used to examine changes in breast cancer cells following long-term estrogen
withdrawal. Though these models have proven useful in generating endocrine-resistant variants of estrogen-dependent breast cancer cells, it is unclear whether the total absence of estrogentic stimuli as modeled with LTED accurately recapitulates conditions on AI therapy. As described above, 3βAdiol can activate ERα, and importantly, 3βAdiol is generated independent of aromatase and therefore is potentially present during AI therapy. Additionally, AIs are not successful in completely eliminating all serum estrogen, and residual aromatization remains. This low level of aromatization is sufficient to produce quantifiable, picomolar concentrations of circulating E2 in some patients [31, 206]. Dixon et al assessed serum E2 concentrations in patients receiving daily anastrozole or letrozole for 3 months (n = 54 for each arm) [206]. Though the majority of patients had serum E2 below the limit of quantification (3pmol/L), 19.4% of patients had E2 concentrations >3pmol/L. Importantly, 3pM E2 induces ~35% maximal growth in the MCF-7 cells (Appendix I). Based on these observations, we modified LTED to include defined concentrations of either E2 or 3βAdiol, and selected cells in these conditions for estrogen-independence, parallel with cells maintained in LTED. Importantly, cells maintained in LTED + high E2 (50pM) served as a control for changes in phenotype associated with long-term culture and growth in CCS, rather than specific to the changes in estrogenic stimuli.

Clear differences in the adaptation to the changes in levels of estrogens emerged across each selected cell line. In 50pE cells, the presence of near-saturating concentrations of E2 was sufficient to maintain the parental phenotype in these cells; 50pE cells remained wholly dependent on estrogen to maintain growth, and cease growth in estrogen-free conditions. 50pE cells also were growth induced by either E2 or 3βAdiol equivalently to parental MCF-7 cells. However, while ERα was also near-saturated in 1n3β cells, the partial agonist 3βAdiol was not equivalent to E2 in the maintenance of the parental phenotype. 1n3β cells recognized 3βAdiol as a full agonist, potentially suggesting changes in the co-factor cohort of the cells in recognizing activated ERα. Consistent with this observation, 1n3β cells were also resistant to the tamoxifen metabolite endoxifen and only weakly growth-inhibited by this anti-estrogen. 1n3β cells did however remain dependent on estrogens to maintain proliferation; in estrogen-free conditions, 1n3β cells
cease growth after 3-5 days. These data demonstrate that in the absence of E2 (following AI therapy), high concentrations of 3βAdiol are sufficient to promote tumor growth and the development of a novel, anti-estrogen resistant phenotype.

Though high concentrations of estrogens were sufficient to maintain an estrogen-dependent phenotype, low estrogen concentrations or absence of estrogens promoted the development of an estrogen-independent phenotype. Veh, 1pE and 50p3β cells all demonstrated cell growth in estrogen-free conditions following selection. However, unique mechanisms appear to drive growth in the LTED Veh cells versus those maintained in low estrogen concentrations (1pE and 50p3β). Growth in estrogen-free conditions both 1pE and 50p3β cells can be blocked by the addition of the pure anti-estrogen ICI 182,780, whereas Veh cells are ICI 182,780 resistant. This suggests that estrogen-independent growth in 1pE and 50p3β is ER-dependent, but ER-independent in Veh cells. Consistent with this, we observed that GREB1 is expressed in 1pE and 50p3β cells in estrogen-free conditions, and that GREB1 expression could be decreased by ICI 182,780; Veh cells did not express GREB1. Also, phosphorylated ERα was detected only in 1pE and 50p3β in estrogen-free conditions, further evidence of ERα activation in spite of the absence of ligand. These data suggest that following selection in low estrogen concentrations, breast cancer cells can maintain ERα activation in the absence of ligand, whereas LTED Veh cells no longer require ERα activity. Our data with inhibitors of kinase signaling pathways suggest that ERα activation is maintained by ErbB receptor tyrosine kinases that signal via the MAPK or PI3K pathways.

The observations that ERα activation is maintained by a ligand-independent mechanism are consistent with those reported for LTED cells developed by the Dowsett and Santen laboratories (described in Chapter I). These previously developed LTED models also appear to require similar receptor tyrosine kinase signaling pathways to maintain estrogen-independent growth, and respond to inhibitors of these pathways. However, while 1pE and 50p3β cells are growth inhibited by lapatinib (in addition to MEK and PI3K inhibitors), they are only sensitive to kinase inhibitors in the absence of estrogen. In their normal selection conditions (low estrogen concentrations) 1pE and 50p3β cells were
completely resistant to all kinase inhibitors tested, and were only growth inhibited by ICI 182,780. These observations may suggest that in patients with low serum estrogen concentrations on AI therapy, recurrent tumors will not respond to the addition of kinase inhibitors, as ligand will still be present to maintain ERα signaling. The removal of AIs from a treatment regimen in this scenario would allow estrogen concentrations to increase, which may also prevent sensitivity to other targeted therapies. Further, the specific sensitivity of 1pE and 50p3β cells to ICI 182,780 only suggests that in similar tumors, increased antagonism of estrogen signaling may be critical to blocking tumor growth.

A number of pre-clinical and clinical studies support a role for maximizing ERα blockade in recurrent tumors (reviewed in [119]). A number of Phase II clinical trials have demonstrated that ~28-44% of patients who have experienced disease progress after AI therapy receive clinical benefit from switching to ICI 182,780 [226-228]. Three large Phase III trials are currently underway to further examine the role of ICI 182,780 in advanced breast cancer. SWOG S0226 (NCT00075764) has completed accrual, and SOFEA (Study of Faslodex vs. Exemestane with/without Arimidex, NCT00253422) is currently still accruing patients. However, FACT (Fulvestrant and Anastrozole in Combination, NCT00256698) presented early results at the San Antonio Breast Cancer Symposium in 2009, and reported that adding ICI 182,780 to anastrozole provided no benefit to women with hormone-receptor-positive breast cancer (final results are expected in November 2011). While the early results from FACT may be at odds with the hypotheses generated by 1pE and 50p3β cells, it is clear that mechanisms of resistance are heterogeneous. Using only MCF-7 cells, we selected populations that were either sensitive or resistant to ICI 182,780 (1pE/50p3β cells and Veh cells respectively). The estrogen environment in which AI resistance develops is likely critical to the recurrent tumor phenotype. Biomarkers of ERα activation (such as phosphorylation at S167) may be necessary to identify patients that will benefit from ICI 182,780 or further AI treatment. Further, recent results of the CONFIRM trial (Comparison of Faslodex in Recurrent or Metastatic breast cancer, NCT00099437) demonstrated that increasing the dose of ICI 182,780 from 250mg to 500mg significantly reduced the risk of disease
progression in patients who had recurred on prior endocrine therapy [229]. Thus not only is it critical to identify recurrent tumors with ERα activity, but the relative concentrations of ICI 182,780 and competing estrogen concentrations at the site of action in recurrent tumors are likely determinants of whether ICI 182,780 can effectively antagonize ERα and block tumor growth. Initial AI treatment may also provide insight into mechanisms of resistance. Though most trials’ inclusion criteria specifies steroidal vs. non-steroidal AIs, significant differences exist between the two non-steroidal AIs. Serum E2 concentrations reported by Dixon et al [206] demonstrated that letrozole more completely suppressed E2 versus anastrozole; 1/54 and 20/54 of letrozole and anastrozole treated patients, respectively has serum E2 concentrations >3pmol/L. Based on our observed phenotypes from LTED and low estrogen selected cells, patients who recur on letrozole may be predicted to have ER-independent, ICI-resistant tumors, whereas recurrences on anastrozole may be ER-dependent, ICI-sensitive tumors.

Our cell culture models suggest that the estrogen environment in which resistance to endocrine therapy develops promotes unique mechanisms of resistance that will display diverging sensitivity to targeted or endocrine therapies. The presence of residual E2 or alternative estrogens such as 3βAdiol may drive tumor growth in the presence of AIs and subsequently maintain the growth of recurrent tumors during additional therapies. These observations highlight the potential heterogeneity in mechanisms of endocrine resistance, and the need for specific biomarkers that will indicate which therapies may benefit individual patients. Additionally, the results of clinical trials using endocrine therapies in recurrent, metastatic breast cancer may be difficult to interpret due to the minimal patient pre-selection. Further understanding of the total estrogen environment in patients on AI therapy who experience recurrence is necessary to effectively treat these patients.
Chapter V.

High efficiency genotype analysis from formalin-fixed, paraffin-embedded tumor tissues

Introduction

Until recently, clinical trials in cancer did not routinely collect and store patient DNA samples, thus limiting the ability to conduct pharmacogenetic analysis of many large, landmark clinical trials. Another potential source of patient DNA does, however, exist in the form of formalin-fixed, paraffin-embedded (FFPE) tumor samples that were collected for the majority of clinical trials in oncology. Previously, we and others have demonstrated that DNA can be obtained from these tumor blocks, that SNP genotypes can be reliably determined from this DNA, and that the genotypes of SNPs in genes of pharmacogenetic interest (primarily involved in drug metabolism) derived from the tumor samples match those of the germline DNA [203, 230-232]. This technological advance demonstrated that FFPE samples could be used for pharmacogenetic analyses of historical prospective clinical trials, thereby allowing the existing wealth of large, carefully conducted clinical trials of chemotherapeutic agents to be mined for associations between inherited gene variants with drug toxicities and clinical outcomes.

Using DNA extracted from FFPE tumor samples for genotype analyses presents significant technical challenges due to the relatively low quantity and poor quality of the template DNA that is extracted from these samples. Standard DNA isolation methods used for FFPE samples typically produce severely sheared and fragmented DNA which is frequently not optimal for PCR-based genotyping [233-236]. All commonly used PCR-based genotyping assays have been designed to work using high quality DNA isolated from viable cells. Real-time PCR-based Taqman assays, for instance, involve the amplification of DNA segments 80-150 base pairs (bp) in length containing the SNP of interest[237]. In addition, 5-10μm FFPE tissue block sections typically only yield
sufficient DNA for 30-50 Taqman-based genotyping reactions (unpublished observations). Furthermore, Taqman PCR reactions using DNA extracted from FFPE samples are frequently inefficient, and yield irregular fluorescence output curves, making allelic determination difficult or ambiguous. Common practice when confronted with DNA samples that are difficult to genotype is to increase the amount of template DNA used per reaction. However, we have observed that doing this with FFPE-derived DNA often results in worsening rather than improvement of the PCR reaction. A simple method to determine the optimal amount of a given sample of FFPE-derived DNA for each assay would be valuable.

In this report, we describe methods to analyze DNA harvested from FFPE materials that allows the assessment of overall quality and quantification of ‘amplification-quality DNA’ or ‘AQ-DNA’ (DNA fragments large enough for efficient PCR-based analysis). Using materials evaluated in this manor, we describe how minimizing the amount of input DNA in Taqman-based genotyping reactions significantly improves PCR amplification efficiency, increases the accuracy of allelic determinations, and greatly increases the number of genotyping assays that can be performed per sample. We also demonstrate that FFPE tumor cores of the type used to generate tissue microarrays (TMAs) can be used as a source of DNA for Taqman-based genotyping. The methodological approaches described herein facilitate the improved application of Taqman-based SNP genotyping to FFPE-derived DNA, significantly increasing the number of assays that can be conducted using what is a valuable and limited tissue resource.

**Methods**

**Sample Preparation**

Samples were selected randomly from the routinely formalin-fixed, paraffin-processed breast tumour archive at the Royal Marsden Hospital, with the prerequisites that they (i) were pre-2006 in order to comply with HTA (Human Tissue Act) legislation regarding patient consent and (ii) were suitable to TMA (tissue microarray) core acquisition from both the tumor and intratumoral stromal compartments. In practice these were
predominantly invasive ductal carcinomas grade II/III. At the time of DNA extraction, tumor blocks ranged in age from 4-19 years, with a median age of 15 years. Specific FFPE samples used in each data figure are indicated in Table 5.1.

Tumour and stromal areas were marked on an H&E stained slide and then transposed onto the associated paraffin block. 0.6mm cores were punched in the marked areas using the Beecher tissue arrayer MTA1 and the extracted cores were transferred to RNase, DNase free tubes. The needle punch was cleaned with ethanol and allowed to dry fully between each core acquisition to prevent cross contamination. Two 10µm paraffin embedded sections were cut from the same paraffin block prior to core acquisition. A new blade was used for each patient sample to eliminate the potential for cross-contamination. Gloves were worn at all times.

DNA Extraction from FFPE-Tissue Samples
Our previously described method for extracting DNA from FFPE samples[203] using the DNeasy Blood and Tissue Kit (Qiagen, Valencia, CA) was improved with minor modification to eliminate the use of solvents to de-paraffin samples. Briefly, samples (sections and cores, described above) were heated to 95ºC for 15 minutes in 180µL Buffer ATL and then allowed to cool to room temperature for a minimum of 5 minutes. Twenty microliters of Proteinase K solution (20mg/mL) was added to the samples, which were then incubated at 55ºC. After 8 hours, fresh Proteinase K solution (20µL) was added and the samples incubated for an additional 8 hours, then DNA extracted according to the manufacturer’s instructions.

Quality Control Multiplex PCR
DNA quality was measured using a multiplex PCR-based method described by van Beers et al[238], with minor modifications. In addition to primer pairs for the 100, 200, 300, and 400bp fragments of GAPDH used by van Beers et al, additional primer pairs were added for 500, 600, and 700bp fragments. Primer sequences are available upon request. The 100 and 500-700bp primers were used at a final concentration of 266nM, and the 200-400bp primers at 133nM. Reactions were incubated at 94ºC for 1 minute, 56ºC for 1
<table>
<thead>
<tr>
<th>Figure</th>
<th># of FFPE Tissue Samples</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>Royal Marsden; pilot study samples</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>High-quality lymphocyte DNA</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>High-quality lymphocyte DNA</td>
</tr>
<tr>
<td>4</td>
<td>60</td>
<td>Royal Marsden; 30 matched sample type set, 30 pilot study samples</td>
</tr>
<tr>
<td>5</td>
<td>117</td>
<td>Royal Marsden; 39 of each matched FFPE sample type</td>
</tr>
<tr>
<td>6</td>
<td>117</td>
<td>Royal Marsden; 39 of each matched FFPE sample type</td>
</tr>
<tr>
<td>7</td>
<td>117</td>
<td>Royal Marsden; 39 of each matched FFPE sample type</td>
</tr>
<tr>
<td>S1</td>
<td>6</td>
<td>Royal Marsden; 2 of each matched FFPE sample type</td>
</tr>
</tbody>
</table>

Table 5.1. FFPE samples used in study figures.
minute, and 72°C for 3 minutes, for 35 cycles. PCR products were analyzed by capillary electrophoresis using an Agilent 2100 Bioanalyzer with DNA 1000 electrophoresis chips (Agilent Technologies, Santa Clara, CA).

**Quantification of Amplification-Quality DNA (AQ-DNA)**

In order to determine the amount of AQ-DNA in extracted FFPE samples we quantified the 100bp fragment of GAPDH using SYBR Green real-time PCR. Briefly, 25μL reactions containing: forward primer (GTT CCA ATA TGA TTC CAC CC) and reverse primer (CTC CTG GAA GAT GGT GAT GG) at final concentrations of 250nM, 12.5μL of Platinum SYBR Green Master Mix (Invitrogen, Carlsbad, CA) and template DNA were incubated for 40 cycles at 95°C for 15 seconds and 56°C for 45 seconds using an iCycler real-time thermocycler (BioRad, Madison, WI).

DNA was isolated from fresh human lymphocytes (Blood and Tissue Kit, Qiagen) and the concentration was measured using a NanoDrop ND-1000 spectrophotometer (Thermo Scientific, Waltham, MA). SYBR Green real-time PCR (described above) was performed using a dilution series of lymphocyte DNA (in Ultra-Pure H₂O, Invitrogen) from 1pg–1μg to generate standard curves. These standard curves were used to calculate the relative amount of AQ-DNA in FFPE-derived samples, compared to the high quality lymphocyte DNA. Standard curves were plotted as the cycle number at which SYBR Green fluorescence passed a software determined threshold (threshold cycle, Ct) versus DNA quantity (μg) using GraphPad Prism 4.03 (GraphPad Software, Inc., La Jolla, CA). AQ-DNA from FFPE samples was quantified by adding 1μL of each DNA sample per real-time PCR reaction. The threshold cycle for each FFPE sample was plotted on the standard curve to extrapolate the quantity of AQ-DNA, relative to the high quality lymphocyte DNA.

**DNA Enzymatic Shearing**

DNA was sheared enzymatically using an Enzyme Shearing Kit (Active Motif, Carlsbad, CA). Genomic DNA from lymphocytes at ~100ng/μL was diluted 1:10 with Digestion Buffer and 50μL aliquots made. Two and half microliters of Enzyme Cocktail (1:10,000
in 50% glycerol) was added to each aliquot, and incubated for times ranging from 10 to 180 minutes. The reactions were stopped by adding 1μL of ice-cold 0.5M EDTA and incubation on ice for 15 minutes. DNA was purified from shearing reactions for subsequent PCR using Nucleotide Clean-up kits (Qiagen, Valencia, CA) according to the manufacturer’s instructions.

**Genotyping**

FFPE tissue-extracted DNA was genotyped for known single nucleotide polymorphisms (SNPs) in the cytochrome P450 2D6 (CYP2D6) gene. The following SNPs were genotyped: 1846G>A (rs3892097), T1707del (rs5030655), A2549del (rs35742686), 2988G>A (rs28371725), 100C>T (rs1065852), and 4180G>C (rs1135840). Genotyping for these SNPs allows the identification of the most common variant alleles of CYP2D6: CYP2D6*2, *3, *4, *6, *10, and *41. SNPs were determined using Taqman Allelic Discrimination Assays (Applied Biosystems, Foster City, CA) according to the manufacturer’s instructions as previously described [239], with minor modification. Reactions were carried out to 60 cycles to allow amplification of sub-nanogram quantities of DNA. Reactions were conducted using Genotyping Master Mix (Applied Biosystems) in an iCycler real-time thermocycler (BioRad). Samples were also genotyped for UGT2B7 802T>C (rs7439366) using a Taqman Allelic Discrimination Assay with minor modification. Reactions were conducted, using 50 pg of DNA as determined by our methods described above, for 50 cycles on an iCycler real-time cycler.

In order to minimize the potential for DNA cross-contamination (a concern when amplifying sub-nanogram quantities of DNA), all genotyping reactions were prepared in a designated template-free zone in a vertical laminar flow hood (AirClean 600, AirClean Systems, Raleigh, NC), with HEPA filtration and UV light.

**Results**

**Multiplex PCR Identifies Samples of Insufficient Quality to Genotype**

To assess the quality of DNA from FFPE tissue samples, we adapted a method described by van Beers *et al.* in which 7 amplicons of increasing size, from 100-700 base pairs,
within the GAPDH gene are amplified by PCR.[238] The sizes of the amplicons produced using FFPE-derived template DNA correlates with the degree to which the DNA has been sheared or fragmented. We used this assay to screen a panel of DNA samples isolated from FFPE tissue. We selected samples that had previously been genotyped for a panel of SNPs in the Cytochrome P450 2D6 (CYP2D6) gene successfully (thus considered higher quality, HQ DNA) and unsuccessfully (thus considered lower quality, LQ DNA) (Figure 5.1). All 7 fragments are amplified from the high quality DNA control (lane 1). Samples that could not be genotyped (LQ) did not support amplification of any of the GAPDH fragments (lanes 2-5). We observed that FFPE DNA samples that performed well using Taqman genotyping assays (HQ) supported amplification of at least the 100bp fragment, and larger fragments up to 400bp (lanes 6-9).

**Quantification of Amplification-Quality DNA by Real Time PCR**

Standard methods for quantifying DNA, such as UV absorbance, do not provide information regarding the degree of DNA fragmentation; therefore, we set out to measure the amount of “amplification-quality DNA” or “AQ-DNA” in DNA samples from FFPE tissues. We developed a quantitative-PCR based assay that determines the amount of fragments of 100bp or greater relative to a high molecular weight DNA standard harvested from viable lymphocytes. This technique uses SYBR Green-based amplification and quantification of the 100bp fragment of GAPDH from the quality control PCR described above. To validate that amplification of this fragment has a linear relationship with DNA quantity, a dilution series of high quality DNA obtained from lymphocytes was generated as described in Materials and Methods.

The linear range of threshold cycle vs. quantity of DNA was found to be 1pg – 10ng (Figure 5.2A). Interestingly, adding greater than 10ng of DNA to the PCR reaction caused a loss in the linear relationship, and caused inefficiency in PCR amplification (Figure 5.2B). Furthermore, addition of 1μg of DNA completely quenched the PCR reaction and blocked any amplification (indicated by a threshold cycle of 39 cycles). The dashed line
Figure 5.1. DNA quality assessment by multiplex PCR analysis. Samples shown are high quality lymphocyte DNA (control) and FFPE tissue DNA samples (LQ1-4, HQ1-4). All 7 amplicons were amplified in the control (lane 1). No amplicons were amplified in FFPE samples that could not successfully be genotyped (LQ, lanes 2-5). Amplicons of 100bp and greater were amplified from FFPE samples that were successfully genotyped (HQ, lanes 6-9).
in Figure 5.2B represents the linear regression from Figure 5.2A, to demonstrate the loss of linearity at >10ng of input DNA.

**Sample Quality by Multiplex PCR Correlates with Quantification of AQ-DNA**

To demonstrate that quantification of the 100bp fragment of GAPDH correlates with sample fragmentation as measured by the multiplex PCR described above, lymphocyte DNA was enzymatically sheared as described in Materials and Methods. The Enzymatic Shearing Kit was specifically designed so that increasing incubation time results in progressive fragmentation of the DNA. Overall quality and quantity of AQ-DNA was evaluated as described above.

As shown in Figure 5.3, increased digestion time caused a progressive loss of the larger PCR amplicons, with loss of the 500-700bp amplicons by 60 minutes, and loss of the 400bp amplicon by 120 minutes. Over-digestion with high concentration enzyme cocktail caused a loss of all bands (data not shown). Increased digestion time also correlated with a loss of AQ-DNA as determined by amplification of the 100bp GAPDH fragment, with a progressive decrease in quantity of AQ-DNA from 0-120 minutes of digestion. AQ-DNA decreased from 17.5ng/μL in the control digestion, to ~2ng/μL at >2hrs digestion. Further digestion up to 180 minutes with this dilution of enzyme cocktail appeared to have no further effect on fragment size or 100bp fragment quantification. Over-digestion with high concentration enzyme cocktail caused no 100bp amplicon signal to be seen with those samples, and decreased AQ-DNA to ~0ng/μL (data not shown).

**Minimizing Input DNA Improves Genotyping Efficiency**

Based on our quantification method described above, we attempted to establish the minimum amount of AQ-DNA required for assessment of genotypes using Taqman-based analyses. Ten FFPE-derived DNA samples were diluted from 1ng to 10pg of AQ-DNA per reaction, and genotyped for CYP2D6 1846G>A (CYP2D6*4). Results are shown in Table 5.2. Samples with wild-type genotypes for this SNP were successfully genotyped with only 10pg of input DNA. However, the mutant-specific probe in this assay required at least 50pg of input DNA to amplify successfully. Importantly, Sample J
Figure 5.2. SYBR Green quantitative PCR amplification of the 100bp amplicon of GAPDH. A dilution series of high quality lymphocyte DNA was used to generate a standard curve as described in Materials and Methods. Reactions were performed in triplicate, error bars represent ± SD. GAPDH Ct represents the cycle at which reporter fluorescence crosses a software-defined threshold (described in text). 

A, The linear range of threshold cycle vs. DNA quantity was 1pg – 10ng. Solid line, linear regression of DNA quantity vs. threshold cycle. 

B, >10ng of DNA/reaction caused a loss in the linearity and inefficiency of PCR amplification. 1μg of DNA quenched the PCR reaction and blocked amplification. The dashed line in B represents the linear regression from A.
Figure 5.3. Multiplex PCR analysis and AQ-DNA quantification of high quality lymphocyte DNA subjected to enzymatic shearing. Samples were digested and processed as described in Materials and Methods. All seven amplicons are present in the non-digested control (0’, lane 1), while larger amplicons are lost with increasing digestion time. Quantity of AQ-DNA also decreases with increasing digestion time.
was genotyped as a homozygous mutant with 50pg of input AQ-DNA, but a heterozygote with 100pg or more of AQ-DNA. Thus, the minimum quantity of AQ-DNA required for genotyping the CYP2D6*4 allele was set at 100pg. Additional optimization was performed using other Taqman assays. The UGT2B7 T848C (UGT2B7*2) assay required only 50pg of AQ-DNA to reliably genotype samples. Other assays, including CYP2D6 A2549del (CYP2D6*3), required 150pg or more of AQ-DNA to generate reliable genotype data (data not shown).

Importantly, optimizing Taqman reactions by minimizing the amount of input AQ-DNA improved Taqman reaction efficiency, and allowed for less ambiguous genotype determinations (Figure 5.4). To determine patient genotype, endpoint fluorescence from the Taqman-based PCR for each allele-specific probe is assigned to an axis on a scatter plot. A positive or negative signal from each probe is used to assign patient genotypes. However, the fluorescence output curves generated in real-time are representative of efficient vs. inefficient amplification, and can be used to evaluate potential false positives and negatives.

Figures 5.4A and 5.4B show representative real-time fluorescence outputs for the wild type probe of the CYP2D6 1846G>A (CYP2D6*4) Taqman assay, while Figures 5.4C and 5.4D show endpoint fluorescence as a scatter plot of wild-type probe vs. mutant probe (VIC vs. FAM fluorophores), with samples’ assigned genotypes. In Figures 5.4A and 5.4C, 30 FFPE DNA samples were genotyped using only 100pg of input AQ-DNA. Efficient PCR amplification (shown by Figure 5.4A) allowed for clear threshold cut-offs, with no samples with endpoint fluorescence at or near the fluorescence threshold (Figure 5.4C), or the fluorescence value at which point an allele determination is made. Twenty nine of 30 samples genotyped by this method could be assigned a genotype, and only one sample could not be reliably genotyped (96.7% success rate). Shown in Figures 5.4B and 5.4D are an additional 30 samples genotyped for the same SNP using ~10ng of template DNA as determined by standard UV absorbance. Inefficient amplification caused clustering around the calculated threshold (Figure 5.4B, ~60 fluorescence units), making genotype determination difficult. Only 21 of 30 samples could be assigned a genotype for
<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
<th>J</th>
</tr>
</thead>
<tbody>
<tr>
<td>10pg</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>--</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>--</td>
</tr>
<tr>
<td>50pg</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>Mut</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>Mut</td>
</tr>
<tr>
<td>100pg</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>Mut</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>Het</td>
</tr>
<tr>
<td>500pg</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>Mut</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>Het</td>
</tr>
<tr>
<td>1ng</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>Mut</td>
<td>WT</td>
<td>WT</td>
<td>WT</td>
<td>Het</td>
</tr>
</tbody>
</table>

Table 5.2. CYP2D6*4 genotypes as determined with varying input AQ-DNA.
this SNP (70% success rate). However, as is evident in Figure 5.4C, many of these
genotypes are likely un-reliable due to the lack of separation between samples deemed
positive and negative for the wild-type allele (VIC fluorophore, y-axis).

**Tumor Block Cores Yield Equivalent Amounts of AQ-DNA versus Sections**
We next set out to determine whether tissue from tumor cores of the type generated for
TMA construction, or cores from adjacent stromal tissue, could be used in
pharmacogenomic analyses. To compare DNA yield from FFPE tumor block sections and
core punches, we obtained 39 matched sets of sections, tumor cores, and cores of
adjacent stromal tissue (described in Materials and Methods). Samples were processed
and AQ-DNA was quantified as described above. As shown in Figure 5.5A, sections
yielded 1.25±1.05ng/μL of AQ-DNA, and tumor cores yielded 1.20±0.91ng/μL of AQ-
DNA, indicating no significant difference in AQ-DNA yield between tumor sections and
cores (p = 0.19). These yields provide enough DNA for an average of ~1250 and ~1200
genotyping reactions, respectively, based on 100μL of eluent per sample and 100pg AQ-
DNA per reaction. However, stromal cores yielded only 0.39±0.52ng/μL of AQ-DNA
(~390 reactions on average), significantly less than both tumor cores and sections.
Increased yield obtained from tumor sections correlated with increased yield from tumor
cores (Figure 5.5B). Yield from neither sections nor tumor cores correlated with yield
obtained from stroma cores (data not shown).

**FFPE Tumor Block Age has Minimal Impact on AQ-DNA Yield**
At the time of DNA extraction, 12 of 39 sample sets (30.8%) were from FFPE tumor
blocks less than 10 years old; the remaining 27 (69.2%) were 10 years old or greater. We
compared tumor block age to AQ-DNA yield for each sample type (Figure 5.6). For
sections, there was a slight, but statistically significant (p=0.0025), decrease in AQ-DNA
yield with increasing block age (Figure 5.6A; slope = -0.1ng/μL per year). The highest
AQ-DNA yields from sections were obtained from blocks 4-6 years old. However,
sections from blocks 14-19 years old routinely yielded AQ-DNA equivalent to blocks 6-13
years old. AQ-DNA yield from tumor cores (Figure 5.6B) and stroma cores (Figure
Figure 5.4. Improved genotype analysis with the CYP2D6*4 assay using AQ-DNA assessment. **A,B,** Real-time PCR fluorescence output curves for the wild-type allele probe of the CYP2D6*4 assay. **A,** 30 FFPE samples with reactions performed using optimal DNA quantities of AQ-DNA. Samples display efficient amplification and large separation between positive and negative results. **B,** 30 FFPE samples performed under standard conditions. Inefficient amplification results in minimal separation between positive and negative samples. **C,D,** Scatter plots of endpoint fluorescence for each allele-specific probe of the CYP2D6*4 assay. **C,** Optimized samples, and **D,** standard samples, were assigned genotypes as homozygous wild-type (red squares), heterozygous (blue diamonds), or homozygous mutant (yellow circles). Samples marked as a black ‘X’ could not be assigned a genotype.
Figure 5.5. Quantification of AQ-DNA from 39 matched section, tumor core and stroma core samples. Quantification was performed by real-time PCR as described in Materials and Methods. A, Bars represent average sample yield (ng/μL) ± SD. P values were determined by Student’s T-test. Sections and tumor cores yielded equivalent AQ-DNA on average (p>0.05). However, stroma cores yielded significantly less AQ-DNA than other sample types (p < 0.0001 and p = 0.0005 vs. sections and tumor cores, respectively). B, Scatterplot of yield from tumor cores (y-axis) vs. yield from matched sections (x-axis). The dashed line represents the linear regression between yield from sections and matched tumor cores (p < 0.0001).
5.6C) had slight trends toward decreased yield with block age, but neither of these trends were statistically significant (p>0.05).

**Tumor DNA from Sections or Cores is Higher Quality than Stroma Core DNA**

Six matched samples from each type were chosen at random to assess overall sample type quality by multiplex PCR as described above. On average, DNA from tumor block sections was of greater quality than that from tumor cores or stroma cores (Table 5.3). The maximum amplicon size obtained by multiplex PCR from each sample is shown in Table 5.2. Section-derived DNA had a maximum amplicon size of 400bp across all 6 samples, and an average maximum amplicon of 250bp. Tumor and stroma core-derived DNA both had maximum amplicons of 300bp, with average maximum amplicons of 200bp and 150bp respectively. Further, while all 6 sets of section and tumor core-derived DNA produced amplicons of at least 100bp, 3 of the 6 stroma core-derived DNA samples produced no amplicons. Examples of multiplex PCR results for each sample type are shown for samples B and F in Figure 5.7. In each sample, section DNA produces the greatest amplicon size, while tumor and stroma cores do not amplify the larger amplicons.

To assess the ability to determine SNP genotypes using DNA from each tumor block sample type, the matched sample sets were genotyped for the UGT2B7*2 allele (802T>C). Samples were quantified as described above before genotyping, and reactions were optimized at 50pg AQ-DNA per reaction (data not shown). Figures 5.8A, 5.8B, and 5.8C show initial real-time fluorescence outputs for the wild type probe of the UGT2B7 802T>C Taqman assay, for sections, tumor cores, and stroma cores, respectively. Thirty eight of 39 tumor section samples were successfully genotyped, with only 1 inefficient PCR amplification curve that requires re-genotyping (97.4% call rate). Thirty five of 39 tumor core samples were successfully genotyped (89.7% success rate). The endpoint fluorescence difference between samples above and below threshold fluorescence was decreased in tumor core-derived DNA versus section-derived DNA, and 4 amplification curves ended near the calculated threshold. This difference was decreased further in the stroma core-derived DNA, resulting in successful genotypes for only 30/39 samples.
Figure 5.6. AQ-DNA yield versus FFPE tumor block age. AQ-DNA yield (ng/μL) for matched A, sections; B, tumor cores; and C, stroma cores; versus the age of the FFPE tumor block at the time of DNA extraction. AQ-DNA yield is shown on a log scale. P-value given is linear regression (dashed line) slope versus 0.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Section</th>
<th>Tumor Core</th>
<th>Stroma Core</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>300</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>B</td>
<td>400</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>C</td>
<td>200</td>
<td>200</td>
<td>300</td>
</tr>
<tr>
<td>D</td>
<td>100</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>E</td>
<td>200</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>F</td>
<td>300</td>
<td>200</td>
<td>0</td>
</tr>
<tr>
<td>Avg. Maximum Amplicon</td>
<td>250</td>
<td>200</td>
<td>150</td>
</tr>
</tbody>
</table>

Table 5.3. Maximum amplicons sizes from multiplex PCR of matched samples.
Figure 5.7. Multiplex PCR of two matched sample sets of FFPE sections, tumor cores, and stroma cores. Samples are from Table 5.3. Multiplex PCR was performed as described in Materials and Methods. All 7 amplicons were amplified in the high quality control (Ctrl, lane 1). Sections of both samples had the highest amplicon sizes, with other samples showing decreased maximum amplicon sizes.
(76.9% call rate). Samples that could not be assigned a genotype after this initial run were re-optimized and re-assessed.

Figures 5.8D, 5.8E, and 5.8F show endpoint fluorescence as a scatter plot of wild-type probe vs. mutant probe (VIC vs. FAM fluorophores), with samples’ assigned genotypes, for sections, tumor cores, and stroma cores, respectively, following re-assessment. Thirty nine of 39 (100%) tumor section samples were successfully genotyped (Figure 5.8D), while 38 of 39 (97.4%) tumor cores (Figure 5.8E) and stroma cores (Figure 5.8F) were successfully genotyped. We have previously shown that genotypes from sections are 100% concordant with genotypes obtained from germ line DNA[203]. We assessed the agreement between genotypes (concordance) for the CYP2D6 gene (requiring identification of 6 SNP genotypes, listed in Materials and Methods) and the UGT2B7*2 allele (data not shown). Thirty two of 39 (82.1%) tumor core samples yielded identical CYP2D6 genotypes to section samples. However, 5 of 7 discordant genotypes were likely the results of poor AQ-DNA yields (< 0.1ng/μL) that were identified prior to genotype assessment. The two remaining samples differed in only a single SNP genotype (4180G>C; rs1135840). Only 27 of 39 stroma cores yielded identical CYP2D6 genotypes to the section samples, but half of the discordant samples (6 of 12) could be identified by low sample yield prior to genotyping. 3 of 12 differed in only a single SNP genotype. There was a higher degree of concordance between sections and the other sample types for the single SNP UGT2B7*2 allele. Thirty six of 39 (92.3%) tumor core genotypes or stroma core genotypes matched those obtained from section DNA, and 33 of 39 (84.6%) of samples had matching genotypes from all 3 sample types. The 3 tumor core samples that had discordant results versus their matched section for the UGT2B7*2 allele had the lowest AQ-DNA yields of all tumor cores (< 0.05ng/μL).

Discussion
Archival formalin-fixed, paraffin-embedded (FFPE) tumor tissue is an invaluable potential source of DNA for retrospective pharmacogenetic analyses from large clinical trials, and a number of groups have begun to use this approach for studies in breast cancer[231, 240, 241], colon cancer[230, 242], and leukemia[232]. Further, since our
Figure 5.8. Genotype analysis between matched FFPE tumor block sample types. A-C, Real-time PCR fluorescence output curves of matched FFPE samples using the UGT2B7 802T>C Taqman assay (mutant allele probe shown). A, Section-derived DNA samples displayed efficient amplification, with clear separation between positive and negative results. B, Tumor core-derived DNA samples and C, stroma core-derived DNA samples did not all clearly pass fluorescence thresholds. D-F, Scatter plots of endpoint fluorescence for each allele-specific probe of the UGT2B7 802T>C assay. D, Section-derived, E, Tumor core-derived, and F, Stroma core derived samples were assigned genotypes as homozygous wild-type (red squares), heterozygous (blue diamonds), or homozygous mutant (yellow circles). Samples marked as a black ‘X’ could not be assigned a genotype.
initial report[203], advances in genotyping using Taqman-based assays and MALDI-TOF mass spectrometry[243] have been reported, and recently, high quality genomic copy number analysis using DNA from FFPE tissue[244] has been described. Despite the increasing use of FFPE samples for genotype analysis and improved methods, several key issues still significantly inhibit the wider application of this approach. The blocks from historical trials with long follow up are a finite and valuable resource and, quite appropriately, access to these materials is tightly controlled. It is very important, therefore, that sample preparation and assay methods be rigorously optimized in order to maximize the amount of information that can be obtained from the minimum amount of tissue. Access to sections of blocks from important clinical trials is being further complicated by the increasing application of tissue microarray (TMA) technology. IHC-based methods can be applied very efficiently to TMA sections providing high quality data regarding the presence of tumor antigens within all the cases of entire clinical trials with a minimum expenditure of reagents and tumor tissues. As a result, there is an increasing trend toward the preparation of TMAs from the blocks from clinical trials, with the result that access to entire sections of each block is even more limited.

In this study we, therefore, set out to achieve two goals: 1) to develop an approach to maximizing the genotyping assay yield that can be achieved from a given amount of DNA prepared from FFPE materials, and 2) to evaluate the practicality and utility of isolating DNA suitable for genotyping studies from cores of the type used to prepare TMAs. Our hope was that by demonstrating the tremendous potential value of DNA harvested from TMA cores, we would encourage investigators contemplating the production of TMAs to harvest additional tumor cores at the time of TMA manufacture for the preparation of DNA for future genetic analysis.

DNA isolated from FFPE tissues is notoriously challenging to work with due to degradation, shearing, and chemical modification which can cause significant difficulty with downstream applications [233-236]. This includes PCR-RFLP or Taqman-based assays, since both assays require minimum fragment lengths to be amplified efficiently for analysis [203, 233, 245-247]. Simple UV absorbance based assessment of DNA
quality and quantity does not adequately predict performance in PCR-based applications [248]. This is likely the result of small DNA fragments that inflate UV absorbance readings, in spite of being too small for efficient PCR. Ideally, genotyping reactions should be set up with just sufficient sample to provide enough DNA template of adequate fragment length to allow efficient amplification. This would minimize the amount of sample used and ensure optimal efficiency of the genotyping assay, thereby maximizing the number of genotyping reactions that can be conducted with a given sample. In this report we describe the strategy we have employed to optimize genotyping assays by: 1) determining the amount of “amplification quality DNA” or “AQ-DNA” in FFPE-derived samples relative to a high-quality DNA calibrator, and 2) establishing the optimum amount of AQ-DNA required for individual assays. Previous reports have proposed or described various strategies for assessing the quality of DNA extracted from FFPE materials for subsequent assay [238, 248-251]. In fact, a similar approach of quantifying amplifiable DNA was used successfully by Farrand and colleagues to identify samples amenable to loss-of-heterozygosity analyses [250]. However, this is the first time that the systematic quantification of amplification competent DNA has been applied to the optimization of Taqman-based genotyping assays.

In this report, we demonstrate that a multiplex PCR using 100-700bp amplicons from the GAPDH gene can identify FFPE tissue-derived DNA samples that are too fragmented to genotype. Since the majority of samples amenable to genotype analysis demonstrated amplification of at least the 100bp amplicon in this multiplex analysis, the 100bp amplicon was chosen as a marker of AQ-DNA. Additionally, assessing AQ-DNA based on a minimum fragment size of 100bp is in line with previous reports regarding optimal amplicon size in genotype assessment and other PCR-based analyses from archival tissue [233, 234, 243, 250, 252, 253]. We show that the amount of AQ-DNA in FFPE-derived samples, relative to a high quality DNA control, can be quantified based on real-time quantitative PCR-based amplification of this amplicon (Figure 5.2). Optimization of Taqman-based genotyping assays using this quantification showed that using minimal quantities of AQ-DNA (as little as 50pg per reaction) actually improves genotyping efficiency (Figure 5.4). Based on this optimization and quantification, sample yield
increased to an average of ~1250 assays (at 100pg/assay) from a single 10μm section (Figure 5.5). However, it is important to note that the minimal amount of AQ-DNA required for reliable genotyping varied for each individual Taqman-based assay, ranging from 50-150pg in the Taqman assays tested in this report. Importantly, as our measurements of AQ-DNA are based on the use of high-quality DNA as a calibrator, individual assessment of AQ-DNA necessary per reaction will be likely be laboratory-dependent, based on the calibrator used. However, the end results of increased efficiency and increased sample yield will still apply. Individual genotyping assays will also require specific optimization for ideal amplification of both the mutant and wild-type probe sets in each assay. Our optimization of the CYP2D6 1846G>A assay (Table 5.2) shows that while some genotypes can be assessed using as low as 10pg of input AQ-DNA, some allele-specific Taqman reagents may not amplify efficiently until more AQ-DNA is added to the reaction. This may be most important in the case of heterozygote genotypes. As seen in Table 5.2, Sample J would have been assessed as a homozygous mutant if only 50pg of DNA were used. Since only one copy of the mutant gene was present per genome, additional DNA was required to achieve optimal amplification of this gene. Taqman-based assays must be optimized to allow for the amplification of both the mutant or wild-type allele for heterozygotes, and should ideally be performed with known controls of each potential genotype.

We also evaluated the usefulness of FFPE block tumor cores and stroma cores, of the type used to generate tissue microarrays (TMAs), in performing genotype analysis. We observed that tumor tissue cores yield a comparable amount of AQ-DNA to a matched section, however, matched stroma cores yielded considerably less AQ-DNA versus both sections and tumor cores (Figure 5.5). DNA from tumor cores have slightly decreased but comparable quality versus sections as determined by multiplex PCR, however, stroma core-derived samples showed significantly decreased quality (Table 5.3, Figure 5.7). These initial observations with DNA obtained from tumor cores suggested that such samples may serve as a useful source of DNA for SNP genotype analysis. We then evaluated real-time PCR amplification efficiency and genotyping success rates for each sample type (Figure 5.8). To determine genotype accuracy, we compared genotypes
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across sample types, since we and others have reported that genotypes obtained from tissue sections were 100% concordant with matched germline samples [203, 231, 232, 240, 241]. In spite of decreased success in initial genotype assessment in both tumor and stroma cores, it was possible to determine a genotype from the majority of all sample types with repeated optimization and assessment. However, in this study we did observe a decreased concordance between section and tumor core genotypes for the six CYP2D6 SNPs (82.1%) and the UGT2B7*2 allele (92.3%). It is important to note, however, that for all of the UGT2B7*2 discordances, and 5 of the 7 CYP2D6 discordances, the samples had been identified prior to genotyping as having very low AQ-DNA yields and thus unlikely amenable to genotyping. Further, the remaining two discordances in CYP2D6 genotype were due to a single SNP genotype. This SNP is used by our laboratory as a secondary confirmation of other SNP assays, and an inaccurate genotype from this SNP would not alter the predicted CYP2D6 phenotype of the patient as determined by CYP2D6 activity score (data not shown)[92, 140]. Genotype discordance is likely due to both low AQ-DNA yields and decreased DNA quality as observed in Figure 5.7 and Table 5.3. Assay optimization (input AQ-DNA per assay, cycling conditions, etc.) specifically for tumor core-derived samples is likely necessary and will potentially overcome these discordances. Further, whereas standard operating procedure for genotyping from sections has been to include repeat assays for 10-20% of samples to verify genotypes, increasing validation assays may be necessary for genotyping from tumor cores. This would likely reduce genotyping errors caused by decreased DNA quality. We have been unable to address the decrease in DNA quality, but not total AQ-DNA yield, from tumor cores versus sections. These differences potentially arise from sample processing from the original FFPE block; the shearing generated by either microtome slicing or core punching likely alters how nuclei are exposed and the efficiency of cross-linking removal. Further studies will be necessary to optimize DNA extraction specifically from tumor cores to obtain high AQ-DNA yield and high overall quality. Though tumor cores will potentially serve as a useful source of DNA with increased optimization, stroma cores appear to be unsuitable for reliable SNP genotype analysis by Taqman-based methods, due largely to poor quantity and quality DNA yielded and subsequent assay failure. The unsuitability of stroma cores as a source of
DNA may be unique to FFPE samples from breast tumors, as these cores likely contain a high proportion of adipose tissue and therefore have a relatively lower cellular density compared to the nearby tumor tissue. The usefulness of FFPE stroma cores as a source of genomic DNA for pharmacogenomic analyses will most likely need to be individually evaluated for specific tumor types.

As our AQ-DNA measurements were all performed on freshly extracted DNA, we were unable to evaluate changes in AQ-DNA values following long term storage of extracted DNA. However, we have observed that when measuring AQ-DNA from a series of FFPE tissue derived DNA that had been in storage at -20ºC for ~2 years that these samples did not appear to contain lower amounts of AQ-DNA than other freshly extracted samples (data not shown). Based on these data, and the comparison of AQ-DNA yields from FFPE blocks of varying ages (Figure 5.6), we do not anticipate that increased storage time or sample age will have a major impact on AQ-DNA yields.

These data show that through the technical advances presented, yield and genotyping efficiency of DNA from FFPE tissues can be improved. These advances should greatly increase the number of genotype analyses that can be performed using minimal amounts of valuable archival tissue from clinical trials, reducing tissue waste and increasing cost-effectiveness. Our observation that cores of tumor tissue are a potentially useful source of DNA for pharmacogenomic analyses may also make tissue procurement from clinical trials much easier. With the construction of TMAs becoming more widespread, pathologists now have the option of simply reserving an additional punch for DNA extraction. We expect that these advances will dramatically increase the usefulness of FFPE tissue for genotyping, and further provide an additional source of samples, in TMA cores. This will allow for much simpler sample procurement, and greatly reduce the amount of tissue required for any pharmacogenomic analyses.
Chapter VI.
Implications for resistance to aromatase inhibitor therapy –
conclusions and future directions

Discussion
Endocrine therapies that block the action or production of estrogens are effective in blocking the growth of ER-positive breast tumors. In post-menopausal women, adjuvant aromatase inhibitors, which block the peripheral conversion of androgens to estrogens, reduce serum E2 concentrations. AIs have improved breast cancer outcomes compared to treatment with the SERM tamoxifen for post-menopausal patients [33-35]. However, recent long-term follow-up data shows that almost 20% of women treated with AIs will experience disease recurrence within 10 years of treatment initiation [83]. Currently there are no effective strategies for identifying women who will benefit from AI therapy. Minimal data exist for identifying AI-resistant tumors, mechanisms of resistance and effective treatments for recurrent tumors.

We hypothesize that in patients receiving AI therapy, androgens may be metabolized by aromatase-independent pathways. These alternative pathways of hormone metabolism produce estrogen-like compounds that may confer resistance to AIs and activate ERα in the absence of estrogen. The production of alternative estrogenic steroids may represent novel mechanisms of resistance to therapy. Understanding these pathways may provide insight into useful biomarkers and therapeutic targets. This dissertation investigated the potential role of alternative androgen metabolism in maintaining tumor growth in spite of the estrogen depletion achieved during AI therapy. The role of cytochrome P450 enzymes in these alternative pathways was also examined.

In Chapter II, we hypothesized that 3βAdiol, a downstream metabolite of the androgens TS and DHT, would act as an estrogen in breast cancer cells and induce growth in the
absence of E2. $3\beta$Adiol represents an attractive candidate as an alternative estrogen due to its unique structure (Figure 1.1). While $3\beta$Adiol has a fully saturated ‘A’ ring as opposed to the planar aromatic ‘A’ ring of E1 and E2, $3\beta$Adiol has a $3\beta$-carbon hydroxyl group, versus the 3-carbon keto group of other androgens. This $3\beta$-carbon hydroxyl group appears to be critical for steroid binding to estrogen receptors [254]. Though significant evidence existed implicating $3\beta$Adiol as an ER$\alpha$-ligand (discussed in Chapter II), the ability of $3\beta$Adiol to induce breast cancer cell growth had not been directly investigated. We demonstrated that $3\beta$Adiol induces the growth of ER-positive breast cancer cells in culture, and that growth induction is independent of metabolism by aromatase. Further, growth induction is due to direct binding and activation of ER$\alpha$ by $3\beta$Adiol.

These data suggest that since $3\beta$Adiol is generated independent of aromatase, it may maintain breast tumor growth in the absence of estrogen during AI therapy. Similarly to E2, the enzymes necessary to generate $3\beta$Adiol are expressed in breast tumors (discussed in Chapter I), thus this androgen metabolite may be generated directly at the site of action in breast tumors. Further characterization of this metabolic pathway may yield biomarkers and therapeutic targets. Serum or tumor concentrations of $3\beta$Adiol may also prove useful in identifying patients likely to recur on AI therapy. Patients with enzyme variants limiting $3\beta$Adiol concentrations may be predicted to be more likely to benefit from AI therapy, whereas inhibition of $3\beta$Adiol production may represent a potential target for preventing resistance (discussed further below).

Chapter III examines the potential role of a second alternative androgen metabolism pathway in generating hormone receptor ligands. CYP2B6 is unique among CYP450 enzymes in the ability to 16-hydroxylate TS, forming 16$\alpha$OH-TS and 16$\beta$OH-TS. Though early studies with placental microsomes demonstrated that 16$\alpha$OH-TS can be aromatized to the estrogen E3, neither TS metabolite had been evaluated for their ability to bind ER$\alpha$ or AR. We demonstrated that neither metabolite was estrogenic in breast cancer cells, and did not bind to recombinant ER$\alpha$. Though only 16$\beta$OH-TS could induce the growth of LNCaP prostate cancer cells, taken together with previous reports it is unlikely that either 16-hydroxytestosterone binds the wild-type AR. These data suggest
that metabolism of TS by CYP2B6 represents a mechanism to clear TS and limit the available TS for downstream generation of androgens or estrogens. This hypothesis could be best evaluated in a cell culture model that expresses CYP2B6. However, extensive efforts to express CYP450s in cell culture were unsuccessful in breast cancer cells, and only successful transiently in other cell lines. Using recombinant CYP2B6 protein, the ability of wild-type and variant CYP2B6 to 16-hydroxylate TS was evaluated; the common CYP2B6*6 and *9 variants were found to have a decreased capacity for metabolizing TS. Based on this observation, future directions for evaluating the contribution of CYP2B6-mediated TS metabolism to breast cancer etiology, leveraging retrospective analyses of clinical trials, are discussed in Chapter III.

Efforts to more accurately recapitulate the estrogen environment in patients on AI therapy in a cell culture model are detailed in Chapter IV. These studies modified complete LTED to account for estrogenic signaling that may be present during AI therapy due to generation of 3βAdiol or residual aromatization. Long-term selection in a high concentration of 3βAdiol (1n3β cells) demonstrated that breast cancer cells can grow long-term in an alternative estrogen and that the cells remained estrogen-dependent during selection. 1n3β cells also generated anti-estrogen resistance, potentially caused by adaptation to the unique structure of 3βAdiol versus E2. MCF-7 cells were also able to maintain long-term growth in low concentrations of estrogens (1pE and 50p3β cells). Unlike 50pE and 1n3β cells, 1pE and 50p3β cells also developed the ability to grow in estrogen-free conditions, as did cells maintained in complete LTED (Veh cells). However, unique mechanisms were responsible for the estrogen-independent phenotype in Veh cells versus those maintained in low estrogen concentrations. Growth assays and gene expression data suggested that estrogen-independent growth in 1pE and 50p3β cells is ER-dependent and ICI-sensitive, whereas Veh cell growth is ER-independent and ICI-insensitive. Further, following selection in low estrogen concentrations, 1pE and 50p3β cells maintained ERα activation in the absence of ligand, whereas LTED Veh cells no longer require ERα activity. ERα activation is likely maintained by ErbB receptor tyrosine kinases that signal via the MAPK or PI3K pathways. However, a key finding of this chapter is that 1pE and 50p3β cells were only sensitive to kinase inhibitors in the
absence of ligand, when cells were grown in estrogen-free conditions. If 1pE or 50p3β cells were treated with kinase inhibitors in their selection conditions (with E2 or 3βAdiol), they were resistant to all kinase inhibitors tested.

These models suggest that the estrogen environment in which AI resistance develops changes the mechanism responsible for resistance. With even very low amounts of estrogen present, cells remained ER-dependent, though ligand-independent; in total estrogen-free conditions, cells become ER-independent. These data also suggest that after tumor progression on AIs, continued ablation of estrogen signaling may be necessary for targeted therapeutics to be effective, particularly in patients with measurable levels of circulating estrogens. Cessation of AI therapy after tumor progression, continued residual aromatization or production of 3βAdiol represent sources of estrogens that may prevent kinase inhibitors including lapatinib from blocking tumor growth. These observations lead to the hypothesis that estrogens must be maintained at low levels (or more likely further decreased) and ERα signaling must be ablated to effectively treat this subset of AI resistant tumors. Evidence supporting this hypothesis can be taken from the xenograft models developed in the Brodie laboratory. Reviewed in [111] are treatment strategies for AI resistant xenograft tumors. In one model, letrozole-resistant tumors were treated with trastuzumab with or without continued letrozole. Trastuzumab alone only delayed tumor progression ~4-6 weeks, whereas trastuzumab with continued letrozole led to prolonged blockade of tumor growth. In a model of anastrozole-resistant tumors, switching to ICI 182,780 also only delayed tumor progression (likely due in part to increased E2 concentrations and competition with the anti-estrogen), whereas the addition of ICI 182,780 to anastrozole produced prolonged blockade of tumor growth. These models demonstrate that continued aromatase inhibition was necessary for optimal response to a second-line targeted therapy. Based on this, the subset of patients represented by the above hypotheses may benefit from additional therapies targeted at reducing circulating estrogens in addition to other targeted therapies (discussed further below).
Changes in the catalytic activity of enzymes involved in steroidogenesis may have significant impact on the presence of alternative estrogens during AI therapy. In particular, 3\(\beta\)-HSD and CYP7B1 are responsible for the generation and elimination of 3\(\beta\)Adiol, respectively. Both HSD3B1 and HSD3B2 are polymorphic, and each isoform was recently demonstrated to have at least 17 and 9 unique SNPs, respectively [255]. Several of the SNPs for each isoform were demonstrated to cause a significant decrease in the amount of protein expressed from transfected COS-1 cells. If decreased expression in the cell culture model correlates with decreased enzymatic activity of 3\(\beta\)-HSD \textit{in vivo}, patients with these SNPs would convert less DHT to 3\(\beta\)Adiol. AKR1C enzymes, which can catalyze the 3\(\beta\)-HSD reaction, are also polymorphic. At least 9 non-synonymous SNPs have been reported for each of AKR1C1, 1C2, 1C3 and 1C4 in NCBI dbSNP. Minimal frequency data exist for the majority of these SNPs, however, some are present at high frequency (AKR1C1 rs11474 and AKR1C4 rs111784931 have reported heterozygote rates of 35% and 50%, respectively). A number of studies have linked SNPs in AKR1C family members to changes in DHT metabolism, breast/prostate cancer risk and breast phenotypes [256-260]. Patients with SNPs decreasing overall 3\(\beta\)-HSD activity may produce lower levels of alternative estrogens (i.e. 3\(\beta\)Adiol) from androgens, and may be more likely to respond to AI therapy.

While polymorphisms in many CYP450s have been well studied (described in Chapters I and III), minimal data exist on polymorphisms in CYP7B1. Only one functional SNP has been reported in the literature to date [261], correlating a promoter SNP to increases in CYP7B1 gene expression. To address this, we resequenced the CYP7B1 gene from 48 Caucasian and 48 African-American normal controls (samples from HD50CAU and HD50AA, Coriell Institute, Camden, NJ). Resequencing revealed a total of 10 novel SNPs: 2 in the promoter region, 2 in the 5’ UTR, one intronic SNP, 2 in the 3’ UTR, and 3 exonic SNPs (L19P, R324H and L488L) (Appendix IV). For each cohort, these SNPs ranged in frequency from 1.0 – 52.1% with broad interethnic differences. For example, the L19P SNP was found exclusively in the African-American cohort, whereas the intron 1 SNP was 4 times as frequent in Caucasians as African-Americans. SNPs discovered from this resequencing, as well as other coding SNPs, have since been annotated in NCBI
dbSNP through the 1000Genomes project; a total of 12 coding SNPs have been cataloged. Mutations causing complete loss-of-function for CYP7B1 have been linked to several hereditary disorders [135]; however, no data exist linking SNPs in CYP7B1 to changes in enzymatic activity. Conversely to the above hypothesis regarding 3β-HSD activity, patients with CYP7B1 SNPs correlating with decreased activity would clear less 3β-Adiol, and thus these SNPs would be potential markers for AI resistance.

As discussed in Chapters III and V, retrospective analysis of clinical trials with long-term follow-up may provide a wealth of insight into the effects of SNPs in steroidogenic enzymes on breast cancer etiology. Until recently, most large clinical trials did not collect patients’ blood samples for future pharmacogenomic analyses, making high quality DNA samples from these trials rare. However, many trials created banks of formalin-fixed paraffin-embedded (FFPE) tumor tissue, which we previously demonstrated to be a useful source of DNA for genotyping SNPs [203]. Chapter V outlines technical advances in DNA extraction and genotype assessment from FFPE tumor tissues [204]. DNA isolated from FFPE tissues is challenging to work with due to degradation which causes difficulty with downstream applications, in particular PCR-based analyses. The advances described are based on the quantification of DNA that is of sufficient quality for PCR, or AQ-DNA. By quantifying AQ-DNA, yield and genotyping efficiency of DNA from FFPE tissues are improved. These advances will increase the usefulness of FFPE tissue for genotyping. The first report of the value of DNA extracted from cores, of the type used to construct TMAs, for genotype analyses is also described. This additional source of DNA, coupled with the improved methods described, will make large-scale pharmacogenomic analyses of clinical trials using FFPE tissues more feasible. The roles of steroidogenic enzymes in breast cancer etiology can be directly assessed through associations between SNPs and patient outcomes.

The data presented in this dissertation suggest that in a subset of patients, aromatase inhibitors may not be sufficient to inhibit the production of estrogenic steroids that can promote tumor growth. Additional therapeutic approaches may be required to prevent alternative androgen metabolism or residual aromatization from producing estrogens that
can confer resistance to AI therapy. Therapeutics targeting additional points along the steroid hormone biosynthesis pathway (Figure 1.1) are currently in clinical trials or are in development. As discussed in Chapter I, STS inhibitors are hypothesized to prevent circulating steroid-sulfate conjugates (DHEA-S and E1-S) from being hydrolyzed into active steroids. A number of STS inhibitors, including those with anti-estrogen or anti-aromatase activity, have been developed in pre-clinical models [73]. However, only STX 64 (BN83495) has been entered into Phase I trials. 14 patients with metastatic, ER-positive breast cancer were treated with STX 64 and a 99% inhibition of STS activity in breast tumor tissue was achieved within 5 days. STX 64 decreased serum E2 concentrations by ~45%. Four patients who had advanced on previous AI therapy achieved stable disease for 3-7 months [76]. Several additional Phase I and II trials using STX 64 have finished accrual or continue accrual, including a Phase II neoadjuvant trial using STX 64 as front-line therapy prior to surgery (NCT01230970). Combinations of STS inhibitors and AIs have not been tested to date, but dual STS/aromatase inhibitors have been tested in pre-clinical models [73]; dual blockade of steroidogenesis may prove a successful strategy for preventing estrogen synthesis. 3β-HSD inhibitors, in particular trilostane, were tested in the early 1990s in metastatic breast cancer patients with some efficacy in producing clinical benefit [262, 263]. However, non-selective inhibition of 3β-HSD isoforms causes significant toxicity due to inhibition of mineralocorticoid and glucocorticoid synthesis (see Figure 1.1). Specific inhibition of the non-adrenal isoform, HSD3B1, may effectively block the synthesis of A and 3βAdiol in tumor tissue while minimizing other toxicity. It is unclear whether current inhibitors also target AKR1C enzymes, or whether these enzymes can act in a compensatory manner during HSD3B inhibition.

Recent work in prostate cancer has hypothesized that targeting enzymes further upstream can ablate the synthesis of all sex steroid hormones. This resulted in the development of inhibitors of CYP17A1. CYP17A1 is the only enzyme capable of converting pregnenolone to DHEA and therefore CYP17A1 inhibition would block the synthesis of all downstream androgens and estrogens, including E2 and 3βAdiol (see Figure 1.1). The CYP17A1 inhibitor abiraterone acetate was initially developed to treat castrate-resistant
prostate cancer [197], with promising Phase I/II trial results [192-195]. The accrual of Phase III trials in prostate cancer is currently ongoing. Evaluation of abiraterone acetate is currently underway in advanced and metastatic breast cancer by Cancer Research UK (NCT00755885), with accrual expected to be completed by the time of publication of this dissertation. The relative success of this agent in treating advanced, AI-resistant breast cancer will provide significant insight into the role of alternative androgen metabolism in breast cancer.

Inhibition of the generation of DHEA from pregnenolone should effectively prevent the generation of alternative androgen metabolites, and circumvent this AI resistance pathway. However, in the advanced or recurrent setting, the cell culture models described in Chapter IV suggest that tumors that progress in the presence of low estrogen concentrations (on AI therapy) may be resistant to complete estrogen deprivation. Tumors similar to 1pE and 50p3β cells would be predicted to be resistant to second-line abiraterone acetate, due to their ligand-independent activation of ERα. Treatment of these tumors with abiraterone acetate would likely render the cells sensitive to inhibition of kinase pathways using agents including lapatinib. Identification of these tumors may be critical to the clinical success of steroidogenesis inhibitors including abiraterone acetate. The advances developed in this dissertation may ultimately be useful in identifying and understanding biomarkers for this resistance pathway, such as phosphorylation of ERα (S167). These biomarkers could be used to identify patients that will resist abiraterone acetate monotherapy, but will respond to dual treatment with steroidogenesis- and growth factor receptor-inhibition. Identification of the complete pathways responsible for ligand-independent ERα activity will provide useful targets for therapy in conjunction with estrogen depletion. A significant proportion of tumors may also mimic LTED Veh cells; the same biomarkers that establish sensitivity to further estrogen depletion could identify those that are both estrogen- and ER-independent. These tumors are very unlikely to respond to further steroid hormone depletion, and patients could instead be treated with other targeted therapies.
The studies detailed above provide a basis for further clinical investigation into the tumor estrogen environment. A better understanding of the tumor estrogen environment in vivo, including primary and alternative estrogens, is necessary to correctly evaluate the mechanisms conferring resistance to AI therapy. The production of alternative estrogens such as 3βAdiol represents a potential mechanism of AI resistance that can be targeted with novel therapeutic strategies. The advances made in this dissertation strongly suggest that the presence of low estrogen concentrations promotes unique mechanisms of resistance versus complete estrogen deprivation. Further, low estrogen concentrations may confer resistance to targeted therapies. Correctly identifying mechanisms of resistance, based in part on biomarkers that can be developed using the models described herein, will allow patients to be treated using therapies specifically targeted to their tumor, sparing ineffective therapies and improving clinical outcomes.
Appendices

Appendix I. Concentration-effect curves for MCF-7 cell growth induced by steroid hormones.

Appendix I. MCF-7 cells in estrogen-free conditions were treated with steroid hormone as indicated. Cell growth was measured 5 days after treatment using crystal violet as described in Chapter II.
Appendix II. Antibodies used in Chapter IV.

<table>
<thead>
<tr>
<th>Target</th>
<th>Isotype</th>
<th>Cell Signal Catalog #</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAPK (Erk1/2)</td>
<td>Rabbit</td>
<td>4695</td>
</tr>
<tr>
<td>p-MAPK</td>
<td>Rabbit</td>
<td>4370</td>
</tr>
<tr>
<td>ERα</td>
<td>Mouse</td>
<td>2512</td>
</tr>
<tr>
<td>p-ERα (S118)</td>
<td>Mouse</td>
<td>2511</td>
</tr>
<tr>
<td>p-ERα (S167)</td>
<td>Rabbit</td>
<td>5587</td>
</tr>
<tr>
<td>ErbB2 (HER2)</td>
<td>Rabbit</td>
<td>4290</td>
</tr>
<tr>
<td>Akt</td>
<td>Rabbit</td>
<td>4691</td>
</tr>
<tr>
<td>p-Akt (T308)</td>
<td>Rabbit</td>
<td>2965</td>
</tr>
<tr>
<td>p-Akt (S473)</td>
<td>Rabbit</td>
<td>4060</td>
</tr>
<tr>
<td>β-Actin</td>
<td>HRP-conj.</td>
<td>5125</td>
</tr>
<tr>
<td>anti-Mouse 2'</td>
<td>N/A</td>
<td>7076</td>
</tr>
<tr>
<td>anti-Rabbit 2'</td>
<td>N/A</td>
<td>7074</td>
</tr>
</tbody>
</table>
Appendix III. Limited subset of GSEA C2 CGP.

- PARENT_MTOR_SIGNALING_UP
- PARENT_MTOR_SIGNALING_DN
- BERTUCCI_MEDULLARY_VSDUCTAL_BREAST_CANCER_UP
- BERTUCCI_MEDULLARY_VSDUCTAL_BREAST_CANCER_DN
- SCHUETZ_BREAST_CANCERDUCTAL_INVASIVE_UP
- SCHUETZ_BREAST_CANCERDUCTAL_INVASIVE_DN
- FOURNIER_ACINAR.DEVELOPMENT_EARLY_UP
- FOURNIER_ACINAR.DEVELOPMENT_EARLY_DN
- FOURNIER_ACINAR.DEVELOPMENT_LATE_UP
- FOURNIER_ACINAR.DEVELOPMENT_LATE_DN
- FRASOR_TAMOXIFEN_RESPONSE_UP
- FRASOR_TAMOXIFEN_RESPONSE_DN
- KOBAYASHI_EGFR_SIGNALING_6HR_UP
- KOBAYASHI_EGFR_SIGNALING_6HR_DN
- SOTIROU_BREAST_CANCER_GRADE_1_VS_3_UP
- SOTIROU_BREAST_CANCER_GRADE_1_VS_3_DN
- TURASHVILI_BREAST_NORMALDUCTAL_VS_LOBULAR_UP
- TURASHVILI_BREAST_NORMALDUCTAL_VS_LOBULAR_DN
- TURASHVILI_BREAST_DUCTAL_CARCIOMA_VSDUCTAL_NORMAL_UP
- TURASHVILI_BREAST_DUCTAL_CARCIOMA_VSDUCTAL_NORMAL_DN
- TURASHVILI_BREAST_DUCTAL_CARCIOMA_VSLOBULAR_NORMAL_UP
- TURASHVILI_BREAST_DUCTAL_CARCIOMA_VSLOBULAR_NORMAL_DN
- TURASHVILI_BREAST_CARCIOMA_DUCTAL_VS_LOBULAR_UP
- TURASHVILI_BREAST_CARCIOMA_DUCTAL_VS_LOBULAR_DN
- TURASHVILI_BREAST_LOBULAR_CARCIOMA_VSDUCTAL_NORMAL_UP
- TURASHVILI_BREAST_LOBULAR_CARCIOMA_VSDUCTAL_NORMAL_DN
- TURASHVILI_BREAST_LOBULAR_CARCIOMA_VSLOBULAR_NORMAL_UP
- TURASHVILI_BREAST_LOBULAR_CARCIOMA_VSLOBULAR_NORMAL_DN
- CHANDRAN_METASTASIS_TOP50_UP
- CHANDRAN_METASTASIS_TOP50_DN
- LIU_CMYB_TARGETS_UP
- LIU_CMYB_TARGETS_DN
- LIU_VMYB_TARGETS_UP
- LIU_VMYB_TARGETS_DN
- LIU_TARGETS_OF_VMYB_VSCMYB_UP
- LIU_TARGETS_OF_VMYB_VSCMYB_DN
- CHARAFEBREAST_CANCER_LUMINAL_VSBASAL_UP
- CHARAFEBREAST_CANCER_LUMINAL_VSBASAL_DN
- CHARAFEBREAST_CANCER_LUMINAL_VS_MESENCHYMAL_UP
- CHARAFEBREAST_CANCER_LUMINAL_VS_MESENCHYMAL_DN
- CHARAFEBREAST_CANCER_BASAL_VS_MESENCHYMAL_UP
- CHARAFEBREAST_CANCER_BASAL_VS_MESENCHYMAL_DN
- DOANE_BREAST_CANCER_CLASSES_UP
- DOANE_BREAST_CANCER_CLASSES_DN
- DOANE_RESPONSE_TO_ANDROGEN_UP
- DOANE_RESPONSE_TO_ANDROGEN_DN
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Appendix IV. Single nucleotide polymorphisms in the CYP7B1 gene.

A

B

<table>
<thead>
<tr>
<th>SNP</th>
<th>Mutation</th>
<th>Afr. Amer.</th>
<th>Cauc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>-221G&gt;A</td>
<td>--</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>-104C&gt;G</td>
<td>--</td>
<td>2.1</td>
<td>3.1</td>
</tr>
<tr>
<td>61C&gt;T</td>
<td>--</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>116C&gt;G</td>
<td>--</td>
<td>4.2</td>
<td>1</td>
</tr>
<tr>
<td>260C&gt;T</td>
<td>L19P</td>
<td>16.7</td>
<td>0</td>
</tr>
<tr>
<td>Intron 1 A&gt;T</td>
<td>--</td>
<td>13.5</td>
<td>52.1</td>
</tr>
<tr>
<td>1175G&gt;A</td>
<td>R324H</td>
<td>0</td>
<td>4.2</td>
</tr>
<tr>
<td>1668G&gt;A</td>
<td>L488L</td>
<td>0</td>
<td>3.1</td>
</tr>
<tr>
<td>2060G&gt;T</td>
<td>--</td>
<td>0</td>
<td>3.1</td>
</tr>
<tr>
<td>3’ Region</td>
<td>--</td>
<td>8.3</td>
<td>1</td>
</tr>
</tbody>
</table>
Appendix V. Efavirenz Directly Modulates Estrogen Receptor and Induces Breast Cancer Cell Growth.

Introduction
The introduction of highly active antiretroviral therapy (HAART) multi-drug combination regimens has considerably improved the prognosis of patients infected with human immunodeficiency virus (HIV) by reducing AIDS-related morbidity and mortality [264]. However, chronic treatment with these regimens is associated with multiple adverse effects, non-adherence and eventually therapy failure [265]. Treatment regimens containing the non-nucleoside reverse transcriptase inhibitor (NNRTI) efavirenz are preferred in treatment-naive patients and are widely used in other settings [266]. While efavirenz is generally well tolerated, concentration-dependent side effects that impact drug adherence and promote resistance have been documented [267]. Common adverse effects of efavirenz include central nervous system symptoms, occurring in up to 50% of patients [268], but other less common adverse effects have also been reported. An increasing number of reports suggest that the use of HAART, in particular efavirenz-based therapy, is associated with breast hypertrophy or gynecomastia [269-274]. While mechanisms underlying efavirenz-induced gynecomastia are not well understood, a number of hypotheses exist, including a direct estrogenic effect, induction of immune response, or altered steroid hormone metabolism by cytochrome P450 enzymes. To our knowledge, none of these hypotheses have been tested directly. In this study, we tested whether efavirenz can induce breast cancer cell growth by binding and modulating estrogen receptor activity. We examined the ability of efavirenz to (a) induce the growth of the estrogen-dependent, ER-positive breast cancer cell lines MCF-7, T47D and ZR-75-1, in the presence or absence of the pure anti-estrogen ICI 182,780; and (b) directly bind ER using an in vitro fluorescence polarization-based receptor binding assay.

Materials and Methods

Cell lines and culture conditions
Cell lines and culture conditions used are as described in the Methods section of Chapter II. Efavirenz was obtained from Toronto Research Chemical.
**Receptor binding assay**

Fluorescence polarization based competitive binding assays were performed as described in the Methods section of Chapter II.

**Statistical analyses and curve fitting**

Student’s t tests were used to compare treatments to respective controls (SigmaStat Version 3.5, Systat Software Inc, San Jose, CA). Curve fitting and effect concentration for half-maximal growth (EC$_{50}$) or binding (IC$_{50}$) were determined using GraphPad Prism Version 4.03 (GraphPad Software, San Diego, CA).

**Results**

**Efavirenz induces breast cancer cell growth**

Efavirenz (10µM) stimulated the growth of MCF-7 cells ~1.2-fold greater than vehicle treatment (Figure A.1A; right, solid bar). This effect was blocked by the anti-estrogen ICI 182,780 (Figure A.1A; right, checkered bar). As expected, E2 (10nM) maximally stimulates growth (~3.2-fold) versus vehicle treatment (Figure A.1A; left, solid bar). ICI 182,780 completely blocked E2-induced growth (Figure A.1A; left, checkered bar). Efavirenz induced a similar amount of growth in ZR-75-1 cells following 4 days of treatment (Figure A.1B), and this growth was blocked by ICI 182,780 (data not shown). However, efavirenz did not stimulate the growth of T47D cells following 6 days of treatment (Figure A.1B).

The concentration-effect curve for efavirenz-induced growth in MCF-7 cells is shown in Figure A.1C. Efavirenz induced cellular growth was concentration-dependent up to 10µM. Growth induced at any concentration was completely blocked by 1µM ICI 182,780 (data not shown). Higher efavirenz concentrations (50 or 100µM) were growth inhibitory to MCF-7, T47D, and ZR-75-1 cells; this effect could not be blocked by ICI 182,780 (data not shown). Although this growth inhibition at high concentrations prevented full characterization of the concentration-effect relationship, we estimated an
EC_{50} of approximately 15.7\mu M using the data obtained from lower concentrations (1-10\mu M).

**Efavirenz directly binds estrogen receptor alpha**

The relative affinity of efavirenz binding to the ER relative to that of E2 was determined using a competitive binding assay as described in the Materials and Methods section. Efavirenz bound ER-alpha at a >1000-fold higher concentration (IC_{50} of ~52\mu M) than E2 (IC_{50} of ~16nM) under these experimental conditions (Figure A.2).

**Discussion**

Reports show that 1.8 – 8.4% of male patients develop gynecomastia with efavirenz treatment.[269-274] However, the precise mechanism of this adverse effect remains unknown. Our data suggest that efavirenz-induced gynecomastia may be due to direct estrogenic effects in breast tissues. We demonstrate that efavirenz induces the growth of the estrogen-dependent, ER-positive breast cancer cell lines MCF-7 and ZR-75-1 and that this effect is completely reversed by the anti-estrogen ICI 182,780. We have also provided evidence that efavirenz binds directly to ER-alpha. These data provide the first evidence that efavirenz-induced breast hypertrophy and gynecomastia may be due in part to the ability of the drug to directly activate ER.

Our data is the first to directly demonstrate that efavirenz indeed binds to ER-alpha and that it induces cell growth in an E2-dependent breast cancer model. While efavirenz induced growth at ~10^5-fold greater concentrations than E2, it bound ER-alpha *in vitro* at relatively much lower concentrations (only 10^3-fold greater concentration than E2), consistent with the hypothesis that efavirenz acts as a weak agonist of ER. Further, although efavirenz was much less potent than E2 in inducing growth (EC_{50’s} of 15.7\mu M vs. 5pM [63]), our findings may be clinically important, because efavirenz concentrations that induce growth in our cell model are within the therapeutic plasma concentration range achieved after daily oral administration of 600mg daily (mean steady state C_{min} and C_{max} of 5.6\mu M and 12.9\mu M respectively, with inter-patient variability ranging from
Figure A.1. MCF-7 cells were grown in estrogen-free conditions as described in Materials and Methods. (A) E2 was added to a final concentration of 10nM, and efavirenz was added to a final concentration of 10μM. Cells were treated in the absence (solid bars) or presence (checkered bars) of ICI 182,780 at a final concentration of 1μM. Bars represent 4-day growth vs. vehicle-treated control ± SD of experiments in triplicate. (B) Growth induced by 10μM efavirenz in breast cancer cell lines. SD, Standard Deviation. P-values were determined for efavirenz-treated cells versus vehicle control. (C) Efavirenz was added at increasing concentrations from 50nM – 10μM. Points represent 4-day growth vs. vehicle-treated control ± SD of experiments in triplicate.
Figure A.2. Fluorescence polarization based ER-alpha binding assays were performed as described in Materials and Methods. Decreasing polarization (Y-axis) represents increased receptor occupancy by the test compound, 17β-estradiol (■) or efavirenz (▲). Points represent polarization ± SD of experiments in triplicate.
0.4µM to 48µM) [267, 275]. In addition, given the lipophilicity of efavirenz and thus very large volume of distribution, it is likely that the concentration in breast tissues is much higher than in plasma. Efavirenz steady state plasma concentrations in HIV patients exhibit wide intersubject variability due to the effects of genetic polymorphisms and drug interactions [267, 275]. Given the concentration-dependent ER-alpha binding and MCF-7 growth induction observed in our study, and that patients with higher efavirenz exposure are at increased risk for adverse effects [267, 275], it is possible that patients achieving higher plasma concentrations of efavirenz are more likely to experience breast hypertrophy and gynecomastia.

The fact that efavirenz induces growth in MCF-7 and ZR-75-1 cells, but not T47D cells, suggests that the efavirenz-induced growth may be dependent on the expression of specific ER transcription co-factors. Unique nuclear receptor co-factor expression is known to play a role in the transcriptional activity of other clinically used agents, particularly the selective estrogen receptor modulator (SERM) tamoxifen, which has differing estrogenic and anti-estrogenic activity in varying target tissues [276].

We were unable to study the effect of efavirenz at high concentrations (>10µM), due to non-specific cytotoxicity or cytostatic effects. However, the fact that high-dose efavirenz-induced growth inhibition was not blocked by the ICI 182,780 suggests that this is unrelated to its estrogenic activity. Interestingly, we found that high concentrations of efavirenz (1-10µM) could antagonize growth induced by 5pM E2, providing additional evidence that efavirenz indeed acts as a weak or partial agonist of ER-alpha (data not shown). However, we could not confirm that this growth antagonism was specifically due to competition for binding to ER-alpha with E2.

Our data may have implications beyond efavirenz’s potential role in gynecomastia. Evidence exists for an increased incidence of AIDS-defining and certain non-AIDS-defining cancers, including breast cancer, in HIV-infected patients. Generally, HAART use has been shown to be protective for AIDS-defining cancers, although the extent of this protection for non-AIDS-defining cancers seems limited. A recent meta-analysis of
the incidence of non-AIDS-defining cancers in HIV patients suggests that the incidence of breast cancer in these patients has significantly increased since the implementation of HAART as standard therapy [277]. Further epidemiological studies comparing efavirenz-based and non-efavirenz-based therapies will be needed to rule out the possibility that the estrogenic activity of efavirenz may promote breast cancer. It also remains to be seen whether efavirenz interferes with endocrine treatment of breast cancer and contributes to drug resistance.

This study demonstrates that efavirenz directly binds and activates ER, providing a plausible mechanistic explanation for efavirenz-induced gynecomastia in HIV patients. Additional indirect support to this suggestion has been provided by Kegg and Lau, who reported a case of efavirenz-induced gynecomastia that was successfully reversed using 20mg daily tamoxifen [278]. Tamoxifen has been widely used for the treatment and prophylaxis of anti-androgen induced gynecomastia in prostate cancer patients with high efficacy and low toxicity [279, 280] in addition to its widespread use as a front line therapy for the treatment and prevention of breast cancer. As multiple anti-retroviral drugs are currently available to treat HIV infection, switching from efavirenz to alternative anti-retroviral drugs may be one potential strategy to alleviate this adverse effect. However, multiple factors need to be considered before switching to an alternate therapy. Based on our in vitro data and evidence from the literature, tamoxifen and other anti-estrogens may be useful in the treatment of efavirenz-induced gynecomastia. Importantly, before considering the addition of an anti-estrogen to a patient’s treatment regimen, other potential causes of gynecoma stia should be assessed. A randomized control trial would be necessary to fully evaluate the utility, and more importantly tolerability, of anti-estrogens as a treatment for efavirenz-induced gynecomastia.
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transaction and (in the absence of fraud) supersedes all prior agreements and representations of the parties, oral or written. This Agreement may not be amended except in a writing signed by both parties. This Agreement shall be binding upon and inure to the benefit of the parties' successors, legal representatives, and authorized assigns.

13. In the event of any conflict between your obligations established by these terms and conditions and those established by CCC’s Billing and Payment terms and conditions, these terms and conditions shall prevail.

14. WILEY expressly reserves all rights not specifically granted in the combination of (i) the license details provided by you and accepted in the course of this licensing transaction, (ii) these terms and conditions and (iii) CCC’s Billing and Payment terms and conditions.

15. This Agreement shall be governed by and construed in accordance with the laws of England and you agree to submit to the exclusive jurisdiction of the English courts.

16. Other Terms and Conditions:
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