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## ABSTRACT

Noise Transmission along shock waves
by

Prasanna Amur Varadarajan

Chair: Philip L. Roe

Shocks at the inlet of scramjet engines are subject to perturbations from their interaction with turbulent boundary layer. DNS results for this interaction indicate the presence of discrete vortices that interact with the shock at its foot. These studies reveal that the vortices cause oscillations of the shock. In this work we examine the propagation of disturbances along a stationary oblique shock following interaction with a two-dimensional vortex. We study the decay of disturbances along a normal shock as measured from Euler computations and compare these with the predictions of Geometrical Shock Dynamics(GSD) for long range propagation. We have incorporated two improvements into the GSD model to tackle the shock-vortex interaction problem. The wave structure of the disturbance resembles N waves, the decay of which follows a power law profile. An extension of the GSD model to predict shock surface propagation in 3-D flows is presented along with the numerical implementation.

## CHAPTER I

## Background and Motivation

### 1.1 Introduction

Shock-waves are non-linear wavefronts that exist in supersonic flows. They are characterized by discontinuity in the flow variables. Geometrically in 1-D space, shocks represent point discontinuities whereas they are curves and surfaces in 2-D and 3-D space respectively. The propagation of a shock is non linear and depends on the flow variables upstream and downstream to it. In 2-D and 3-D flows the propagating shock fronts can be perturbed either from the geometry or from the disturbances in the fluid flow. Examples of the shock fronts being perturbed by geometry are the reflection of a planar shock wave from a corrugated surface and a parabolic surface(shock-wave Lithotripsy) or the diffraction of shock fronts over cylindrical and conical surfaces. Examples where the shock wave is perturbed from the disturbances in the flow field are because of their interaction with vortices or bubbles. Shock wave boundary layer interaction(SBLI) occurring for example in the inlets of Scram-jet engines is such flow field where the shock is subjected to perturbations from the vortical structures of the turbulent boundary layer. The perturbations of either kind will give disturbances along the shock which may travel larger distances.

The basic motivation for this work comes from the idea of attempting to study "shock trains" (figure 1.1). These are shocks that are repeatedly reflected between


Figure 1.1: Representative Scramjet Engine
the walls of certain hypersonic propulsion inlets, and are subject to unexplained instabilities. We wish to explore the hypothesis that a turbulent boundary layer on one wall can transmit strong intermittencies to the opposite wall via the shockwave. To embark on the study we use

- the theory of geometrical shock dynamics(GSD) which helps in predicting shock propagation over large distances
- the study of shock-vortex interaction to understand the nature of disturbances that propagate along the shock

Brief details on each of them are being given below.

### 1.2 Geometrical shock dynamics(GSD)

The theory of GSD was formulated by Whitham [37] to study the propagation of shock-fronts moving into a stationary medium in 2-D flows without having to compute the flow field behind it. Borrowed from the idea of propagation of wavefronts from optics, shock waves can be viewed as wavefronts that propagate along their normals called as "rays" with the speed of propagation depending on the amplitude of the wave. The difference from optics is that shocks are non linear wavefronts


Figure 1.2: GSD Shock propagation
that develop kinks along themselves as they propagate. The success of the theory lies in its ability to predict qualitatively shock wave propagation along the curved channels(figure1.2), propagation of shocks reflected from parabolic surfaces [34] and propagation of sinusoidal weak shocks [19] over large distances. Whitham extended the theory to capture shock-surfaces in 3-D flows[38] and to shock fronts propagating into a uniformly moving medium in [39].

Mathematically the propagation of shock-front gets reduced to a $2 \times 2$ system of nonlinear conservation laws governing an intrinsic representation of the shockwave, together with a pair of ordinary differential equations that map this solution into the physical plane. The propagation of a shock thus in 2-D space reduces to the solution of a 1-D problem and in 3-D space to a 2-D problem. The reduction in computer resources is enormous, and this allows problems to be attacked that would be otherwise infeasible. For instance in the study of shock-vortex interaction which forms the major part of this work, there is a reduction of 3 orders of magnitude in the computational time using the theory of of GSD as compared with the Euler equation computation. But before implementing GSD to study shock trains, it was found beneficial and necessary to reformulate the basic ideas of GSD.

### 1.3 Shock Boundary Layer Interaction(SBLI)

Shock Boundary layer interaction problem has been a fascinating subject of study for over 60 years because of their impact on vehicle performance in high speed flights. It is a perfect blend of a problem with the coupling of non linear phenomenon coming from both the presence of the shock and the compressible turbulent boundary layer. A general set up of the flow field for such an interaction is in the entry of a Scram-jet engine where the oblique shock gets reflected from the bottom surface of the engine inlet(figure 1.1). A good deal of experimentation and computational studies have been carried out to study the amplification of the turbulent boundary layer once it interacts with the shock foot and its control, the unsteadiness in the position of the foot of the $\lambda$ shock and pulsating effects of the separation bubble near the foot of the $\lambda$ shock. The downstream turbulence and the unsteady nature of the shock structure form the important aspects of study in SBLI. More comprehensive details about the progress and the development in SBLI in the last century can be found in [9].

DNS of an oblique shock interaction has been carried out by Pirozolli and Grasso [22] and a shock generated by a compression ramp has been studied by Wu and Martin [40] showing shock oscillations (refer figure 1.3). Simulations carried out by Pirazolli and Grasso [22] show that the boundary layer separation is highly unsteady. The separation point moves back and forth shedding vortices that interact with the shock(refer figure 1.4). The foot of the $\lambda$ shock sometimes disappears and the reflected shock is changes in location and strength. Experiments consistent with this result are reported by Ganapathisubramani et. al.[3]. The description of the numerical DNS database for the reflected shock interaction is given by Pirozzoli and Bernardini [23].

In this study we would like to focus our attention on studying the change in the shock structure using the theory of GSD. The shock structure as observed from the simulations of Pirozolli and Grasso [22] show that perturbations coming from

(a) Results of Pirozolli and Grasso
[22] of a reflected oblique shock

(b) Results of Wu and Martin [40] along a compression ramp

Figure 1.3: Shock oscillations shown from DNS studies
the discrete vortices along the boundary layer get transferred along the reflected shock. The oscillations shown in figure 1.3(a) seem to decay in amplitude as well as frequency as we go along the shock. This could be because of the computational effects, appearing from the lower spatial resolution along the free stream away from the boundary layer. However, both effects are consistent with our computations. It seems that though the boundary layer is three-dimensional the perturbations on the shock is two-dimensional. The parametric details and animation of shock oscillations are given for a flow over a compression ramp by Wu and Martin in [40] in the online version of the paper. The reason for the unsteadiness of the shock structure and the separation bubble is still not clear. There are correlations showing the dependance of low frequency shock oscillations with respect to the dynamics of the separation bubble downstream[30], though some of the experiments support the claim of shock oscillations related to the turbulent structures in the incoming boundary layer. Possibly both are correct there is a tendency for perturbations in the shock reflection case to be transverse to the flow, but parallel to the flow in the ramp compression case. Recent proposal from Wu and Martin [40] suggest that the shock motions could be related to some feedback loop between the separation bubble, the separated shear layer and the separation bubble.


Figure 1.4: DNS results of Pirozolli and Grasso [22] showing vortices interacting with the pulsating shock at different time intervals

In the shock-trains at the inlets of scramjet engines the turbulent boundary layer along the side walls will also play a dominant role in sending disturbances along the shock but DNS computation of the full complication is not feasible.

To understand the shock oscillations in the reflection case a first step would be to understand the nature of disturbances which would propagate along the shock because of shock-vortex interaction. Both experimental and numerical investigations of 2-D vortex with a normal shock have been carried out to understand the acoustic field generated behind the shock once the vortex passes through it and the changes in vortex properties. Theoretical studies have been carried out by Ribner [27] and Ting [33]. Ribner [27] shows the decay of pressure disturbance from the vortex after interaction to follow $t^{-1}$. Numerical studies of shock vortex interaction using 2D - Euler computations has been carried out by Grasso and Pirozolli [13] and Ellzey and Henneke [10] to characterize the shock and vortex deformations and relating to sound generation. Finite difference computation of Navier-Stokes equations in a similar set up has been done by Inoue and Hattori [15]. Numerical study of shockvortex interaction using 3-D Euler equations has been carried out by [1] to study the breakdown of vortices while interacting with an oblique shock.

The 2-D shock upon the interaction with the vortex undergoes both diffraction and reflection consisting of either a regular reflection or Mach reflection depending on the shock and vortex strengths, both of which are observed in experimental and numerical studies. The cases of shock deformation with both regular reflection and Mach reflection is enlisted in their works. These perturbation along the shock close to the point of interaction has been studied thoroughly but the long range propagation which forms the focus of this work.

### 1.4 Thesis outline

Before embarking on the outline of the thesis, our major contribution from this work is listed as follows

- We have presented the novel idea of implementing the theory of GSD to study the oscillations along the shock with its interaction with the turbulent boundary layer
- Have reformulated the theory of GSD in a simplified manner retaining its geometrical nature and its extension for the shock propagation into a uniformly propagating medium in 2-D flows
- Have identified the nature of waves that propagate along the shock upon its interaction with a vortex in 2-D flows using both GSD as well as Euler computations
- Have extended the theory of GSD to capture shock propagation in 3-D flows with the numerical implementation

In chapter II we introduce the formulation of GSD to 2-D shocks in a detailed manner. We will begin with our simple geometrical interpretation of the governing equations along with a Godunov type solver for numerically solving the system of equations. A simpler version retaining the geometrical formulation is proposed for the case of shock propagation into a moving medium. This is computationally efficient, and then shock-vortex interaction problem is modeled.

To validate our modeling of GSD and to study in greater detail the nature of shock-vortex interaction, while still emphasizing the dynamics along the shock, some numerical experiments of 2-D shock-vortex interaction using the Euler equations are performed and discussed in chapter III. Although the interaction between shocks and vortices in SBLI involves oblique shocks we study almost exclusively normal
shocks. This is because the interaction of a single vortex with an oblique shock is easily derived from the solution of a normal shock by a simple translation(section 2.8.1). The experiments are carried out for a set of shock and vortex strengths. The characteristic nature of wave disturbances and their decay rates are measured and analyzed.

Having validated the model of GSD for shock-vortex interaction in 2-D flows and from its success to predict the complex physics, the 3-D extension of GSD is formulated in chapter IV. A numerical scheme is proposed and its implementation is discussed for a couple of 3-D test cases.

Chapter V will draw conclusion to the thesis briefing the outcome of the shockvortex studies and will discuss the possible extension of the current work especially to the numerical aspects of 3-D GSD model and in the study of shock trains.

## CHAPTER II

## GSD - Shock propagation in 2D

### 2.1 Brief History of Geometrical shock dynamics(GSD)

The original formulation of GSD was done by Whitham[37] which deals with a shockwave that propagates into a uniform stationary flow in two dimensions. The idea comes from the theory of optics for the propagation of a wavefront along rays which are orthogonal to the fronts and from the study of propagation of a shock down a tube of slowly varying cross sectional area. An initial extension of the shock propagation into a uniformly moving medium was done by Chisnell [8] which was incorrect, a correct formulation was again given by Whitham[39]. The theory is summarized in [36] by Whitham. Comparisons with experimental results by finite difference numerical computations for 2D shocks was done by Henshaw [34]. An extension for describing the shock dynamics in 3D flows was done by Whitham [38]. Schwendenman [31] solved the 3-D equations by a finite difference method similar to that of steady supersonic potential flow. He used the theory to analyze the stability of converging cylindrical and spherical shocks.

Maslov [17] studied the convergence of Whitham's procedure for propagation of a weak shock under isentropic conditions. Prasad[25] derived the geometrical relations of non linear wave propagation in the conservation form known as kinematical conservation laws and when applied to the shock front he follows a similar procedure to


Figure 2.1: Part of the net of shock locations and rays.
that of Maslov. The standard solutions of conservation laws, with simple waves and shock-shock collision along with the jump conditions and interesting interpretations are found in [4]. Best[5, 6] performed a similar analysis to that of Maslov removing the restriction of isentropic flow and extended the theory for studying underwater explosion which produce non-uniform flow conditions behind the shock. The detailed derivation of the geometrical shock dynamic equations and the approximations involved in the area Mach relations are illustrated in the following sections.

### 2.2 Geometrical shock dynamics(GSD) - Governing equations

Following the procedure of Whitham[37] we employ a computational net in the plane $\mathbf{x}=(x, y)$ consisting of curves $t=$ const which represent successive shock locations, and introduce the set of orthogonal curves which we call "rays". Each ray defines a level line for a function $\xi(x, y)$ and the physical distance between rays $\xi, \xi+d \xi$ along a shock curve is taken to be $g d \xi$ where g is a metric. The physical distance between two shock curves $t, t+d t$ along a ray is taken to be $m d t$, so that $m$ is the speed with which the shock front propagates normal to itself. If we define
the length and time scales to be in the ratio $a_{0}$ with $a_{0}$ representing the sound speed in the stationary flow into which the shock is moving, then $m(\xi, t)$ will be the shock propagation Mach number. We define $\theta(\xi, t)$ to be the direction of the shock normal with respect to a fixed coordinate. These are purely geometrical relationships among the quantities defined, and these are variously derived in the cited references.

A brief derivation that extends conveniently to three dimensions is to consider the mapping $\mathbf{x}(\xi, t)$ from the computational net to the physical plane, and to define vectors

$$
\begin{equation*}
\mathbf{g}=\partial_{\xi} \mathbf{x}, \quad \mathbf{m}=\partial_{t} \mathbf{x} \tag{2.1}
\end{equation*}
$$

Then, assuming that $\partial_{\xi t}^{2} \mathbf{x}=\partial_{t \xi}^{2} \mathbf{x}$ we have the equation in conservation form

$$
\begin{equation*}
\partial_{t} \mathbf{g}+\partial_{\xi}(-\mathbf{m})=0 \tag{2.2}
\end{equation*}
$$

To close these equations a relationship between $\mathbf{m}$ and $\mathbf{g}$ is needed. By definition we take $\mathbf{m}$ perpendicular to $\mathbf{g}$ and assume for now that a suitable scalar function $m(g)$ is available relating the magnitudes ${ }^{1}$. If this is so then we have a pair of conservation laws with conserved variables $\mathbf{g}$ and flux functions $-\mathbf{m}$ given by

$$
\begin{equation*}
\mathbf{g}=\binom{g \cos \theta}{g \sin \theta}, \quad-\mathbf{m}=\binom{m(g) \sin \theta}{-m(g) \cos \theta} \tag{2.3}
\end{equation*}
$$

Note ( $m_{1}, m_{2}$ and $g_{1}, g_{2}$ represent the components of $\mathbf{m}$ and $\mathbf{g}$ respectively)

$$
m_{1}=-m\left(\sqrt{g_{1}^{2}+g_{2}^{2}}\right) \frac{g_{2}}{\sqrt{g_{1}^{2}+g_{2}^{2}}}, \quad m_{2}=m\left(\sqrt{g_{1}^{2}+g_{2}^{2}}\right) \frac{g_{1}}{\sqrt{g_{1}^{2}+g_{2}^{2}}}
$$

or in a simple from

$$
g m_{1}=-m(g) g_{2}, \quad g m_{2}=m(g) g_{1}
$$

[^2]

Figure 2.2: The point $T$ on the shockwave has a domain of dependence defined by the pair of characteristics $T C_{1}, T C_{2}$.
from which we can derive the Jacobian matrix of the system

$$
\mathbf{A}=\partial_{\mathbf{g}} \mathbf{m}=\frac{1}{g^{3}}\left[\begin{array}{cc}
g m^{\prime} g_{1} g_{2}-m g_{1} g_{2} & g m^{\prime} g_{2}^{2}+m g_{1}^{2}  \tag{2.4}\\
-g m^{\prime} g_{1}^{2}-m g_{2}^{2} & -g m^{\prime} g_{1} g_{2}+m g_{1} g_{2}
\end{array}\right]
$$

The eigenvalues of this matrix give the wavespeeds of the system to be

$$
\begin{equation*}
\lambda=\partial_{t} \xi= \pm \sqrt{-\frac{m m^{\prime}}{g}} \tag{2.5}
\end{equation*}
$$

and the Riemann invariants to be

$$
\begin{equation*}
d \theta \pm g \lambda d m=0 \tag{2.6}
\end{equation*}
$$

where $g \lambda=\frac{d s}{d t}$ represents the wave speed in the physical space. The equation 2.2 can also be written in the non-conservation form as

$$
\begin{equation*}
g \partial_{t} \theta-\partial_{\xi} m=0, \quad \partial_{t} g+m \partial_{\xi} \theta=0 \tag{2.7}
\end{equation*}
$$

These results give all of the machinery needed to employ modern methods for the numerical solution of conservation laws, and this has been done, for example in [25].

However, there are some special features of GSD that can be used to simplify matters.

### 2.3 Numerical aspects of Geometrical shock dynamics(GSD)

For differential equations such as 2.2 there is a corresponding integral law

$$
\begin{equation*}
\oint(\mathbf{g} d \xi+\mathbf{m} d t)=0 \tag{2.8}
\end{equation*}
$$

that must be valid for non-smooth solutions if a shock-capturing methodology is to be applied. Here, the integral is just $\oint d \mathbf{x}=0$, which is clearly valid even if $\mathbf{m}$ and/or $\mathbf{g}$ should be discontinuous. Applied to an element of the computational mesh, it is simply that

$$
\begin{equation*}
\left(\mathbf{x}_{A}-\mathbf{x}_{B}\right)-\left(\mathbf{x}_{C}-\mathbf{x}_{D}\right)=\left(\mathbf{x}_{A}-\mathbf{x}_{C}\right)-\left(\mathbf{x}_{B}-\mathbf{x}_{D}\right), \tag{2.9}
\end{equation*}
$$

This is therefore the correct discrete version of the differential equations. The nucleus of a numerical method then lies in observing that if the segment of shockwave $C D$ is given, then constructing the ray elements $C A, D B$ will yield the next shock segment(refer figure2.1). The geometric vectors such as $A B$ that represent the shock segments are the conserved variables; the vectors such as $C A$ that represent ray elements are the fluxes.

With this interpretation a "Riemann problem", required for the application of modern high-resolution schemes, is defined by giving two consecutive shock segments, say $P Q, Q R$ (refer figure2.3), and the part of the Riemann solution that is required is simply the ray element $Q T$ that extends from their intersection.

A variety of "numerical flux functions", which are essentially constructions of this ray, have been proposed for the general problem. One possibility (Godunov's method) is to solve the problem exactly using combinations of shocks and simple waves, but this is relatively expensive for GSD if the function $g(m)$ is complicated. Here we draw on another simple observation that seems to have been overlooked in this context.


Figure 2.3: The Riemann problem for GSD consists of finding the ray that emerges from two adjacent shock segments.

The generic "viscosity form" of a numerical flux for a conservation law $\partial_{t} \mathbf{u}+\partial_{x} \mathbf{F}=0$ is

$$
\mathbf{F}^{*}\left(\mathbf{u}_{L}, \mathbf{u}_{R}\right)=\frac{1}{2}\left(\mathbf{F}_{L}+\mathbf{F}_{R}\right)-\frac{1}{2} \mathbf{Q}\left(\mathbf{u}_{L}, \mathbf{u}_{R}\right)\left(\mathbf{u}_{R}-\mathbf{u}_{L}\right)
$$

where $\mathbf{Q}$ is the "viscosity matrix". For an upwind scheme this is taken to be

$$
\mathbf{Q}=|\mathbf{A}|=\mathbf{R}|\boldsymbol{\Lambda}| \mathbf{L}
$$

where $\mathbf{A}$ is the absolute value of the Jacobian matrix $\mathbf{A}=\partial \mathbf{F} / \partial \mathbf{u}$ whose singular value decomposition is $\mathbf{A}=\mathbf{R} \mathbf{\Lambda} \mathbf{L}$. For a linearized solver, $\mathbf{Q}$ is evaluated at some local mean state. Upwind schemes based on Riemann solvers are sometimes held to be expensive because they involve logical operations, but one case to which that certainly does not apply is when all of the wavespeeds have the same absolute value $\left|\lambda_{i}\right|=\lambda^{*}, \forall i$. In that case, which applies here, $|\boldsymbol{\Lambda}|=\lambda^{*} \mathbf{I}$, and hence, since $\mathbf{R L}=\mathbf{I}$ we have $\mathbf{Q}=\lambda^{*} \mathbf{I}=(\operatorname{det}(\mathbf{A}))^{1 / n} \mathbf{I}$ if there are $n$ unknowns. After some algebra to evaluate $\operatorname{det} \mathbf{A}$ we arrive in the present case at the very simple flux formula.

$$
\begin{equation*}
\mathbf{m}^{*}\left(\mathbf{g}_{L}, \mathbf{g}_{R}\right)=\frac{1}{2}\left(\mathbf{m}_{L}+\mathbf{m}_{R}\right)-\frac{1}{2} \sqrt{\frac{m}{g g^{\prime}}}\left(\mathbf{g}_{R}-\mathbf{g}_{L}\right) \tag{2.10}
\end{equation*}
$$

This is exactly the same formula that would be obtained from Rusanov's method[14] or the two-wave Riemann solver of Harten, Lax and van Leer[2], with the indicated
choice of estimated wave-speed. Although those flux formulas both have a reputation for dissipation in the context of gas dynamics, no such objection applies here; there is no stationary contact wave and an optimal upwind dissipation is imposed on each moving wave. For sufficiently simple functions $g(m)$ the Riemann problem can be solved exactly, but we find that the simple flux given in (2.10) gives very similar results. The coefficient $\sqrt{\frac{m}{g g^{\prime}}}$, should be evaluated as the greater of the values in the left and right cells. Second-order accuracy can be achieved in the usual way by replacing the states $L, R$ with non-linearly limited interpolations.

A Hancock type predictor corrector scheme is used with double min-mod limiter for the the reconstruction of $\theta$ and m in the cells, for second order accurate computation of GSD for all the results shown in this chapter.

### 2.4 The A-M Relationship

### 2.4.1 The original proposal

Next, we open the issue of the "correct" relationship between $m$ and $g$. In a way, it is obvious that there cannot be a correct relationship, since then GSD would be a self-contained theory that would eliminate any need to solve the Euler equations. Whitham [37] originally proposed an analogy that the portion of the shock that is bounded between two rays separated by a distance $g(t)$ propagates in the same way as a shock propagating down a duct of slowly-varying area $A(x)$, say. This is governed to a good approximation by the equation

$$
f(m) \frac{d m}{d t}=\frac{m}{A} \frac{d A}{d x}=\frac{1}{A} \frac{d A}{d t}
$$

where

$$
f(m)=\frac{m}{m^{2}-1}\left(1+\frac{2}{\gamma+1} \frac{1-\mu^{2}}{\mu}\right)\left(1+2 \mu+\frac{1}{m^{2}}\right)
$$

with

$$
\mu^{2}=\frac{(\gamma-1) m^{2}+2}{2 \gamma m^{2}-(\gamma-1)}
$$

leading to the result that

$$
\ln \frac{A}{A_{0}}=\int_{m_{0}}^{m} f(M) d M=G(m)-G\left(m_{0}\right)
$$

or, in the present context, that

$$
\ln \frac{g}{g_{0}}=G(m)-G\left(m_{0}\right)
$$

Unlikely though it may seem, the function $G(m)$ can be evaluated in closed form, but actually varies quite slowly with $m$ and can be simply approximated in limiting cases of strong shocks and weak shocks. The derivation is given in Appendix A following the works of Best [5].

### 2.4.2 A modification

One drawback to this relationship is that it makes a rather poor prediction of the speed with which information propagates along the shock. Since one object of our intended application is to study exactly this, we will investigate what modifications would be needed to remedy this. In fact, it turns out that a simple modification to the A-M formula will remove it completely. Consider the set up shown in figure 2.4 , with a standing normal shock. The upstream condition is given with fluid velocity $u_{0}$, Mach number $m$ and the post shock fluid velocity is $u_{p o s t}$, sound velocity is $a_{p o s t}$ and with Mach number $m_{\text {post }}$. It is easily shown from the geometry of the true characteristics that the exact value of wave-speed along the shock (the distance $O A$ and $O B$ ) is

$$
\begin{equation*}
\frac{g(m) d \xi}{d t}=a_{p o s t} \sqrt{1-m_{p o s t}^{2}} \tag{2.11}
\end{equation*}
$$



Figure 2.4: The propagation of disturbance along the normal stationary shock Inserting results from the Rankine-Hugoniot conditions and considering the speed of sound to be unity upstream gives

$$
\frac{g^{\prime}}{g}=-\frac{(\gamma+1) m^{3}}{\left((\gamma-1) m^{2}+2\right)\left(m^{2}-1\right)}
$$

which integrates to give

$$
\begin{equation*}
g(m)=\frac{\left(2+m^{2}(\gamma-1)\right)^{\frac{1}{1-\gamma}}}{\sqrt{m^{2}-1}} \tag{2.12}
\end{equation*}
$$

The plots of the variation of the Area-Mach relations with Mach number and the wave speeds in the physical space along the shock and the wave speed in the $\xi-$ $t$ space is shown in figure 2.5. The relations are tabulated in 2.1. The detailed derivation of the Area Mach relation by Whitham is listed in the Appendix A. We have used the relation of Prasad's model which is derived for a non linear wave front(the modified equations being listed in the Appendix B for the shock front) just for the sake of simplicity of the relation and for some numerical comparison. As stated
earlier its not possible to get the exact details of the shock and each relation has its own disadvantages. Clearly from the plot of the wave-speeds indicated in figure 2.5 for low Mach numbers the shock speed predicted by Whitham's relation is almost half of the actual propagation wave speed.

(a) Semi-log plot of Variation of Area Mach models with $m$

(b) Semi-log plot of Wave-speeds in the $\xi-t$ plane

(c) Wave-speeds in the $x-y$ space along the shock

Figure 2.5: Area Mach relations and wave-speeds in both the $\xi-t$ plane and $\mathrm{x}-\mathrm{y}$ space as a function of $m$

### 2.4.2.1 Controversial aspects of GSD

Of course, one may also challenge the analogy between an unconfined flow and a confined one. Maslov[17] wrote the isentropic Euler equations in a local coordinate system aligned with the shockwave. He derived an infinite hierarchy of governing

Table 2.1: Area Mach relations and the wavespeeds

| A-M models | $\mathrm{g}(\mathrm{m})$ | $\frac{d s}{d t}=\frac{g(m) d \xi}{d t}$ |
| ---: | ---: | ---: |
| Whitham | $\frac{d g}{d m}=\frac{-g m \alpha(m)}{m^{2}-1}$ | $\sqrt{\frac{m^{2}-1}{\alpha(m)}}$ |
| Prasad | $(m-1)^{-2} e^{(-2(m-1))}$ | $\sqrt{\frac{m-1}{2}}$ |
| Roe | $\frac{\left(2+m^{2}(\gamma-1)\right)^{\frac{1}{1-\gamma}}}{\sqrt{m^{2}-1}}$ | $\sqrt{\frac{\left(m^{2}-1\right)\left(2+m^{2}(\gamma-1)\right)}{(\gamma+1)^{2}}}$ |
| with | $\alpha(m)=\left(1+\frac{2\left(1-\mu^{2}\right)}{(\gamma+1 \mu)\left(1+2 \mu+\frac{1}{m^{2}}\right)}\right.$ | $\mu^{2}=\frac{(\gamma-1) m^{2}+2}{2 \gamma m^{2}-(\gamma-1)}$ |
| and | $\frac{d s}{d t}$ is the wave speed in the physical space |  |

equations, with each member of the hierarchy involving the derivative behind the shock at one order higher. The sequence of equations can be truncated by making some assumption about the next member of the sequence (although no assumptions about later members are needed). Srinivasan and Prasad[32] interpreted this as indicating a defect in Whithams procedure, and proposed to augment it by including a gradient behind the shock as a further unknown and proposed a $3 \times 3$ system of equations to incorporate it(the equations are listed in the Appendix B). Although correct in principle, because it represents the effects of waves that catch up with the shockwave from behind, this does not bring about much practical advantage because data for this gradient is difficult to provide. Best $[5,6]$ performed an analysis similar to that of Maslov, but was able to conduct it more simply and to remove the restriction to isentropic flow. In [6], he established that to lowest order the confined and unconfined problems were indeed identical, and found essentially the same error term as presented on an empirical basis in Whitham's book[36]. It is the product of two factors, one of which is small when the flow behind the shock is close to uniform, and the other is small if the shock is weak. Since our objective in this paper is merely to provide qualitative results, we do not feel that we can do better than to follow Whitham's model, although we do work with a quite different form of it in the three-dimensional and moving-medium cases. However, we will investigate how the results are affected by alternative $A-M$ relationships. To see the difference
between Whitham's $A-M$ model and our model we have considered the solution for 3 different problems to see the impact of the area models on the solution. No quantitative comparisons with Euler computations are made for these cases but only the differences between the models are indicated. The qualitative comparison and the validity of GSD is made for the case of shock-vortex interaction model with the Euler computations.

### 2.5 Test problems for illustration

### 2.5.1 Shock-diffraction problem - Simple wave solution

First we shall consider the case of a shock propagating along an expansion corner. In GSD it is given by a simple wave solution in the $\xi-t$ plane. The problem setup is described in figure 2.5. This case has been extensively studied in Whitham [37]. The solution to the Riemann problem for this simple wave can be given by integrating the left running invariants as

$$
\begin{equation*}
d \theta-g \lambda d m=0, \quad \theta_{w}=\int_{m_{0}}^{m_{w}}\left(\frac{d m}{g \lambda}\right) \tag{2.13}
\end{equation*}
$$

Prasad's model can be integrated easily as

$$
\begin{equation*}
\theta_{w}=2 \sqrt{2}\left(\sqrt{m_{w}-1}-\sqrt{m_{o}-1}\right) \tag{2.14}
\end{equation*}
$$

and with Roe's model

$$
\begin{equation*}
\theta_{w}=\left[\frac{1}{2 \sqrt{\gamma-1}} \ln \left(\frac{3-\gamma+2 m^{2}(\gamma-1)}{\sqrt{\gamma-1}}+\sqrt{(\gamma-1) m^{4}+(3-\gamma) m^{2}-2}\right)\right]_{m_{o}}^{m_{w}} \tag{2.15}
\end{equation*}
$$



Figure 2.6: Shock diffraction problem setup

For the Whitham's model the closed form integration is complicated. The closed form expression is obtained in the limits of weak and strong shocks [37] as follows

$$
\begin{gather*}
\theta_{w}=2 \sqrt{2}\left(\sqrt{m_{w}-1}-\sqrt{m_{o}-1}\right), \quad m \rightarrow 1  \tag{2.16}\\
\theta_{w}=2.2526 \ln \frac{m_{w}}{m_{o}}, \quad m \rightarrow \infty \tag{2.17}
\end{gather*}
$$

It should be noted that in the weak shock limit the result of Whitham's model and Prasad's model are identical, however, they are both in error by a factor of one-half.

To compare the variation of these models for the simple wave solution we can look at the plot of the variation of $\frac{d \theta}{d m}$ with m . This is nothing but the inverse of the wave-speed in physical space(refer equation 2.13 with $g \lambda$ representing the wavespeed in physical space). From the comparison with the models, for higher Mach number both the variation of Whitham's model and Roe's model which is exact in this respect are almost the same. In the case of lower Mach numbers the difference is that Whitham's model computes lesser wave-speed of propagation along the shock. To see the difference in the Area-Mach models the variation of the diffraction angle with the change in strength for two different initial shock strengths are plotted in figure 2.7, and for lower shock-strength the behavior of Whitham's model and Prasad's model


Figure 2.7: Variation of wall Mach number $m_{w}$ with the change in diffraction angle $\theta_{w}$ for two different initial shock strengths.


(c) simple wave solution of $m$

Figure 2.8: Shock-diffraction problem solution using Roe's model for shock strength of $M_{O}=1.5$ and $\theta_{W}=-0.2 \mathrm{rad}$. The dotted line represents the rays in fig2.8(a). The solution is plotted at intermediate time intervals


Figure 2.9: Relation between the change in $\theta$ with the change in strength of the shock
is the same which could be seen from the analytical results as well. We can say that while using Roe's model requires a higher diffraction angle is required to bring the wall Mach number to unity.

### 2.5.2 Shock-shock problem - propagation of a shock over a compression ramp

In this case of a shock moving over a ramp there is a formation of kink along the shock. This is also known as shock-on-shock. The problem setup is given in the figure 2.12. The shock-shock jump relations can be obtained from the conservation form of the GSD equations giving a relation between the angle of the compression ramp and the Mach strength of the shock closer to the wall. There are quantitative differences between the solutions depending on the relation for $g$. The relations across the shock-shock can be given from the jump relations

$$
\begin{equation*}
s_{s}=\frac{[-\mathbf{m}]}{[\mathbf{g}]} \tag{2.18}
\end{equation*}
$$

where $s_{s}$ represents the speed of the shock-shock(the speed of propagation of the kink along the shock)in $\xi-t$ plane. With $\theta_{O}=0$ the above relation can be simplified to

(a) $\xi-t$ plane

(b) $x-y$ space

Figure 2.10: Shock-shock problem setup. The dotted line representing the direction of propagation of the kink in the x-y space.
give

$$
\begin{equation*}
\cos \theta_{w}=\frac{m_{w} g_{w}+m_{o} g_{o}}{m_{w} g_{o}+m_{o} g_{w}} \tag{2.19}
\end{equation*}
$$

Plots of the variation of ramp angle to that of the wall Mach number are plotted in figure 2.11 for two different initial shock strengths. As seen earlier there is no difference between the Prasad's model and Whitham's model for weaker shock strengths. For a given ramp angle we see that Roe's model gives a higher compression than that obtained using Prasad's model for both the initial shock strengths. We can observe the quantitative differences based on the choice of the Area-Mach models. The angle $\theta_{W}$ in all the plots are plotted in radians.

### 2.6 Extension of Geometrical shock dynamics(GSD) for a shock propagating into a moving medium

### 2.6.1 Governing equations

Before moving into the study of other problems using GSD we shall first visit the topic of shock propagation into a uniformly moving medium. This is simply a Galilean transformation of the original problem, but the first attempt to do this [8]


Figure 2.11: Variation of wall Mach number $m_{w}$ with the change in the ramp angle $\theta_{w}$ for two different initial shock strengths.


Figure 2.12: Shock-shock problem solution using Roe's model for shock strength of $M_{O}=1.5$ and $\theta_{W}=0.2 \mathrm{rad}$. The dotted line represents the rays in fig2.12(a). The solution is plotted at intermediate time intervals


Figure 2.13: Transformation of the computational net for a moving medium. The elements of the shock front are unchanged. The points $A, B$ are displaced to $A^{\prime}, B^{\prime}$.
was actually incorrect. The correct treatment was provided by Whitham[39] replacing the "conservation-law plus mapping" arguments by an approach that is completely equivalent but more analytical. The solution was defined in the form of $\alpha(x, y)$ such that the level line $\alpha(x, y)=a_{0} t$ represents the shock location at time $t$ (here $a_{0}$ is the sound speed in the undisturbed medium.) This function obeys a second-order scalar differential equation having a similar structure to the one describing potential flow.

In this framework, Whitham described the extension to a non-stationary medium as involving "nontrivial details". The idea works well enough if the uniform speed of the medium is small compared with the propagation speed of the shock, but becomes very cumbersome if the speeds are comparable. In that case, one cannot predict in what direction the shock will move, and indeed it may frequently repass a particular location. The function $\alpha(x, t)$ then becomes multi-valued, and its numerical computation becomes tricky. Also the numerical computation is expensive as it involves solving the problem in 2-D space, we no longer have a reduction in dimensionality. By contrast, we propose here the formulation that solves the GSD equations in the ray coordinates retaining its 1-D nature and then constructs the shock fronts directly in the physical plane, the extension of which is trivial in implementation, as well as in principle.

Suppose that the medium into which the shock propagates is itself moving in the positive $x$-direction with speed $m_{0} a_{0}$. Then an observer moving with this speed would see the original problem, and could compute it as above. To obtain the same results, a stationary observer simply has to add vectors $\left(m_{0} d t, 0\right)$ to the ray elements in figure 2.13. The problem can be formulated as

$$
\begin{equation*}
\partial_{t} \mathbf{x}=m_{o} \mathbf{e}_{x}+\mathbf{m}, \quad \partial_{\xi} \mathbf{x}=\mathbf{g} \tag{2.20}
\end{equation*}
$$

which leads to the identical conservation laws as in the stationary case. The conservation laws just indicate that the sum of the vectors enclosing adjacent ray elements and the shock patches at consecutive times add up to zero. Simply adding the term $m_{o} \mathbf{e}_{x}$ allows the geometrical interpretation to be retained and avoids all of the disadvantages listed above. This is the same case with the shock front propagating into a uniformly moving medium.

$$
\begin{equation*}
\partial_{t} \mathbf{g}-\partial_{\xi} \mathbf{m}=0 \tag{2.21}
\end{equation*}
$$

Nor is the calculation of the function $m(g)$ in any way affected, and if the solution is written as $\mathbf{m}(\xi, t), \mathbf{g}(\xi, t)$ then it is unchanged. All that does change with regard to the governing equations is that the mapping into the physical plane is now given by $(2.20)^{2}$. Because of this $m$ is no longer the rate of advance of the shockwave normal to itself. That velocity is now given by $m \sin \phi$ where $\phi$ is the angle between the shock-front and the ray, ie

$$
\begin{equation*}
\sin \phi=\frac{C A^{\prime} \cdot C D}{\left|C A^{\prime}\right| \cdot C D \mid}=\frac{m_{0} \sin \theta}{\left(m^{2}+2 m m_{0} \cos \theta+m_{0}^{2}\right)^{\frac{1}{2}}} \tag{2.22}
\end{equation*}
$$

This agrees with the result found in [39] by a very different and much lengthier argument. Note that we can have $\phi=0$, in which case the shock is stationary,

[^3]

Figure 2.14: A shockwave moving from B to A along a solid surface.
and the rays move along it, or $\phi<0$ when the shock is swept along with the flow. The case of $\phi=0$ is a simple a stationary oblique shock. In this case the rays get convected along the shock with the tangential velocity across the shock, so the rays can be viewed as fictitious dyes on the shock which for the case of an oblique shock gets convected along the shock.

## Boundary conditions for a moving medium

Although pure initial value problems are sufficient for our purposes in this thesis, we briefly discuss boundary conditions for GSD in the interest of completeness. For the previous cases considered we have non reflecting boundary conditions. With the freestream moving with a uniform velocity there can be an important change in the boundary conditions. For example, in the reflected shock problem an oblique wave originates at a more-or-less fixed point in $x, y$. At this point, new rays are created because the boundary is no longer given by $\xi=$ constant, as the shock no longer lies at right angles to the boundary. Therefore boundary conditions must be supplied. In this case of a standing oblique shock the rays are generated at the rate of the
tangential velocity along the shock and the boundary conditions are trivial for this case as there are no waves generated, the only information for this case is that of the introduction of new rays at each time step of computation.

Suppose that at a certain time the shock springs from a point $B$ on a solid surface as shown in figure 2.14, and makes an angle $\epsilon$ with it. After an interval $d t$ the shock has moved to a location $A$ on the surface, and the ray originating at $B$ now meets the shock at $P$. The characteristics carrying information from $B$ meet the shock in $C_{1}, C_{2}$. If the distance $P C_{1}$ is less than $P A$ then it will be necessary to specify two boundary conditions for the shock at $B$, otherwise just one. Using the GSD relations to find the distance $P C_{1}$, we find that two conditions are needed if

$$
\begin{equation*}
\sqrt{\frac{-m^{\prime} g}{m}} \geq \cos \phi+\sin \phi \cot \epsilon \tag{2.23}
\end{equation*}
$$

If the shock is moving to the right, then no boundary conditions are required if $P C_{2} \leq P A$, which translates to

$$
\begin{equation*}
\sqrt{\frac{-m^{\prime} g}{m}} \leq \cos \phi-\sin \phi \cot \epsilon \tag{2.24}
\end{equation*}
$$

For intermediate cases, one boundary condition is needed.

### 2.7 Propagation of a sinusoidal shock

The previous two illustrations can be seen as more of a boundary value problem where the shock is perturbed by the change in the geometry or the direction in which it is traveling along the boundary. Our next illustration is an initial value problem with periodic boundary conditions. It models the reflection of a plane shock off a corrugated surface. Schematic setup is shown in figure 2.15. Experimental and theoretical studies were carried out by Briscoe and Kovitz [7]. The propagation of a

(a) Plane shock of strength $M_{0}$ before re- (b) After reflection from the surface with flection

strength $M_{R}$

Figure 2.15: Schematic setup of a planar shock after reflection from corrugated surface with strength
simple sinusoidal shock as an initial value problem using GSD has been performed by Prasad [19] to study the corrugational stability of shock waves.

For mathematical convenience we have considered a periodic disturbance in both the strength and shape of the shock. In the real situation of shock being reflected from a corrugated surface the shock-wave would move into a medium which is not stationary, the extension of GSD theory to the moving medium is discussed in the previous section and as can be deduced, it is nothing more than a mere translation of the shock with the upstream velocity and the solution only changes in the $x-y$ space retaining the same solution to the Riemann problem in the $\xi-t$ space. In [19] both the structure of having an initial sinusoidal as well as shapes with other curvatures has been studied, for a larger range decay of the disturbances. Here only the case of a sinusoidal shock front moving into a stationary medium is presented. Periodic boundary conditions are considered on either side of the domain to replicate the shock propagation along a closed channel.

The perturbations along the shock front tend to decay but the maximum and minimum strength of the shock doesn't decay monotonically. Kinks or shock-shocks form along the shock-front and this accounts for the spikes in the distribution of the maximum and the minimum Mach number along the shock, as shown in figure


(c) variation of the strength of the shock along $\xi$ with time

Figure 2.16: Propagation of a sinusoidal wavefront using Roe's A-M relation. Dotted lines in 2.16(a) indicate rays. The lines with * in 2.16(b) and 2.16(c) shows the solution at final computational time


Figure 2.17: Changes in maximum and minimum shock strength over time
2.17(a).

This shows that the disturbances that propagate along the shock give rise to shock-shocks which will keep interacting with the other shock-expansion waves and would take a larger time for decay, rather than a monotone decay in the amplitude of the perturbation. This behavior is observed irrespective of the nature of the AreaMach model, though there are a few quantitative differences observed. Roe's Area Mach model has been considered for the case shown in figure 2.16. At large times we see that the shock wave tends to become planar, with perturbations decaying out indicating the stability of the shock-front. The rays tend to converge as well as diverge showing both shock wave focussing and diffraction.

To see a difference between the Area-Mach models the difference between the maximum and minimum shock strength with time is plotted in the figure 2.17(b). The peaks of the variation in Mach strength are close for both Prasad's model and for Whitham's model. This is because $\mathrm{g}(\mathrm{m})$ is similar for these models at low Mach numbers. The differences are greater for Roe's model. Qualitatively all the models are in agreement.

### 2.8 Modeling of shock-vortex interaction

### 2.8.1 Note on Oblique shock-vortex interaction

Having defined the details of the boundary conditions that need to be incorporated to the case where there is a problem of ray generation we shall deal with the case of an oblique shock interacting with a vortex. The setup of an oblique shock-vortex interaction is what we would like to analyze as that would closely represent the discrete vortices interacting with the foot of the $\lambda$-shock in SBLI. The case of a single vortex passing through either a normal shock or an oblique shock is merely a translation along the shock. Along the oblique shock the disturbance gets convected with the


Figure 2.18: Schematic setup of a normal shock-vortex interaction and an oblique shock-vortex interaction
tangential component of the free-stream velocity.
The schematic representation is shown in figure 2.18. The vortex after interacting with the shock is distorted to an ellipse, although It is depicted as a circle for the case of simplicity in the figure 2.18 .

For a normal shock the disturbances travel along OA and OB with the same speed from the point of interaction O . This speed is given by (as discussed in the section 2.4.2)

$$
\begin{equation*}
\frac{g(m) d \xi}{d t}=a_{p o s t} \sqrt{1-m_{p o s t}^{2}} \tag{2.25}
\end{equation*}
$$

As shown in the figure 2.18, if the post-shock Mach number is supersonic which occurs for an oblique shock, both the disturbances travel along same direction from the point of interaction. In the oblique shock the disturbance at OA' travels with a faster speed with addition of tangential velocity and the other disturbance OB' travels at a lesser speed, the difference between the propagation speed of disturbance and the tangential velocity across the shock.

If multiple vortices pass through an oblique shock at the same point in space,
the resulting waves can overtake each other, although large amplifications cannot be generated in this way. For the case of simplicity as well as having non reflecting boundary conditions without any ray generation, we shall only consider the case of a normal shock interacting with a single vortex passing through it for most of the thesis.

### 2.8.2 Normal shock-vortex interaction

Consider a stationary shock with a flow coming from right to left and then a vortex rotating counterclockwise interacting with the shock. In this set up the upper half of the vortex pushes the shock downstream and the bottom half pushes it upstream. To model the shock vortex interaction exactly, getting the details of the perturbation along the shock once the vortex has passed through is difficult because the interaction is non-linear. If the interaction had been linear the change in the shock strength would be smooth producing a sinusoidal disturbance of one period in Mach strength along the shock, but with the interaction being completely non linear the symmetry in pushing and pulling of the shock does not occur [13]. Thus a shock-vortex problem translates to an initial value problem in the Mach number distribution along a shock in GSD.

The numerical details of the problem setup are as follows. Consider a standing normal shock along y axis(L units in both positive and negative axis)with 50 ray cells per unit length. The initial condition is given by

$$
\begin{align*}
m(\xi, 0) & =m_{o}\left(1-\delta m \sin \frac{\pi(L \xi)}{2 r_{v}}\right), \quad|\xi|<\frac{2 r_{v}}{L} \\
& =m_{o}, \quad|\xi|>=\frac{2 r_{v}}{L} \\
y(\xi, 0) & =L \xi \\
x(\xi, 0) & =0 \tag{2.26}
\end{align*}
$$


(c) m distribution along the shock after $\mathrm{t}=$ (d) m distribution along the shock after $\mathrm{t}=$ 4.4 units 6.6 units

Figure 2.19: GSD results : At early times using Roe's Area model for a sinusoidal perturbation in Mach number for a planar shock of strength 1.7
with $m_{o}$ the strength of the unperturbed shock, $\delta m$ the amplitude of the perturbation in Mach strength, 2L the total length of shock considered in the domain and $r_{v}$ a reference length. The initial condition in Mach number distributions is shown in 2.19(a). Time-steps are chosen such that CFL condition is maintained within the limits of 0.3 to 0.5 . The propagation of the disturbance along the shock for $10 \%$ perturbation in initial Mach strength of 1.7 is shown in figure 2.19.

We observe a set of waves going along both the directions along the shock from the point of interaction. The two waves are of different nature. Left going waves(the
waves going along negative y direction) resemble the classical N waves which decay like $t^{-\frac{1}{2}}$ for scalar problems. We will call them Compression-Expansion-Compression(C-E-C) wave as they are wave structure with two shocks eroded by a single expansion wave. The other wave which moves towards the right(the positive y direction) is of different nature with two expansion waves eroding a single shock wave. We will call the waves of this type as E-C-E waves denoting an expansion-compression-expansion wave structure. These waves have a more complicated behavior than the C-E-C waves. This is illustrated in Appendix C by solving analytically the problem for the inviscid Burger's equation.For E-C-E waves there is an initial decay of $t^{-1}$ but unless the initial data is symmetrical, one wave decays completely to zero. The remaining wave then decays at $t^{-\frac{1}{2}}$ (figure $2.22(\mathrm{~b})$ ).

In the case of GSD even with the initially symmetrical data we can see the asymmetry in the nature of the waves as well as their structure. Remarkably similar behavior will be observed from the Euler computations of shock vortex interaction in the next chapter.

The maximum and the minimum amplitude of each disturbance is plotted against the non dimensional distance from the point of interaction in figure 2.20 for four different initial perturbations. The distance is scaled with the radius of the vortex core. The amplitude difference in Mach number is converted to the disturbance in pressure with $p^{*}$ representing the downstream pressure of the undisturbed shock front. Each plot includes trend lines indicating decay rates of $t^{-\frac{1}{2}}$ and $t^{-2}$. Since we are looking at self similar wave solutions, the decay rates are plotted against distance but are described in terms of power law decay of time through out this work.

The C-E-C waves all reach the asymptotic decay of $t^{-\frac{1}{2}}$ except for the weakest disturbance which has probably not reached the asymptotic regime. The behavior of the E-C-E wave follows the pattern described earlier. There is an initial rapid decay of $t^{-1}$ and then for the strongest disturbance the minimum value falls towards zero,


Figure 2.20: GSD results : Power law decay of the wave amplitudes with non dimensional distance using Roe's Area model for shock with $\mathrm{m}=1.7$


Figure 2.21: GSD results : Power law decay of the wave amplitudes with non dimensional distance using Roe's Area model for shock with $\mathrm{m}=1.7$ for larger distance
while the maximum value tends toward a rate of $t^{-\frac{1}{2}}$. For the other disturbances this occurs later and has not happened yet. This is verified by plotting the solutions in figure 2.20 (b) and 2.20 (c) for a long range. They are shown in the figure 2.21. This behavior of the E-C-E wave is predicted in Appendix C.

With the increasing amplitude of the perturbation the decays get to the asymptotic limit of power law faster, this can be explained by the propagation of similar waves in a scalar case. In the case of Burger's equation for a smooth initial distribution of a scalar, say $u$, the initial time when the shock is formed is given by

$$
\begin{equation*}
t=\frac{-1}{u^{\prime}\left(x_{0}\right)_{\min }} \tag{2.27}
\end{equation*}
$$

So in our case we can plausibly deduce that the time for the formation of the shock is inversely proportional to the amplitude of the disturbance. More generally, the time to reach asymptotic conditions will decrease with the increase in perturbation amplitude.

A more detailed argument being that in the simple wave approximation along either of the characteristics we have that the characteristic speed $\lambda$ satisfies Burger's

(a) Left going N waves at 5 different time intervals
(b) Right going N waves at 5 different time intervals

Figure 2.22: GSD results : At later times using Roe's Area model
equation,

$$
\begin{equation*}
\lambda_{t} \pm \lambda \lambda_{\xi}=0 \tag{2.28}
\end{equation*}
$$

so that the quantity $\lambda$ will behave exactly like the Burger's solution in the smooth region. The wave-speed $\lambda$ is a function in $m$ so the above equation can be further reduced to

$$
\begin{equation*}
m_{t} \pm \lambda m_{\xi}=0 \tag{2.29}
\end{equation*}
$$

Though the above argument is valid only when the solution domain $m$ is smooth, for a first order approximation of considering shock-shock as compression waves the argument for the time for the formation of the asymptotic decay is valid.

In order to compare the three Area-Mach relationships the wave structures obtained from all the three models are plotted in figures 2.22, 2.23 and 2.24. For Prasad's and Whitham's model the minimum of the E-C-E wave decays much earlier. However the three models do give roughly similar results, and it is hard to say on this basis whether any of them is best. We have chosen to use Roe's model because of its ability to match the exact wave speeds.

(a) Left going N waves at 5 different time intervals

Figure 2.23: GSD results : At later times using Whitham's Area model

(a) Left going N waves at 5 different time in- (b) Right going N waves at 5 different time tervals
intervals

Figure 2.24: GSD results : At later times using Prasad's Area model

### 2.9 Interaction with multiple vortices

We see from DNS studies of SBLI [22](figure 1.4) that there are multiple vortices which interact with the oblique shock at its foot. This translates into a normal shock with each vortex reaching it at different time and at different locations.

The main information is that with a single shock vortex interaction two waves of different nature are generated and in an oblique shock when the post shock state is supersonic both the waves would travel along the same direction from the point of interaction. One wave would travel faster with the speed of $m_{t}+c$ and the other being $m_{t}-c$ where the $m_{t}$ represents the tangential velocity of the flow field across the shock and c being the wave-speed.

For an oblique shock the point of interaction of the multiple vortices remains the same and there are both fast and slow moving waves along the shock. So with multiple vortices the waves of opposite family will interact. This interaction can be studied with the case of GSD using normal shock with two vortices interacting such that E-C-E wave of one perturbation interacts with the C-E-C wave of the other perturbation. A simple setup of having two different vortex interaction is modeled in GSD and is as shown in figure 2.25. The initial conditions are similar to that of a single shock-vortex interaction but having two perturbation separated by $40 r_{v}$ units.

We observe the waves to merely pass through retaining their nature and amplitude. With the initial perturbation of $10 \%$ of the shock strength and with same grid resolution, the waves pass each other without interacting as predicted by GSD. Though an increase in the spike of the Mach number is observed when both the waves interact with each other, a thorough attention to the study of this would be required in 3-D case where the turbulent boundary along the side walls would give out waves along the shock.

(a) Initial m distribution along the shock (b) m distribution showing the development front depicting two vortex interacting with of waves belonging to each vortex the shock


(c) m distribution with the E-C-E and C-E-C wave start interacting

(d) $m$ distribution with E-C-E wave merging with C-E-C wave

(e) m distribution after the waves have inter- (f) m distribution at later time once the acted waves passes through each other retaining their nature

Figure 2.25: GSD results : Interaction of C-E-C and E-C-E waves using Roe's Area model

(a) Left going C-E-C wave interaction

(b) Right going E-C-E waves

Figure 2.26: GSD results : Long range behavior of two vortex interaction

## Long range behavior

To study the long range behavior the initial conditions are chosen similar to the previous interaction but having two perturbation separated by $16 r_{v}$ units. We observe the two left running C-E-C waves merge into each other consisting of an E-C-E wave structure in-between two compressions along the ends. The results are shown in the figure 2.26. The two compression waves at the end would decay at $t^{-\frac{1}{2}}$ where as the intermediate E-C-E wave would decay at $t^{-1}$ if they are symmetrical otherwise the behavior is as described in Appendix C. In the long range behavior all N waves will merge to form a single N wave. The behavior of C-E-C waves explains the decay in the amplitude and frequency of oscillations shown in figure 1.3.

With this information from 2-D GSD on the nature of waves obtained and their power law decays, discussions on the results obtained from the study of shock-vortex interaction using Euler computations is done in the next chapter.

## CHAPTER III

## Shock-vortex Interaction

### 3.1 Numerical studies

On similar lines of Grasso and Pirozolli [13] and Ellzey and Henneke [10], we have performed numerical studies of the shock following interaction with a vortex. We have solved the 2D Euler equations initialized with a standing planar shock and a point vortex placed in the upstream flow field on a rectangular cartesian domain. We used vortices with two different velocity profiles. This was done to check that qualitative features of the flow did not depend on the details of the vortex structure. The two velocity profiles considered are given as follows

Vortex I - Rankine vortex A Rankine vortex consists of an inner core with solid body rotation 3.1 and an outer region 3.2

$$
\begin{array}{cl}
v_{\theta}=\frac{v_{\max } r}{r_{v}}, & 0<r<r_{v} \\
v_{\theta}=A r+\frac{B}{r}, & r_{v}<r<r_{o} \tag{3.2}
\end{array}
$$

The constants A and B in 3.2 are computed such that the velocity matches $v_{\max }$ at $r_{v}$ and is zero at $r_{o}$. The overall circulation of the vortex is zero and the pressure field is specified such that pressure gradient provides the centripetal force. The density was
taken to be constant.

$$
\begin{equation*}
\frac{d P}{d r}=\frac{\rho v_{\theta}^{2}}{r} \tag{3.3}
\end{equation*}
$$

Vortex II - Isentropic vortex A isentropic vortex was chosen such the the velocity field and the pressure field given by

$$
\begin{gather*}
u(x, y)=-\frac{K \bar{y} e^{\frac{\alpha\left(1-r^{2}\right)}{2}}}{2 \pi}  \tag{3.4}\\
v(x, y)=\frac{K \bar{x} e^{\frac{\alpha\left(1-\bar{r}^{2}\right)}{2}}}{2 \pi}  \tag{3.5}\\
\frac{P}{P_{\infty}}=\left(1-\frac{K^{2}(\gamma-1) e^{\alpha\left(1-r^{2}\right)}}{8 \pi^{2} \alpha a_{\infty}}\right)^{\frac{\gamma}{\gamma-1}}  \tag{3.6}\\
\frac{\rho}{\rho_{\infty}}=\left(\frac{P}{P_{\infty}}\right)^{\frac{1}{\gamma}} \tag{3.7}
\end{gather*}
$$

with K relating to vortex perturbation strength and $\alpha$ the parameter deciding the rate of decay of the velocity to the far field value, $a_{\infty}$ the free stream speed of sound and $P_{\infty}$ representing the free stream pressure. The two velocity profiles are shown in the figure 3.1. Rankine vortex with two different outer vortex radius $r_{o}$ are also used to study the effect of different interaction time in the results considered.


Figure 3.1: Tangential velocity profiles for both the composite and isentropic vortex

The schematic setup of the computational domain is given in figure 3.2. The vortex
core is defined as the inner part of the vortex where the velocity reaches maximum $v_{\text {max }}$. This radius $r_{v}$ is taken to be the reference length. A square cartesian mesh of $250 \times 750$ cells is set up with a stationary shock located halfway between the two long vertical sides along the y-axis. Initially the vortex is placed at a distance of $6 r_{v}$ units away from the normal shock. The vortex gets convected with the freestream and then interacts with the shock. All the computations are done using dimensionless variables and the speed of sound and pressure are taken to be unity along upstream. The strength of the shock is given by the upstream Mach number $M_{s}$. The vortex strength is given by the Mach number $M_{v}$ which is the ratio of the maximum vortex velocity $v_{\max }$ to the freestream sound speed. 25 cells are taken inside the vortex core for grid convergence(though the results are not quite grid converged we are confident that refining the grids will not affect our conclusions).

The 2D Euler equations are solved using Hancock predictor corrector time stepping method [12] and Roe's linearized Riemann solver [29] for computation of the fluxes, using double min-mod limiter for reconstruction. The time-step is chosen so the that CFL number lies between 0.3 to 0.5 . Non Reflective boundary conditions are employed all along the boundaries. Solution is computed till the time when the perturbation along the shock leaves the domain. The vortex leaves the subsonic part of the domain much earlier than the computational time considered. The shock is aligned along the y axis and the vortex center lies along the x axis with vortex moving from left to right.

The fluid properties are extracted at 5 cells downstream of the initial shock along line AB shown in figure 3.2, to observe the changes in shock strength(since capturing the exact shock shape change and its strength from the results is tedious because of the finite number of cells the shock occupies in the numerical computation). The pressure signal and the change in the flow angle are monitored along the line AB.


Figure 3.2: Computational domain for the shock vortex interaction.

### 3.2 Discussion on Numerical errors

In the computational experiments consider the impact of numerical errors on the measurements we are making especially on the wave propagation.

- Finite volume computation is prone to numerical dissipation and it needs to be quantified based on the grid resolution and the CFL condition. A mesh of 50 cells per unit dimension along AB and the CFL number for the computation between 0.3 and 0.6 is chosen to reduce the effect of numerical viscosity. Predicting a moving vortex involves convective errors and numerical dissipation. It is based on the grid resolution inside the vortex core. The same resolution is adapted as in [13] and 25 cells per vortex core is considered for both vortex types. The Rankine vortex diffuses more than the isentropic vortex for the same resolution because of the presence of discontinuity in the velocity profile(fig 3.3(b)). The enstrophy of the vortex was measured by convecting the vortex in the free stream for $20 r_{v}$ units(fig 3.3).
- The effect of boundary conditions along the sub-sonic part of the flow, though


Figure 3.3: Plot of enstrophy to measure numerical dissipation of the vortex we have taken non reflective boundary conditions there are still some waves that are transmitted back to the flow domain as the vortex passes out of the domain. We have compared the solutions in terms of the decay rates of the waves by increasing the sub-sonic part of the domain to $20 r_{v}$ units and found the decay rates to be unaffected.

- Capturing stationary shocks numerically involves the well known carbuncle phenomenon [26]. These are numerical instability of the shocks occurring at higher Mach numbers. In our experiments the shocks with strengths $M_{s}=1.7$ and 2.0 give rise to spurious oscillations in the flowfield over time. These oscillations pose restriction on the space time domain till which the wave propagation can be monitored. To compensate for it, dissipation of $15 \%$ and $25 \%$ ( $M_{s}=$ 1.7 and 2.0 respectively) of the maximum acoustic wave speed is added to the flux coming from the wave speed pertaining to the contact discontinuity in the y direction[21]. This reduces the noise occurring in the measurement of the pressure signal because of carbuncle and delays its appearance in the computed solution.
- The pressure signal was monitored 5 cells downstream of the undisturbed shock position. The pressure signal was monitored over a set of cell locations away


Figure 3.4: Pressure convergence with moving AB closer to the undisturbed shock position
from the undisturbed shock position. To measure the decay rates, amplitude of the waves were measured $6 r_{v}$ units away both above and below the point of shock vortex interaction along AB . The location of $\mathrm{AB}, 5$ cells downstream was chosen based on the convergence of the maximum pressure captured along AB . The maximum of the C-E-C and the E-C-E wave observed(with respect to the undisturbed downstream pressure) by changing the monitor location $A B$ is plotted for the case of $M_{s}=1.4$ and $M_{v}=0.4$ in figure 3.4.

### 3.3 Results and Discussion

### 3.3.1 Short times

Here we compare our results with those of Grasso and Pirozolli [13] who observed the near field behavior of the interactions and labeled them as

- weak interaction - one that leaves the shock front smooth
- strong interaction - one that develops kink along the shock. The nature of the kink is further classified as
- Regular reflection
- Mach reflection


Figure 3.5: Shock vortex interaction map[13]. Hollow symbols, Grasso and Pirozolli [13]; filled symbols ,Ellzey etal. [10]; half-filled symbols, Inoue and Hattori [15]

The parameters of the problem are the vortex Mach number $\left(M_{v}\right)$ and the shock $\operatorname{strength}\left(M_{s}\right)$. The detailed structure of the flow field downstream of the shock are described in [13] as well as [15]. When the shock interacts with a vortex, the interaction shows a complex structure consisting of both reflected and diffracted shocks. The diffraction occurs to the half of the shock which gets pushed upstream and the reflection occurs to the half of the shock which is pushed downstream. Their classification is based on shock distortion in the near field and the topology for the classification of interaction is given in figure 3.5. Our interactions have not been indicated in the figure but do span all the three regions of the shock-vortex interaction map.

## Our Observation

In our computations we have considered an anti clockwise rotating vortex so that the top half of the vortex pushes the shock downstream and the other half of the vortex pulls it upstream. In the interaction, pressure field is symmetrical on the top and bottom half of the vortex whereas the velocity fields are not so, the top half
aiding the velocity upstream with the bottom half opposing the upstream velocity. The interaction being non linear causes two different kinds of disturbance to propagate along the shock. The disturbance caused by the interaction travels along the shock both upwards and downwards from the region of interaction.

The strength of the shock is related to the pressure disturbance monitored along the line AB shown in figure 3.2 and the shock shape change is observed by the change in the flow angle.

After the initial period of interaction there was little visible distortion of the shock in the contour plots. This may have misled some authors into assuming that the waves decay too rapidly to need consideration. We observe two different wave structures(pressure signal along AB ) propagating along the shock. A wave system comprising compression-expansion-compression (C-E-C) propagates in one direction, and a system comprising expansion-compression-expansion (E-C-E) in the other. The shock undergoes either regular reflection or Mach reflection along the half of the shock that pushes the shock downstream which carries the E-C-E wave structure and the shock exhibits diffraction along the half that is pulled upstream by the vortex which carries the C-E-C wave structure.

We calculated a variety of cases and studied them both from the viewpoint of near field shock distortion and far field wave propagation. The near field study is simply to confirm our calculations by verifying that they conform to the classifications of Grasso and Pirozolli [13]. We now present results for a few of these interactions.

### 3.3.2 Case 1 : Weak shock with $M_{s}=1.05$

First for the case of a normal weak shock with strength of $M_{s}=1.05$ is subjected to vortices with three different strengths of $M_{v}=0.1,0.5$ and 1.0. Both types of vortices are used. Two Rankine vortices with $r_{o}=2 r_{v}$ and $r_{o}=4 r_{v}$ are considered. For vortices with $r_{o}=4 r_{v}$, the vortex hits the shock at $\mathrm{t}=0.4762$ units.

The vortex pushes the top half of the shock and pulls the bottom half of the shock giving quite a smooth perturbation for weak vortex strength $M_{v}=0.1$ (refer figure 3.6). When the vortex strength is increased to $M_{v}=0.5$ the structure of shock undergoes a different pattern as can be seen in figure 3.7. The crossed shocks above the vortex were described in [13] as a regular reflection pattern. The same pattern is observed for $M_{v}=1.0$. Qualitatively similar results are observed for both types of vortices and also for both the composite vortices considered. The results for isentropic vortex is presented unless otherwise stated. The near field shock distortions conform to the classifications of Grasso and Pirozolli [13].

The nature of the waves at a later time for these three different vortex strengths is shown in figure 3.8 and 3.9. In every case the pattern of C-E-C and E-C-E waves develops, although not so cleanly for stronger vortices. The histories of the wave amplitudes are shown in figure 3.10. The change in pressure signal downstream $(\Delta p)$ is normalized with the pressure difference observed between the freestream and the vortex core $\left(\Delta p_{v}\right)$. The decay of the waves are plotted with reference decay slope between $t^{(-1 / 2)}$ and $t^{(-2)}$. The flow angle shows similar behavior as the one followed by the pressure signal(figure 3.8).

Although the features of the waves correspond quite closely to the predictions of the simple theories, most of the decay rates are roughly proportional to $t^{-1}$ or even $t^{-2}$ rather than $t^{\frac{-1}{2}}$. In these cases the waves decay quite quickly.


Figure 3.6: Weak Interaction : Time evolution of the pressure field showing the change in the shock structure for $M_{s}=1.05$ and $M_{v}=0.1$ with Contour levels - 24 levels from 1.05 to 1.117 in the left side and the monitored pressure signal on the right


Figure 3.7: Time evolution of the pressure field showing Regular reflection pattern in the shock structure for $M_{s}=1.05$ and $M_{v}=0.5$, Contour levels - 36 levels from 1.01 to 1.117. The plots on the right side indicate the pressure signal monitored

(a) snapshot of the pressure signal at various time intervals for $M_{v}=0.1$

(c) snapshot of the pressure signal at various time intervals $M_{v}=0.5$

(e) snapshot of the pressure signal at various time intervals $M_{v}=1.0$

(b) snapshot of flow angle at various time intervals for $M_{v}=0.1$

(d) snapshot of flow angle at various time intervals $M_{v}=0.5$

(f) snapshot of flow angle at various time intervals $M_{v}=1.0$

Figure 3.8: Pressure disturbance and flow angle change monitored along AB for shock strength $M_{s}=1.05$

(a) snapshot of the pressure signal with vary- (b) snapshot of flow angle with varying voring vortex strengths
tex strengths

Figure 3.9: Pressure disturbance and flow angle change monitored along $A B$ for shock strength $M_{s}=1.05$ and vortex strengths $M_{v}=0.1,0.5$ and 1.0 after $\mathrm{t}=$ 12 units.


Figure 3.10: Power law decay of amplitudes of the pressure signal for $M_{s}=1.05$.

### 3.3.3 Case 2: $M_{s}=1.4$

Here a normal shock with strength of $M_{s}=1.4$ is subjected to both type of vortices with four different strengths of $M_{v}=0.1,0.2,0.4$ and 0.8 . For the isentropic vortex and composite vortex with $r_{o}=4 r_{v}$ the interaction starts at $\mathrm{t}=0.357$ units.

Weak interaction is observed for $M_{v}=0.1$ and 0.2 . When the vortex strength is increased to $M_{v}=0.8$ the structure of shock undergoes a pattern of Regular reflection as observed for $M_{s}=1.05$, but at later times the Regular reflection transitions to Mach reflection pattern. Only Mach reflection is observed for $M_{v}=0.4$. This is shown in the figures 3.11 and 3.12. Qualitatively similar results are observed for both types of vortices and also for both the composite vortices considered. The near field shock distortions conform to the classifications of Grasso and Pirozolli [13].

Irrespective of whether the shock undergoes Regular reflection or Mach reflection formation of C-E-C and E-C-E wave structures are observed. The decay rates are roughly proportional to $t^{-1}$ or even $t^{-2}$ rather than $t^{\frac{-1}{2}}$. In these cases also the waves decay quite quickly.

A similar results were obtained for shock with strength $M_{s}=1.2$ and are not presented.


Figure 3.11: Time evolution of the pressure field showing Mach Reflection in the shock structure for $M_{s}=1.4$ and $M_{v}=0.4$, Contour levels -64 levels from 1.01 to 2.76 . The plots on the right side indicate the pressure signal monitored


Figure 3.12: Time evolution of the pressure field showing transition from Regular reflection to Mach reflection in the shock structure for $M_{s}=1.4$ and $M_{v}=0.8$, Contour levels - 64 levels from 1.01 to 2.94 . The plots on the right side indicate the pressure signal monitored

(a) snapshot of the pressure signal at various time intervals for $M_{v}=0.1$

(c) snapshot of the pressure signal at various
time intervals $M_{v}=0.4$

(e) snapshot of the pressure signal at various time intervals $M_{v}=0.8$

(b) snapshot of flow angle at various time intervals for $M_{v}=0.1$

(d) snapshot of flow angle at various time intervals $M_{v}=0.4$


Figure 3.13: Pressure disturbance and change in flow angle measured along AB for shock strength $M_{s}=1.4$

(a) snapshot of the pressure signal with varying vortex strengths

(b) snapshot of flow angle with varying vortex strengths

Figure 3.14: Pressure disturbance and change in flow angle measured along AB for shock strength $M_{s}=1.4$ and vortex strengths $M_{v}=0.1,0.2,0.4$ and 0.8 after $\mathrm{t}=8$ units


Figure 3.15: Power law decay of amplitudes of the pressure signal for $M_{s}=1.4$.

### 3.3.4 Case 4 : $M_{s}=1.7$

Again the same two types of vortices are used with four different strengths of $M_{v}=0.1,0.2,0.4$ and 0.8 . Two composite vortices with different outer radii $r_{o}=2 r_{v}$ and $r_{o}=4 r_{v}$ are also considered. The upstream vortex interaction starts at $\mathrm{t}=0.294$ units for the isentropic vortex and composite vortex with $r_{o}=4 r_{v}$.

The interactions considered here come under weak interaction and Mach reflection with no regular reflection of the shock observed. This again follows the classification of Grasso and Pirozolli [13].

The pressure signal with varying vortex strengths for all the vortices are plotted in figures $3.17,3.18$ and 3.19. The isentropic vortex and the composite vortex with same outer radius show almost similar wave structure. The C-E-C wave type shows a transition to the classical N wave whereas for the composite vortex with lesser outer radii a more clear N wave type pattern is observed. This is because more information is distributed along the shock because of higher interaction time in case of isentropic and composite vortex of the same outer radius. We can see qualitatively similar results for both types of vortices and also for both the composite vortices considered revealing the same nature of waves for any vortex structure. The decay profiles for composite vortex with $r_{o}=2 r_{v}$ shows a smooth decay and thus plotted.

The power law decay profiles indicate the decay of the C-E-C waves to follow closer to $t^{-1 / 2}$ for all the vortex strengths considered. For the case of isentropic vortex the C-E-C waves reaches the asymptotic limit and then starts decaying at $t^{-1 / 2}$.

The E-C-E waves decay at a faster rate of $t^{-2}$ for lower vortex strengths. With increasing vortex strengths they show a shift towards slower decay as seen in figures 3.20 and 3.21.

The waves show slower decay rates of $t^{\frac{-1}{2}}$ especially for the C-E-C wave type for all the vortex strengths and E-C-E wave type for higher vortex strengths agreeing well with the predictions of GSD theory.

(a) snapshot of the pressure signal at various time intervals for $M_{v}=0.1$

(c) snapshot of the pressure signal at various time intervals $M_{v}=0.4$

(e) snapshot of the pressure signal at various time intervals $M_{v}=0.8$

(b) snapshot of flow angle at various time intervals for $M_{v}=0.1$


Figure 3.16: Pressure disturbance and change in flow angle measured along $A B$ for shock strength $M_{s}=1.7$ and interaction with an isentropic vortex

(a) snapshot of the pressure signal with varying vortex strengths

(b) snapshot of flow angle with varying vortex strengths

Figure 3.17: Pressure disturbance and change in flow angle measured along AB for shock strength $M_{s}=1.7$ and vortex strengths $M_{v}=0.1,0.2,0.4$ and 0.8 after $\mathrm{t}=7$ units


(a) snapshot of the pressure signal with vary- (b) snapshot of flow angle with varying voring vortex strengths tex strengths

Figure 3.18: Pressure disturbance and change in flow angle measured along AB for shock strength $M_{s}=1.7$ and composite vortex with strengths $M_{v}=0.1$, $0.2,0.4$ and 0.8 and with $r_{o}=4 r_{v}$ after $\mathrm{t}=7$ units

(a) snapshot of the pressure signal with varying vortex strengths

(b) snapshot of flow angle with varying vortex strengths

Figure 3.19: Pressure disturbance and change in flow angle measured along AB for shock strength $M_{s}=1.7$ and composite vortex with $r_{o}=2 r_{v}$ and strengths $M_{v}=0.1,0.2,0.4$ and 0.8 at $\mathrm{t}=7$ units


Figure 3.20: Power law decay of amplitudes of the pressure signal for $M_{s}=1.7$ for an isentropic vortex


Figure 3.21: Power law decay of amplitudes of the pressure signal for $M_{s}=1.7$ for a composite vortex with $r_{o}=2 r_{v}$ showing a more smooth decay

### 3.3.5 Case 5: $M_{s}=2.0$

Again the same two types of vortices are used with four different strengths of $M_{v}=$ $0.1,0.2,0.4$ and 0.8 . The upstream vortex interaction starts at $\mathrm{t}=0.25$ units. Noise because of the carbuncle instability appears at later time in some of the computed solutions.

The interactions considered here come under weak interaction and Mach reflection with no regular reflection of the shock observed. This again follows the classification of Grasso and Pirozolli [13]. Since they follow a similar trend as observed for $M_{s}=2.0$ no contour plots are presented.

Qualitatively similar results are observed for both types of vortices and also for both the composite vortices considered.

For weak vortices the C-E-C wave undergoes still the formation of the N wave and within the computational domain considered they have not reached the asymptotic decay of $t^{\frac{-1}{2}}$.

The E-C-E waves decay closer to $t^{-2}$ for weak vortices and show shift in decay towards $t^{\frac{-1}{2}}$ with increasing vortex strengths. They agree closely with the predictions of GSD.

(a) snapshot of the pressure signal at various time intervals for $M_{v}=0.1$

(c) snapshot of the pressure signal at various
(e) snapshot of the pressure signal at various time intervals $M_{v}=0.8$
time intervals $M_{v}=0.4$


(b) snapshot of flow angle at various time intervals for $M_{v}=0.1$

(d) snapshot of flow angle at various time intervals $M_{v}=0.4$

(f) snapshot of flow angle at various time intervals $M_{v}=0.8$

Figure 3.22: Pressure disturbance and change in the flow angle measured along AB for shock strength $M_{s}=2.0$


Figure 3.23: Pressure disturbance and change in flow angle measured along AB for shock strength $M_{s}=2.0$ and vortex strengths $M_{v}=0.1,0.2,0.4$ and 0.8 after $\mathrm{t}=6$ units. The noise present is because of the presence of carbuncle instability


Figure 3.24: Power law decay of amplitudes of the pressure signal for $M_{s}=2.0$ for an isentropic vortex.

### 3.4 Decay rates

We observe from the set of numerical shock-vortex experiments

- With the increasing shock Mach number the difference between the fastest and the slowest decay rates increases. The fastest decay approaches a power law decay slope of -2.0 for all vortex strengths and the slowest rate approaches -0.5 and it is apparently less for weak vortices - strong shock configuration
- For weaker shocks there is less difference between the fast and the slow decay rates and it is seen that for all the vortex strengths considered they decay closer to the the power law slope of -1.0 . The decay slightly shift towards slower rates with increasing vortex strengths.
- For strong shocks and weak vortices there are cases that decay little if at all within the computational domain and we suppose they have not reached the asymptotic state and that they will decay eventually. This behavior was also observed in the predictions of GSD


### 3.5 Classification of the interactions

Grasso and Pirozolli classified shock vortex interaction on the basis of shock topology shortly after the encounter. Each type of interaction occurred in a certain region of the plane(refer figure 3.5). We found that a classification based on the decay rates of the waves yielded a different division of the plane. We classified the interactions as

- Fast decay
- Slow decay
though the distinction is not very clear, as it also depends on how symmetrically the waves are generated at the time of the interaction. The slow decay occurs for higher shock Mach numbers and becomes slowest with weaker vortices.

The amplitude of the C-E-C waves depends on the shock strength $M_{s}$ and increases uniformly with increase in the vortex strength $M_{v}$ whereas the amplitude of the E-C-E wave in particular seems to depend mainly on the vortex strength $M_{v}$. Our observations do not correlate well with the distinction as made in [13] for weak and strong interaction with the relevant parameter being $\frac{M_{v}}{M_{s}-1}$, whereas our parameter for the distinction between the fast and the slow rates of decay seems to be related by the parameter $M_{s}+\frac{M_{v}}{2}$.

### 3.6 Details from DNS on vortex strengths and validation of the computation

The motivation of our study on the shock and vortex interaction comes from the DNS studies revealing the interaction of the the discrete vortices along the foot of the shock. To quantify the strength of the vortices and the values which we have chosen in our study, we can do a simple non-dimensional study relating to the circulation of the separation bubble at the foot and relating it to the circulation around each vortices. The circulation around the bubble should be similar whether its boundary is continuous or formed with discrete vortices. A schematic setup is shown in the figure 3.25

Let $\Gamma$ be the circulation around the entire bubble then

$$
\begin{align*}
\Gamma & =U_{e} L=\Gamma_{v} N=2 \pi r_{c} M_{v} a_{e} N \\
\frac{M_{v}}{M_{e}} & =\frac{s}{2 \pi r_{c}} \approx 0.5 \tag{3.8}
\end{align*}
$$

with $U_{e}$ being the speed of the free-stream, $a_{e}$ being the speed of sound, $L$ being the reference length say the length of the bubble with $N$ the number of vortices, $\Gamma_{v}$ the circulation around each vortex, $r_{c}$ the radius of each vortex and $s$ the distance between each vortex.


Figure 3.25: Schematic setup of discrete vortices in the boundary layer of SBLI

The RMS fluctuation of the results from DNS are shown in figure 3.26, courtesy Sergio Pirozolli for sharing their DNS data and the plot with us. In the region traversed by the vortices, the rms fluctuation in Mach number is about 0.35 and since the maximum fluctuation will be much more than the ones shown in the plot, our value of the vortex strengths seem to be in the range of interest.

Another validation of our experiments was done by Professor Farhad Jaberi from Michigan state university with his graduate student computing the wave propagation for the case of $M_{s}=1.7$ and the vortex strength of $M_{v}=0.4$. They considered a fine mesh of $1500 \times 1500$ cells and used a fifth order scheme for the same setup. The numerical Schlieren of their experiment is shown in the figure 3.27 with the measured pressure signal in figure 3.28, and the decay rates are shown in the figure 3.29.

Their results show the same nature of C-E-C as well as the E-C-E waves being generated and the decay of their maximum being closer to $t^{\frac{-1}{2}}$. The quantitative difference between our results and their is in the amplitude of the E-C-E wave which is higher for their case and this could be possibly because of the lesser numerical dissipation that they have in their code.


Figure 3.26: Contour of fluctuation in Mach number from DNS results of SWBLI along the foot of the shock. Courtesy Sergio Pirozolli


Figure 3.27: Numerical Schlieren of shock-vortex interaction with $M_{s}=1.7$ and $M_{v}=$ 0.4


Figure 3.28: Wave structure in the pressure signal observed for shock-vortex interaction with $M_{s}=1.7$ and $M_{v}=0.4$ at different times


Figure 3.29: Power law decay for shock-vortex interaction with $M_{s}=1.7$ and $M_{v}=$ $0.4, \mathrm{p}^{*}$ represents the pressure downstream of the undisturbed shock

### 3.7 Inference from both Geometrical shock dynamcs(GSD) and Euler computations

The inferences we obtain from the study of shock vortex interaction using both Euler computation as well from the GSD model are listed as follows

- Whenever a shock wave is perturbed disturbances propagate away from the point of perturbation along the shock
- In 2-D flows this is qualitatively well represented by GSD even at large distances
- With the passage of a vortex through a normal shock, the asymmetry of the interaction leads to two different waves of different nature one being C-E-C wave and the other E-C-E waves that propagate along the shock
- Qualitatively similar wave structures is predicted by GSD with even a simple symmetric initial condition though there is no direct correspondence with the exact strength of the shock when it is perturbed by the vortex
- In terms of the disturbance in the shape of the shock, Euler computation provides results indicating that not much of visual distortion is seen at larger distances from the point of interaction of the vortex
- The wave decay as predicted by Euler computation varies between $t^{\frac{-1}{2}}$ and $t^{-2}$. For weak shocks the decay is $t^{-1}$ for both the maximum and minimum of the waves indicating both the waves decay at the same rates
- The prediction by GSD in terms of the decay rate is closer to $t^{\frac{-1}{2}}$ for slowly decaying waves and $t^{-2}$ for the fast waves indicating that GSD models well for shocks of higher strengths

Overall we conclude from the study of shock-vortex interaction both using Euler computation as well as GSD, the waves that travel along the shock do decay at large
distances and that those noises that travel along the shock would play a substantial role in studying the dynamics of shock trains. In real shock-trains there are disturbances from the side walls and thus it necessitates the development of the theory of GSD to study shock-surfaces. A three-dimensional, geometric version of GSD for shock surfaces and a numerical scheme to solve it is proposed in the next chapter.

## CHAPTER IV

## Shock surface propagation in 3D flows

In real shock trains at the inlets of Scramjet engines, turbulent boundary layers will be present along the side walls and will give perturbations along the shocks. The interaction is 3-D with the effect of disturbances from the side walls also. We shall here propose the extension of GSD to study the dynamics of shock surfaces. A formulation was given earlier by Whitham [38] and its numerical implementation done by Schwendeman [31] to study the stability of converging spherical and cylindrical shocks. Their equations were 3-D analogous to the supersonic potential flow. However that formulation followed the lines described for 2-D propagation into a moving freestream. This has the same unfortunate features discussed in section 2.6.1.

Here we retain the formulation of solving the governing equations in the 2-D raytime coordinates treating it analogously to the Lagrangian approach for Godunov type methods for Euler equations[16].

### 4.1 Governing Equations of Geometrical shock dynamics(GSD) for Shock surfaces

We again return to the simple case of a shock moving into a stationary medium, and consider the set of surfaces $t=$ const that represent the shockwave in a sequence of locations, together with the set of lines orthogonal to these surfaces. We shall call


Figure 4.1: Part of the shock/ray net for a three-dimensional shock propagating into a stationary medium. If the medium is in uniform motion with velocity $\mathbf{u}_{0}=a_{0} \mathbf{m}_{0}$, then the "box lid" will be displaced through a distance $\mathbf{m}_{0} d \mathrm{t}$, and the rays will be sheared.
these as ray surfaces.
We introduce along the shock surface coordiates $\xi=$ const, $\eta=$ const, but not necessarily orthogonal to each other ${ }^{1}$. A computational unit comprises a small patch of shock surface, bounded by line elements $\mathbf{g}_{1} d \xi, \mathbf{g}_{2} d \eta$. We define $\mathbf{m}$ as a vector normal to the shock surface directed along a ray, where rays by definition are perpendicular to the shock surfaces. The magnitude of $\mathbf{m}$ is the normal Mach number. The "conservation law", which is purely geometrical here as in two dimensions, is merely that the small parallelepiped created by propagating the patch in time has a closed surface. The setup is shown in the figure 4.1

$$
\begin{equation*}
\partial_{t}\left(\mathbf{g}_{1} \times \mathbf{g}_{2}\right)+\partial_{\xi}\left(\mathbf{g}_{2} \times \mathbf{m}\right)+\partial_{\eta}\left(\mathbf{m} \times \mathbf{g}_{1}\right)=0 \tag{4.1}
\end{equation*}
$$

This is readily proved by noting that $\mathbf{m}=\partial_{t} \mathbf{x}, \mathbf{g}_{1}=\partial_{\xi} \mathbf{x}, \mathbf{g}_{2}=\partial_{\eta} \mathbf{x}$. The discrete version is that the six vectors representing normals to the six faces must sum to zero. This appears rather different from the corresponding two-dimensional equation (2.2), because it deals with the time-derivative of a vector $\mathbf{g}_{1} \times \mathbf{g}_{2}$ that is normal to the

[^4]shock front, whereas (2.2) deals with the time derivative of a vector $\mathbf{g}$ that lies in the shock front. To see that they are compatible, cross (2.2) with $\mathbf{e}_{z}$, the unit vector perpendicular to the $x y$-plane.

If the normal to the shock surface is taken to be $\mathbf{n}$, then we have $\mathbf{g}_{1} \times \mathbf{g}_{2}=g \mathbf{n}$ where $g$ has the dimensions of area, and also $\mathbf{m}=m \mathbf{n}$. Hence

$$
\begin{equation*}
\partial_{t}\left(\frac{g(m)}{m} \mathbf{m}\right)+\partial_{\xi}\left(\mathbf{g}_{2} \times \mathbf{m}\right)+\partial_{\eta}\left(\mathbf{m} \times \mathbf{g}_{1}\right)=0 \tag{4.2}
\end{equation*}
$$

which simplifies to give the non-conservative evolution equations

$$
\begin{equation*}
\partial_{t}\left(\frac{g(m)}{m} \mathbf{m}\right)+\partial_{\eta} \mathbf{x} \times \partial_{\xi} \mathbf{m}-\partial_{\xi} \mathbf{x} \times \partial_{\eta} \mathbf{m}=0 \tag{4.3}
\end{equation*}
$$

These can be analyzed to find the domain of dependence by seeking plane waves $\mathbf{m}=\exp i\left(\omega t+k_{1} \xi+k_{2} \eta\right)$. After some algebra, the dispersion relationship turns out to be;

$$
\frac{g^{2} \omega^{2}}{m^{2}}=\left(k_{1} \mathbf{g}_{2}-k_{2} \mathbf{g}_{1}\right) \cdot\left(k_{1} \mathbf{g}_{2}-k_{2} \mathbf{g}_{1}\right)
$$

The evolution of each line element follows from

$$
\begin{equation*}
\partial_{t} \mathbf{g}_{\alpha}=\mathbf{g}_{\alpha} \cdot \nabla \mathbf{m}, \quad \alpha=1,2 . \tag{4.4}
\end{equation*}
$$

where $\nabla$ represents the gradients in the physical space. From this pair of equations, one can derive an invariant quantity, thus

$$
\begin{equation*}
\partial_{t}\left(\mathbf{g}_{1} \cdot \nabla \mathbf{g}_{2}-\mathbf{g}_{2} \cdot \nabla \mathbf{g}_{1}\right)=0 \tag{4.5}
\end{equation*}
$$

This merely states that the outline of the patch remains closed. However, we see below that it does have some numerical significance.


Figure 4.2: The propagation of a shock patch along rays

### 4.2 Numerical setup

A numerical scheme will advance from one shock surface to the next, and an obvious strategy would be to treat each computational unit as a finite volume, computing the "fluxes", $\mathbf{g}_{\alpha} \times \mathbf{m}$ on each of the four faces. However, that creates a slight awkwardness, because $\mathbf{g}_{\alpha} \times \mathbf{m}$ also represents the motion of the face by defining the vector normal to it in $\mathbf{x}$. Where four faces meet at one vertex, it is not possible for the path of the vertex to lie in all of them. This is the same difficulty that has bedevilled attempts to create Lagrangian versions of Godunov-type methods [16]. The cure is the same, to focus instead on the motion of the cell vertices (there the path lines, here the rays). The new patch is then formed simply by joining the new vertices and closure of the patch boundary is automatic. This result is the same as the one found found by Morton and Roe [20] for the acoustic wave system, where the vorticity is the invariant, and is preserved by a finite-volume scheme if and only if the fluxes are evaluated at vertices. The numerical setup and the scheme is given as follows.

Let the motion of the shock be represented by a series of surfaces, each coinciding with the shock location at a particular time $t$. Define a ray to be a line whose direction
is always normal to the shock surface, and hence define a ray tube as shown in the figure 4.2. Let $\xi, \eta$ be an arbitrary pair of coordinates that propagate along the rays, so that we have the co-ordinate system $(\xi, \eta, t)$ defined for all time along the shock surface. Here in the figure 4.2 the shock patch ABCD propagates to the closed patch EFGH along the rays.

The shock surface propagates normal to itself at speed $\mathrm{m}^{2}$, the distance AE is for example $m \Delta t$. Defining $\mathbf{g}_{1}=\partial_{\xi} \mathbf{x}$, then $\mathrm{AB}=\mathbf{g}_{1} \Delta \xi$ and $\mathbf{g}_{2}=\partial_{\eta} \mathbf{x}$ and $\mathrm{AD}=\mathbf{g}_{2} \Delta \eta$. The fact that the ABFE is a closed quadrilateral (as seen from the geometrical nature of GSD for 2-D shocks) gives

$$
\begin{equation*}
\partial_{t} \mathbf{g}_{1}=\partial_{\xi} \mathbf{m} \tag{4.6}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
\partial_{t} \mathbf{g}_{2}=\partial_{\eta} \mathbf{m} \tag{4.7}
\end{equation*}
$$

From the Area-Mach relation we have that

$$
\begin{equation*}
\frac{\partial \mathbf{m}}{\partial t}=\frac{d \mathbf{m}}{d \mathbf{A}} \frac{\partial \mathbf{A}}{\partial t} \tag{4.8}
\end{equation*}
$$

where $\mathbf{A}$ represents the area vector of the shock patch or the ray tube with

$$
\begin{equation*}
\mathbf{A}=\left(\mathbf{g}_{1} \times \mathbf{g}_{2}\right) d \xi d \eta=\mathbf{g} d \xi d \eta=g \mathbf{n} d \xi d \eta \tag{4.9}
\end{equation*}
$$

[^5]\[

$$
\begin{align*}
\frac{\partial \mathbf{m}}{\partial t} & =\frac{d \mathbf{m}}{d \mathbf{A}} \frac{\partial \mathbf{A}}{\partial t} \\
& =\frac{d \mathbf{m}}{d \mathbf{g}} \frac{\partial\left(\mathbf{g}_{1} \times \mathbf{g}_{2}\right)}{\partial t} \\
& =\frac{d \mathbf{m}}{d \mathbf{g}}\left(\partial_{t} \mathbf{g}_{1} \times \mathbf{g}_{2}+\mathbf{g}_{1} \times \partial_{t} \mathbf{g}_{2}\right) \\
& =\frac{d \mathbf{m}}{d \mathbf{g}}\left(\mathbf{g}_{1} \times \partial_{t} \mathbf{g}_{2}-\mathbf{g}_{2} \times \partial_{t} \mathbf{g}_{1}\right) \\
& =\frac{d \mathbf{m}}{d \mathbf{g}}\left(\mathbf{g}_{1} \times \partial_{\eta} \mathbf{m}-\mathbf{g}_{2} \times \partial_{\xi} \mathbf{m}\right) \tag{4.10}
\end{align*}
$$
\]

with $\frac{d \mathbf{m}}{d \mathbf{g}}$ representing the Jacobian and writing it in terms of the components of $\mathbf{m}$ and $\mathbf{g}$ we have ${ }^{3}$

$$
\begin{gather*}
\left(\begin{array}{lll}
\partial_{g_{1}} m_{1} & \partial_{g_{2}} m_{1} & \partial_{g_{3}} m_{1} \\
\partial_{g_{1}} m_{2} & \partial_{g_{2}} m_{2} & \partial_{g_{3}} m_{2} \\
\partial_{g_{1}} m_{3} & \partial_{g_{2}} m_{3} & \partial_{g_{3}} m_{3}
\end{array}\right) \\
m_{i}=m\left(\sqrt{g_{1}^{2}+g_{2}^{2}+g_{3}^{2}}\right) \frac{g_{i}}{\sqrt{g_{1}^{2}+g_{2}^{2}+g_{3}^{2}}}=m(g) \frac{g_{i}}{g}  \tag{4.11}\\
\frac{\partial m_{i}}{\partial g_{i}}=\frac{\partial m}{\partial g} \frac{g_{i}^{2}}{g^{2}}+\frac{m}{g}\left(1-\frac{g_{i}^{2}}{g^{2}}\right) \\
\frac{\partial m_{i}}{\partial g_{j}}=\frac{g_{i} g_{j}}{g^{2}}\left(\frac{\partial m}{\partial g}-\frac{m}{g}\right), \quad i \neq j \tag{4.12}
\end{gather*}
$$

Note the difference in the Jacobian's between the 2-D GSD case where $\mathbf{m}$ and $\mathbf{g}$ are orthogonal to each other whereas in 3-D case they are in the same direction. This is a consequence of the definition of the area vector of the shock segment in 2-D and 3-D space.

[^6]

Figure 4.3: Numerical setup of a shock patch at an instant $t$

## Scheme

There are some choice of storage locations for the variables $\mathbf{g}_{1}, \mathbf{g}_{2}$ and $\mathbf{m}$. The most natural one seems to be that of defining the average values of $\mathbf{g}_{1}, \mathbf{g}_{2}$ along the lines $\xi$ and $\eta$ respectively and defining $\mathbf{m}$ along the cell center as shown in the figure 4.3 As stated above we have $\mathbf{m}_{o}$ at the cell center and $\mathbf{g}_{1}, \mathbf{g}_{2}$ at one of the edges as shown. The predictor corrector scheme based on rotated Richtmyer method [28] can be used to get the updates. Averaging $\mathbf{m}$ to the vertices ${ }^{4}$ from the cells adjacent to it

$$
\begin{equation*}
\mathbf{m}_{0}^{\prime}=\mu_{\xi} \mu_{\eta} \mathbf{m}_{0} \tag{4.13}
\end{equation*}
$$

where $\mu$ is an averaging operator and $\delta$ is the difference operator(will be used later). Thus at time $t$ the cell centered average of $\mathbf{m}$ values are distributed along the vertices $\mathrm{A}, \mathrm{B}, \mathrm{C}$ and D as shown.

[^7]

Figure 4.4: Nodal setup

## Predictor-step

In the predictor step the edges are updated using the relation

$$
\begin{align*}
& \mathbf{g}_{1}^{1 / 2}=\mathbf{g}_{1}+\frac{\Delta t}{2} \delta_{\xi} \mathbf{m}_{0}^{\prime}=\mathbf{g}_{1}+\frac{\Delta t}{2}\left(\mathbf{m}_{B}^{\prime}-\mathbf{m}_{A}^{\prime}\right)  \tag{4.14}\\
& \mathbf{g}_{2}^{1 / 2}=\mathbf{g}_{2}+\frac{\Delta t}{2} \delta_{\eta} \mathbf{m}_{0}^{\prime}=\mathbf{g}_{2}+\frac{\Delta t}{2}\left(\mathbf{m}_{D}^{\prime}-\mathbf{m}_{A}^{\prime}\right) \tag{4.15}
\end{align*}
$$

and the edges by the relation(the set up is shown in figure 4.4)

$$
\begin{equation*}
\mathbf{m}_{A}^{\prime 1 / 2}=\mathbf{m}_{A}^{\prime}+\frac{\overline{d \mathbf{m}}}{d \mathbf{g}} \frac{\Delta t}{2}\left(\mu_{\xi} \mathbf{g}_{1} \times \mu_{\xi} \delta_{\eta} \mathbf{m}-\mu_{\eta} \mathbf{g}_{2} \times \mu_{\eta} \delta_{\xi} \mathbf{m}\right) \tag{4.16}
\end{equation*}
$$

where the average of $\mathbf{g}_{1}$ and $\mathbf{g}_{2}$ comes from the left and right values as indicated in the figure 4.4). The indication of as $L$ and $R$ to the values of $\mathbf{g}_{1}$ and $\mathbf{g}_{2}$ is to represent the adjacent locations with respect the nodal $\mathbf{m}$. The difference operators is operated on the cell center values of $\mathbf{m}$ and then averaged to get the derivative of $\mathbf{m}$ along the node. The average of the Jacobian follows a similar rule to that of the 2-D numerical setup 2.10. The value of $\mathbf{m}$ and $\mathbf{A}$ for the adjacent four cells are averaged to the
vertex and the Jacobian is obtained for that average value.

## Corrector-step

Using the predicted data to update for full $\Delta t$ we can first update the line segments

$$
\begin{align*}
& \mathbf{g}_{1}^{1}=\mathbf{g}_{1}+\Delta t \frac{\left(\mathbf{m}_{B}^{\prime}-\mathbf{m}_{A}^{\prime}\right)}{\Delta \xi}  \tag{4.17}\\
& \mathbf{g}_{2}^{1}=\mathbf{g}_{2}+\Delta t \frac{\left(\mathbf{m}_{D}^{\prime}-\mathbf{m}_{A}^{\prime}\right)}{\Delta \eta} \tag{4.18}
\end{align*}
$$

The value of $\mathbf{m}$ along the cell can be obtained either using the relation 4.16 along the cell averaged values or either from the Area-Mach relation.

Since we know the propagation speed and direction of Mach number along the nodes from the predictor step we could propagate the solution in the physical space and thus obtain the physical area of the new cell or the shock patch at the next time step. This new area of the shock patch could also be obtained using 4.17 and 4.18. In a simpler sense the step on the updates of $\mathbf{g}_{1}$ and $\mathbf{g}_{2}$ could be done once the position of the new shock at the next time interval is known. That is, all we require is the update based on the equation 4.16.

In order to calculate propagation into a moving medium, similar to the 2-D setup it is only necessary to add the solution in the physical space to the velocity of the free-stream say $\left(m_{0}, 0,0\right)$.

### 4.3 3D Test Cases

### 4.3.1 A Riemann problem

To verify the numerical scheme we consider a 1-D case. Consider the case of a moving planar shock which has a uniform distribution of Mach strong along one ray coordinate and a jump along the other ray coordinate. The boundary conditions are
taken to be non-reflecting(zero-gradient)conditions so that the waves that leave the boundary are not reflected back. This problem setup is not more physical but taken for mathematical convenience to see how well the numerical scheme does in capturing the shock-shock and the expansion along the shock. The shock surface is of $10 \times 10$ units in the $y-z$ plane, propagating along the positive $x$-axis with a Mach strength of 1.5 along the bottom half and then with the Mach strength of 1.35 along the top half of the shock. This is more of a 2-D problem with jump in Mach number along a normal shock. A structured mesh along the $\xi-\eta$ plane is considered with $100 \times 100$ cells.

The solution in the $\xi-\eta$ plane for the distribution of shock strength $m$ is given in figure 4.5 and 4.6 . As can be seen with the initial data there are development of two different waves with the expansion wave going to the left and a shock-shock going towards the right. The proposed numerical scheme is second order accurate scheme and produces oscillations while predicting the shock-shock structure as cane be seen in figure 4.6.

The shock surface in the physical space is shown in figure with the contour of Mach number distribution along in the figure 4.7.

### 4.3.2 Modeling of shock - vortex ring interaction

The previous case was helpful in studying the numerical scheme from a simple Riemann problem pertaining to the equations of GSD. Now to understand the 3-D effects along the shock surface an IVP is modeled. Similar to the case of having a shock interacting with a vortex in 2-D flows here we model the shock getting perturbed by its interaction with a vortex ring. Numerical studies of this setup is found in the works of Takayama etal. [11] and experimental results for the interaction of a spherical shock with a vortex ring has been done by Minota [18].

Consider a plane stationary shock which interacts with a vortex ring that passes
through the shock. Analogous to the case of shock-vortex interaction being modeled as IVP in Mach distribution for 2-D flows here the shock-vortex ring interaction is modeled as an IVP in Mach distribution along the shock surface with a periodic perturbation in the radial direction.

Consider a standing shock surface of $10 \times 10$ units in the $y-z$ plane with Mach strength of 1.5. A sinusoidal perturbation along radial direction in Mach strength of 0.1 amplitude is given along a ring with inner radius of 1 units and outer radius of 2 units. A structured mesh along the $\xi-\eta$ plane is considered with $100 \times 100$ cells.

The contour of the Mach strength along the shock surface is plotted in figure 4.8. We observe two waves one moving radially inward and the other moving outward. When the inner moving wave collapses it gives rise to new maxima and minima of the shock strength. For the above case considered the maximum shock strength obtained is 2.04 and 1.31. Since we have a scheme which predicts oscillations it is still not clear whether the waves that are found in-between the outward going wave and the inward going waves are due to numerical oscillations and also the peaks being obtained along the center are because of the interaction of those oscillations.

## Note on the Numerical scheme

The numerical scheme is of second order accurate with half time stepping and gives oscillations while trying to compute shock-shocks. The only equation that we would like to solve is to advance the shock-patch given by the equation 4.16 and once we know the shock-position other parameters can be computed. Compare this with the 2-D GSD equation 2.10 for the update of the flux. The difference is that the solution at the predictor step is reconstructed and then limited to avoid oscillations near the discontinuities. A similar procedure needs to be followed to restrict the oscillations especially near the shock-shocks, but in 2-D GSD we have the non-conservation form of the equations which could be implemented using a Hancock scheme with the
variables to be reconstructed being the ray angle and the Mach number of the shock. The numerical method implemented for 3-D GSD needs to be augmented with some limiter mechanism and this is left as a future work.

(a) Initial $m$ distribution along the shock sur- (b) $m$ distribution along the shock surface after face having a jump in the strength along one $t=0.625$ units ray coordinate

(c) m distribution along the shock surface after (d) m distribution along the shock surface after $\mathrm{t}=1.25$ units $\mathrm{t}=1.875$ units

Figure 4.5: GSD results: Riemann problem with left running expansion wave along the shock surface and a right running shock-shock

(a) $m$ distribution along the shock surface after (b) m distribution along the shock surface after $\mathrm{t}=2.5$ units

(b) $m$ distribution along the shock surface after

Figure 4.6: Riemann problem with left running expansion wave along the shock surface and a right running shock-shock showing well resolved expansion but oscillations along shock-shock


Figure 4.7: Shock surface propagating along the positive x axis. Shock surface at t $=0,0.625,1.25,1.875$ and 2.5 units

(a) Initial $m$ distribution along the shock sur- (b) $m$ distribution along the shock surface afface having a jump in the strength along one ter $t=0.625$ units ray coordinate

(c) m distribution along the shock surface af- (d) m distribution along the shock surface after $\mathrm{t}=1.25$ units ter $\mathrm{t}=1.875$ units

Figure 4.8: GSD results: Solution to vortex-ring interaction using GSD showing waves going radial direction

(a) $m$ distribution along the shock surface af- (b) m distribution along the shock surface after $\mathrm{t}=2.5$ units ter $\mathrm{t}=2.5$ units in a different view showing the minimum

Figure 4.9: Vortex-ring solution showing waves in the radial direction at a later time showing the maximum and the minimum

## CHAPTER V

## Conclusions and Future work

Based on our studies and the results we summarize the observations. When shocks are perturbed they send out disturbances that propagate along them. In 2-D flows this is well predicted by the theory of GSD even at large distances. The theory of shock dynamics with a good numerical implementation, displays intricate detail in the long-time behavior of shock-waves.

In 2-D flows when a shock is perturbed by a vortex, the asymmetry of the interaction leads to waves of different character being sent in each direction. The wave structures are identified and classified as C-E-C and E-C-E type. They are present in Euler computations and are also predicted by GSD. The long range behavior of each wave type is similar to solutions of Burger's equation and their wave decay. Typically C-E-C wave type undergoes a decay of $t^{-\frac{1}{2}}$ once it reaches the asymptotic limit. The behavior of E-C-E wave is complicated when the wave type is not symmetrical.

Shock with lower strengths predict the decay of $t^{-1}$ for both the wave types from Euler computations. The predictions of GSD are qualitatively correct when the shock is strong. In Euler computation of such cases we always observe at least one family of waves that decay at $t^{-\frac{1}{2}}$. This indicates that noise propagation may play an important role in studying shock trains. The interaction of waves of opposite family occurs when oblique shock interacts with multiple vortices at the same point of interaction.

However, our observation for a shock interacting with two vortices reveals that a C-E-C wave and an E-C-E wave, they pass through each other essentially unchanged. These results about the wave decay reveal that in the SBLI problem, the disturbances along the shock may travel larger distances. The side walls along the inlet of scramjet engines may give additional disturbances and could explain some of the occurring instabilities. An extension of GSD to predict shock propagation in 3-D flows is implemented with scheme predicting numerical oscillations. A 3-D limiter for the proposed scheme and its implementation to study shock trains at engine inlets is left for future work.

## APPENDICES

## APPENDIX A

## Area Mach Model 1

## Whitham's Model

Consider a shock propagating down a tube of slowly varying cross section $A(x)$ varying as a function of x . The flow for $x<0$ is uniform with constant cross sectional area $A_{0}$ and for $x>0$ the cross sectional area is varying slowly with the condition $\frac{\left|A(x)-A_{0}\right|}{A_{0}} \ll 1$. The average quasi one dimensional equations of the inviscid compressible flow are

$$
\begin{array}{r}
\partial_{t} \rho+u \partial_{x} \rho+\rho \partial_{x} u+\rho u \frac{A^{\prime}(x)}{A(x)}=0 \\
\partial_{t} u+u \partial_{x} u+\frac{\partial_{x} p}{\rho}=0 \\
\partial_{t} p+u \partial_{x} p-a^{2}\left(\partial_{t} \rho+u \partial_{x} \rho\right)=0 \tag{A.3}
\end{array}
$$

with $\rho, p, u, a$ denoting the density, pressure, particle velocity and local sound speed. Sound speed is defined by $a^{2}=\left(\frac{\partial p}{\partial \rho}\right)_{S}=\frac{\gamma p}{\rho}$ with S being the entropy of the particle. The assumption is that the shock propagates into a uniform medium at rest, characterized by a density $\rho_{0}$, pressure $p_{0}$ and sound speed $a_{0}$.

Let U define the speed of the shock and M define the Mach number of the shock so that $M=\frac{U}{a_{0}}$. From the classic Rankine Hugoniot relations across the shock we can write

$$
\begin{array}{r}
u=\frac{2 a_{0}}{\gamma+1}\left(M-\frac{1}{M}\right) \\
p=\frac{\rho_{0} a_{0}^{2}}{\gamma(\gamma+1)}\left(2 \gamma M^{2}-(\gamma-1)\right) \\
\rho=\frac{\rho_{0}(\gamma+1) M^{2}}{(\gamma-1) M^{2}+2} \tag{A.6}
\end{array}
$$

The sound speed can be given as

$$
\begin{array}{r}
a=\frac{a_{0} \mu\left(2 \gamma M^{2}-(\gamma-1)\right)}{(\gamma+1) M} \\
\mu^{2}=\frac{(\gamma-1) M^{2}+2}{2 \gamma M^{2}-(\gamma-1)} \tag{A.8}
\end{array}
$$

In the problem set up we have at large distance behind $x=0$ the downstream state characterized by sound speed, density and particle velocity defined by $a_{1}, p_{1}$ and $u_{1}$ respectively. In order to obtain the solution of the quasi 1-D Euler equation for the region $x>0$ we can linearize the equations A. 1 about the initial uniform state in $x<0$ as the tube is slowly varying. The linearized equations are given as

$$
\begin{align*}
\partial_{t} \rho+u_{1} \partial_{x} \rho+\rho_{1} \partial_{x} u+\rho_{1} u_{1} \frac{A^{\prime}(x)}{A(x)} & =0  \tag{A.9}\\
\partial_{t} u+u_{1} \partial_{x} u+\frac{\partial_{x} p}{\rho_{1}} & =0  \tag{A.10}\\
\partial_{t} p+u_{1} \partial_{x} p-a_{1}^{2}\left(\partial_{t} \rho+u_{1} \partial_{x} \rho\right) & =0 \tag{A.11}
\end{align*}
$$

where $\rho, p, u$ and $A^{\prime}(x)$ represent $\rho-\rho_{1}, p-p_{1}, u-u_{1}$ and $\left(A(x)-A_{0}\right)^{\prime}$. So from the problem set up we know that along the $u_{1}+a_{1}$ characteristics the invariants do not
change. Writing the characteristic form of the equation

$$
\begin{equation*}
\left(\partial_{t}+\left(u_{1}+a_{1}\right) \partial_{x}\right)\left(p+\rho_{1} a_{1} u\right)+\rho_{1} a_{1}^{2} u_{1} \frac{A^{\prime}(x)}{A_{0}}=0 \tag{A.12}
\end{equation*}
$$

along $\frac{d x}{d t}=u_{1}+a_{1}$ which can be integrated to give

$$
\begin{equation*}
\left(p-p_{1}\right)+\rho_{1} a_{1}\left(u-u_{1}\right)=\frac{-\rho_{1} a_{1}^{2} u_{1}}{u_{1}+a 1} \frac{A(x)-A_{0}}{A_{0}} \tag{A.13}
\end{equation*}
$$

Denoting $M_{0}$ as the strength of the shock when its moving in the uniform part of the tube for $x<0$ and M being the strength when it has moved some distance along the tube of varying cross section then we can write

$$
\begin{align*}
& p-p_{1}=\left.\frac{d p}{d M}\right|_{M_{0}}\left(M-M_{0}\right)  \tag{A.14}\\
& u-u_{1}=\left.\frac{d u}{d M}\right|_{M_{0}}\left(M-M_{0}\right) \tag{A.15}
\end{align*}
$$

Now $\rho_{1}, p_{1}, u 1, a_{1}$ can be written as a function of $M_{0}$ from the Rankine Hugoniot jump relations across the shock for the uniform conditions behind the shock which after simplification gives the relation

$$
\begin{equation*}
\frac{A(x)-A_{0}}{A_{0}}=-g\left(M_{0}\right)\left(M-M_{0}\right) \tag{A.16}
\end{equation*}
$$

with

$$
\begin{equation*}
g(M)=\frac{M}{M^{2}-1}\left(1+\frac{2}{\gamma+1} \frac{1-\mu^{2}}{\mu}\right)\left(1+2 \mu+\frac{1}{M^{2}}\right) \tag{A.17}
\end{equation*}
$$

The above equation for the Area change is written in the discrete sense, but assuming the change to be continuous give the relation

$$
\begin{equation*}
\frac{1}{A} \frac{d A}{d M}=-g(M) \tag{A.18}
\end{equation*}
$$

which can be integrated to get the Area-Mach relation, which is

$$
A f(z)=\text { constant }
$$

where

$$
\begin{align*}
& f(z)= z^{\frac{1}{\gamma}}(z-1)\left(z+\frac{\gamma-1}{\gamma+1}\right)^{-\frac{1}{2}}\left[\frac{1+R}{1-R}\right] \sqrt{\frac{\gamma}{2(\gamma-1)}}\left(\frac{R-\left(\frac{\gamma-1}{2 \gamma}\right)^{\frac{1}{2}}}{R+\left(\frac{\gamma-1}{2 \gamma}\right)^{\frac{1}{2}}}\right) \\
& \quad \times \exp \left[\left(\frac{2}{\gamma-1}\right)^{\frac{1}{2}} \tan ^{-1} \frac{2 \gamma^{\frac{1}{2}} R}{\gamma-1}\right] \\
& \quad R=\left[1+\frac{\gamma+1}{(\gamma-1) z}\right]^{\frac{-1}{2}} ; \quad z=\frac{2 \gamma}{\gamma+1} m^{2}-\frac{\gamma-1}{\gamma+1} \tag{A.19}
\end{align*}
$$

## APPENDIX B

## Area Mach Model 2

## Closure Equations from Prasad for Curved Weak shocks

The system of equations given by Prasad et.al [19] to close the Area Mach relations is based on considering the information of the gradients behind the shock. The detailed derivation is available in [19]. Again reiterating the geometric conservation law

$$
\begin{align*}
& (G \sin \theta)_{t}+(M \cos \theta)_{\xi}=0  \tag{B.1}\\
& (G \cos \theta)_{t}-(M \sin \theta)_{\xi}=0 \tag{B.2}
\end{align*}
$$

where $\theta$ representing the ray angle with respect to a fixed reference axis, $M$ being the strength of the shock and G being the metric along the shock. The closure between G and M comes by considering the gradient N behind the shock so that N is a measure of the rate of steepening of the non linear waves behind the shock.

$$
\begin{align*}
\left(G(M-1)^{2}\right)_{t}+2 G(M-1)^{2} N & =0  \tag{B.3}\\
\left(G(M-1)^{4} N^{-2}\right)_{t} & =0 \tag{B.4}
\end{align*}
$$

This set of equations has not been used in our simulations of GSD.

## Closure relation used in this work

For weak non linear wavefronts the governing equations was derived in a polytropic gas by writing the wave propagation equation along the ray coordinates and assuming weak shock assumption which provides the governing equations and closure between G and M. The governing equations are still the same B. 2 as indicated above but now the closure between G and M is given by

$$
\begin{equation*}
G(M)=\frac{f(\xi)}{(M-1)^{-2} \exp ^{2(M-1)}} \tag{B.5}
\end{equation*}
$$

where $f(\xi)$ is determined from the distribution of the intensity of M on the initial wavefront. The detailed derivation is given in Chapter 6 of Prasad [24]. Since this formulation doesn't involve the gradient N behind the shock, we have used equation B. 5 for simplicity in our computations.

## APPENDIX C

## Behavior of E-C-E wave

## Dynamics of E-C-E wave

Consider an initial data to the Burger's equation for a scalar $u$ as shown in the figure C.1. Defining the initial data

$$
\begin{equation*}
u_{L}=M\left(1+\frac{x}{d_{L}}\right), \quad u_{R}=-N\left(1-\frac{x}{d_{R}}\right) \tag{C.1}
\end{equation*}
$$

and $u(x, t)=0$ outside of $x \epsilon\left[-d_{L}, d_{R}\right]$ If each part of the solution evolves independently then we can write the solution in the smooth region

$$
\begin{equation*}
u_{L}(x, t)=\frac{M\left(d_{L}+x\right)}{d_{L}+M t}, \quad u_{R}(x, t)=\frac{-N\left(d_{R}-x\right)}{d_{R}+N t} \tag{C.2}
\end{equation*}
$$

A shock will form along the path defined by

$$
\begin{equation*}
\frac{d x_{S}}{d t}=\frac{u_{L}+u_{R}}{2} \tag{C.3}
\end{equation*}
$$



Figure C.1: Initial data for a generic E-C-E wave
which can be integrated with the initial condition, $x(0)=0$ to give

$$
\begin{equation*}
x_{S}(t)=\frac{\sqrt{\left(d_{L}+M t\right)\left(d_{R}+N t\right)}(N+M) \sqrt{d_{L} d_{R}}-(N+M) d_{L} d_{R}-M N\left(d_{L}+d_{R}\right) t}{M d_{R}-N d_{L}} \tag{C.4}
\end{equation*}
$$

Let us call the maximum and the minimum of the wave amplitudes $u_{M}(t)$ and $u_{N}(t)$ respectively, then by inserting the value of $x_{S}$ in C. 2 we get

$$
\begin{gather*}
u_{M}(t)=\frac{M}{M d_{R}-N d_{L}}\left[(M+N) \sqrt{d_{L} d_{R} \frac{d_{R}+N t}{d_{L}+M t}}-N\left(d_{L}+d_{R}\right)\right]  \tag{C.5}\\
u_{N}(t)=-\frac{N}{M d_{R}-N d_{L}}\left[(M+N) \sqrt{d_{L} d_{R} \frac{d_{L}+M t}{d_{R}+N t}}-M\left(d_{L}+d_{R}\right)\right] \tag{C.6}
\end{gather*}
$$

The total jump is given by $u_{M}(t)+u_{N}(t)$ in a much simpler form

$$
\begin{equation*}
u_{M}(t)+u_{N}(t)=\frac{(M+N) \sqrt{d_{L} d_{R}}}{\sqrt{\left(d_{L}+M t\right)\left(d_{R}+N t\right)}} \tag{C.7}
\end{equation*}
$$



Figure C.2: IVP after the shock eats the right running expansion

These values decay at the rate $t^{-1}$. All of this is under the assumption that the shock is sandwiched between both the expansion waves so that the shock does not leave the interval $\left(-d_{L}, d_{R}\right)$. Suppose that if the shock reaches the right boundary i.e $x_{S}=d_{R}$ then we have two roots for t with

$$
t_{B}= \begin{cases}-\frac{d_{R}}{N} & <0 \\ \frac{d_{R}}{M} \frac{M d_{R}+2 M d_{L}+N d_{L}}{M d_{L}-N d_{R}} & \end{cases}
$$

The first root is non physical and for the second root the numerator is positive, so that $t_{B}>0$ if the expression $M d_{L}-N d_{R}>0$. This quantity is the initial integral of the solution and hence the integral for all time. The result is that if $I_{O}=M d_{L}-N d_{R}>0$ then the shock eventually reaches(crosses) the right boundary otherwise the shock eventually would reaches(crosses) the left boundary. This is not the same as the condition as $M>N$ that the shock initially moves towards the right.

Consider when the shock reaches the right boundary then we have new IVP with the data as shown in figure C. 2 where $U x=\frac{I_{O}}{d_{L}+d_{R}}$ by conservation and thus

$$
\begin{equation*}
u(x, t)=\frac{\left(x+d_{L}\right) I_{O}}{\left(d_{L}+d_{R}\right)^{2}+I_{O} t} \tag{C.8}
\end{equation*}
$$

leading to the subsequent behavior of the shock is described by

$$
\begin{align*}
& x_{S}(t)=d_{R}+\left(d_{R}+d_{L}\right) \sqrt{\left(d_{L}+d_{R}\right)^{2}-I_{O}\left(t-t_{B}\right)}  \tag{C.9}\\
& u_{S}(t)=\frac{I_{O}}{\sqrt{\left(d_{L}+d_{R}\right)^{2}-I_{O}\left(t-t_{B}\right)}}
\end{align*}
$$

So the shock will reach one boundary at a finite time(unless $I_{O}=0$ ) and from then onward one peak amplitude of $u$ (either the maximum or the minimum) is zero, and the other decays like $t^{-\frac{1}{2}}$. We can distinguish two "asymptotic" phases. As we have seen that the remaining peak decays like $t^{-\frac{1}{2}}$, just before the shock reaches $x=d_{R}$, say we have $u_{M}(t) \gg u_{N}(t)$ so that

$$
\begin{equation*}
u_{M}(t) \approx u_{M}(t)+u_{N}(t)=\frac{(M+N) \sqrt{d_{L} d_{R}}}{\sqrt{\left(d_{L}+M t\right)\left(d_{R}+N t\right)}} \tag{C.10}
\end{equation*}
$$

and the decay during this stage is like $t^{-1}$. We can also expand for small t ,

$$
\begin{align*}
\frac{u_{M}(t)}{M} & =1-\frac{1}{2} \frac{(M+N) t}{d_{L}}  \tag{C.11}\\
\frac{u_{N}(t)}{N} & =1-\frac{1}{2} \frac{(M+N) t}{d_{R}}
\end{align*}
$$

So initially both the peaks decay at a similar rate.
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[^2]:    ${ }^{1}$ Taking $m$ to be a constant recovers Huyghen's principle, which is purely geometric.

[^3]:    ${ }^{2}$ It does not matter which of the two equations is used for the mapping; conservation guarantees that they will yield the same results.
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