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Hybrid Reynolds-averaged Navier-Stokes/large eddy simulation modeling approaches are convenient for flows where parts of the flowfield can be solved well with Reynolds-averaged Navier Stokes (RANS) models and large eddies simulations (LES) can be used in areas where the flow contains complex turbulent. This work is aimed at assessing the capability of a multi-scale hybrid RANS/LES computational modeling approach in solving an Ethylene injection case into supersonic crossflow. This approach allows for the computation to have a large range of varying grid size, geometry and flow regimes as it smoothly varies the eddy viscosity to resolve turbulent structures consistent with the grid. Fuel concentration and eddy viscosity contours reveal physical turbulent structures that increase with grid refinement. Predictions of the time averaged fuel mole fraction from the hybrid model are improved over RANS simulations when compared to experimental measurements. Turbulent fluctuations are collected to estimated resolved mass diffusion and momentum eddy viscosities. The resolved mass and momentum diffusion show large variations in turbulent Schmidt number.

Nomenclature

\[ C_p \] = heat capacity at constant pressure
\[ C_s \] = Smagorinsky constant
\[ D \] = injector inner diameter
\[ D_{im} \] = diffusion vector for species m
\[ E \] = total specific energy of the mixture
\[ H \] = total specific enthalpy of the mixture
\[ F_2 \] = second blending function, Menter SST
\[ f_d \] = filter function
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\[ h_m = \text{species specific enthalpy} \]
\[ k = \text{turbulent specific kinetic energy} \]
\[ L_G = \text{length scale based on cell size} \]
\[ L_T = \text{measure of turbulence length scale} \]
\[ NS = \text{total number of species} \]
\[ p = \text{pressure} \]
\[ Pr_t = \text{turbulent Prandtl number} \]
\[ q_i = \text{heat transfer vector} \]
\[ S = \text{absolute strain rate} \]
\[ Sc_t = \text{turbulent Schmidt number} \]
\[ T = \text{mixture temperature} \]
\[ u_i = \text{mixture velocity} \]
\[ Y_m = \text{mole fraction of species m} \]
\[ \mu_t = \text{dynamic eddy viscosity} \]
\[ \nu_t = \text{kinematic eddy viscosity} \]
\[ \bar{\omega} = \text{average chemistry source term} \]
\[ \Omega = \text{absolute vorticity} \]
\[ \rho = \text{mixture density} \]
\[ \tau_{ij} = \text{stress tensor} \]
\[ (~) = \text{filter operator} \]
\[ (-) = \text{average operator} \]
\[ R = \text{superscript for Reynolds terms} \]
\[ Res = \text{subscript for quantities calculated from resolved field} \]

I. Introduction

Supersonic crossflow analysis is needed to understand the physics behind supersonic combustion occurring in scramjet engines. Because the residence time of the flow in the combustor is often on the order of chemical time scales, it is of utmost importance for the fuel and oxidizer to be mixed quickly. It is necessary to gain better understanding of the effect of different injection configuration and combustor geometries on the injection process in order to achieve desirable designs for scramjet engines.

Several experimental studies have been done to understand the mechanisms of the jet mixing in a supersonic crossflow using velocity measurements\(^1\), time-averaged wall-pressure measurements\(^2\) and temporally resolved flow visualizations and mixing characteristics with nonreactive\(^3\), \(^4\) and combustible gaseous jets\(^5\). The results have presented the major flow phenomena, such as the prominent bow shock, the Mach disk, the counter-rotating vortices in the injection plume, and the wake and vortex regions beneath the injection plume. Even though measurement technologies have advanced significantly, experimental data is still limited due to cost, complexity of the flow, and reliability of the measured data. Therefore, computational studies have been showing an attractive alternative to understand the flow physics and augment the data of sonic flow injection into supersonic flowfields.

Reynolds-averaged Navier-Stokes (RANS) based approaches have shown some success in understanding the mechanics of supersonic crossflows. Tam et al.\(^6\) used RANS based methods with Menter SST\(^7\), Menter BSL\(^8\), and Wilcox \(k-\omega\)\(^9\) turbulence models to simulate the experiments of Gruber et al.\(^4\), \(^9\), \(^10\). It was shown that the Wilcox \(k-\omega\) model performed the best of all three; however, in all the models tested the fuel penetration height was over predicted by up to 25%. Palekar et al.\(^11\) obtained better correlations with penetration heights with a 4.7 million cell grid using the commercial CFD code GASP. The Wilcox \(k-\omega\) turbulence model was also utilized for turbulence closure. Coarser grids did not sufficiently resolve the flow, and spanwise fuel penetration significantly deviated from the experiment. Maddalena et al.\(^12\) used the Wilcox \(k-\omega\) turbulence model to simulate an aeroramp injection scheme as well as transverse injection of sonic helium into air. Total pressure loss was shown to be greater than of normal injection configuration with the computational results not correlating well with the experiment.

As stated by many researchers\(^13\)-\(^15\), there are some obvious limitations to RANS models when applied to unsteady problems because they tend to be overly dissipative (predicting higher eddy viscosity and damping the unsteady motion of the fluid). The crossflow problem usually involves large scale unsteady turbulent structures, density gradients, and shock boundary layer interactions as evident by experimental findings\(^4\), \(^9\), \(^10\). These phenomena are difficult to capture correctly with standard RANS approaches and may benefit from methods capable of
resolving turbulent structures such as Direct Numerical Simulation (DNS) or Large Eddy Simulation (LES). LES is capable of capturing the large scale turbulent structures, and while not as computationally expensive as DNS, it is impractical for use in the supersonic crossflow problem because a prohibitively large number of grid points must be used to resolve the boundary layer. Recently, Kawai and Lele\(^1\) conducted an LES of sonic injection into a supersonic crossflow and showed key physics of the jet mixing in supersonic crossflow such as clockwise and counterclockwise rotating strong longitudinal vortices form two groups of counter-rotating vortices, a pair of U-shaped counter rotating vortices. To reduce the expense of the computations, the Reynolds number was lowered by a factor of six, relative to the experiment\(^1\) but the boundary layer thickness upstream of jet injection is matched with the experiment. Detached eddy simulation (DES)\(^{15}\) and Hybrid RANS/LES methods, where RANS is used at the wall boundary and LES is used elsewhere, has shown a great promise in the solution of supersonic crossflow problem. Peterson et al.\(^{17}\) used a DES model based on Spalart-Allmaras one equation turbulence model to simulate supersonic cross flow experiments conducted at Virginia Polytechnic University. DES compared favorably to the experiment with results superior to RANS. Boles et al.\(^{18-20}\) simulated Gruber et al.\(^{4, 9, 10}\) air and helium injection cases as well as Ethylene injection case conducted at Air Force Research Laboratory (AFRL) and reported by Lin et al.\(^{21}\). In all cases time averaged Hybrid results were superior to RANS quantitatively and qualitatively when compared to experimental injectant distribution.

In the original DES Method, the transition to LES was based solely on grid spacing, and sometimes it resulted in the LES mode turned on in the boundary layer in areas where it cannot effectively resolve the turbulent length scale\(^{22}\). Also DES faced a log layer mismatch in turbulence quantities due to transition from RANS to LES. These problems were later alleviated by involving the RANS eddy viscosity in the definition of the length scale to insure LES is used only when the turbulence length scale is large enough to be resolved this was called Delayed DES (DDES)\(^{22}\). Also a blending function was used to smooth the transition between RANS and LES to prevent the log layer mismatch, this was referred to as Improved DDES (IDDES)\(^{23}\). The Limited Numerical Scales (LNS) model\(^{25}\) also blends RANS and LES by using a latency factor to reduce the production and destruction terms of the turbulent kinetic energy and limit the eddy viscosity used in the momentum equation.

Above-mentioned Hybrid simulations while computationally cheaper than LES, still require a large number of computational cells because they constrain their RANS simulation to a thin layer near the wall. Also implementation of such models is usually difficult especially when the subgrid model is not related to the RANS turbulence model.\(^{20}\)

In this effort we propose the use of multi-scale turbulence modeling\(^{24}\) in which two turbulence length scales are used as opposed to only one for the two equation models. The multi-scale model is very easy to implement to any two equation model (In this study we select Menter SST turbulence model\(^7\)) by defining a turbulent length scale and a blending function. The eddy viscosity is smoothly varied based on the ratio of the turbulence length scale to the cell size. Therefore there is no sharp transition between RANS and LES and no restriction on where the transition should occur. This allows the use of any grid resolution with the finer grids simply capable of resolving more turbulent eddies. Because of the smooth nature of the model we are able to use adaptive grid and expect smooth solutions at the adaptation interface. In the supersonic crossflow problem this will be especially useful when using 3D grids that are only fine in the plume region and in regions where complex flow phenomena occur.

The test case used is based on experiments conducted at AFRL and reported by Lin et al.\(^{21}\) for injection of sonic Ethylene into Mach 2 air. Injection was conducted at either 90 or 30 degrees with momentum ratios varying from 0.25 to 1.5. We focus here on the normal injection with momentum ratio of 0.5. This particular case has been simulated with remarkable success with Hybrid RANS/LES methods combined with unsteady inflow boundary conditions to artificially induce fluctuations\(^{18, 20, 23}\). In this study, we examine the fidelity of the multi scale model at different grid resolutions and its capability to resolve turbulent flow structures correctly. We compare time-averaged ethylene mole fraction to the experimental measurements and to RANS solution with varying turbulent Schmidt number (Sc\(_T\)). We also collect turbulent statistics to estimate turbulence kinetic energy and mass and momentum eddy viscosity based on the resolved field. We then look at the variation of the turbulent Schmidt number (Sc\(_T\)) predicted by resolved quantities.

II. Governing Equations and Computational Modeling Approaches

A density-based, finite volume code, Loci-Chem\(^{26, 27}\), is utilized in this study. The code is capable of handling mixed element type unstructured grids. The convective fluxes are based on Roe’s flux difference splitting\(^{28}\). Both convective and diffusive fluxes are evaluated to second order accuracy. Menter’s Shear Stress Transport\(^7\) (SST) model is used for turbulence closure along with multi scale treatment.
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A. Multi-Scale Turbulence Treatment:

With the concept of eddy viscosity used in either a standard two-equation RANS approach or the Smagorinsky subgrid model in LES, both filtered and averaged mass, momentum, and energy equations yield an identical mathematical form,

\[ \frac{\partial}{\partial t} \rho \tilde{Y}_m + \frac{\partial}{\partial x_i} \left( \rho \tilde{u}_i \right) = \frac{\partial}{\partial x_i} \left( D_{\omega} + D_{\omega}^R \right) + \tilde{\omega} \]

\[ \frac{\partial}{\partial t} \left( \rho \tilde{u}_i \right) + \frac{\partial}{\partial x_j} \left( \rho \tilde{u}_i \tilde{u}_j \right) = \frac{\partial \rho}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \tau_{ij} + \tau_{ij}^R \right) \]

\[ \frac{\partial}{\partial t} \left( \rho \tilde{E} \right) + \frac{\partial}{\partial x_j} \left( \rho H \tilde{u}_j \right) = \frac{\partial}{\partial x_j} \left[ u_j \left( \tau_{ij} + \tau_{ij}^R \right) - (q_j + q_j^R) \right] \]  

Where the Reynolds terms are modeled as follows:

\[ D_{\omega}^R = - \mu_t \frac{\partial Y_m}{\partial x_j} \]

\[ \tau_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \frac{\partial u_k}{\partial x_k} \right) \]

\[ q_j = - \mu C_p \frac{\partial T}{\partial x_j} - \sum_{m=1}^{\infty} h_m \mu \frac{\partial Y_m}{\partial x_j} \]  

The variables in Eqs. (1) and (2) are shown in the filtered form, however they could represent averaged quantities in which case the value of the eddy viscosity would be produced via a two equation turbulence model. They could also be instantaneous variables when the eddy viscosity is set to zero. When they are filtered, a Smagorinsky subgrid eddy viscosity is defined as follows:

\[ \tilde{\omega} = 2 \frac{\varepsilon}{\Delta x} \]

\[ \tilde{\omega} = 2 \frac{\varepsilon}{\Delta x} \]

Assuming that we average the result of each model, Eqs.(1) and (2) combined with the averaging procedure, become a single mathematical formulation in which we input an eddy viscosity and output averaged quantities. This formulation is valid for averaged, filtered and instantaneous equations as long as the correct eddy viscosity value is provided.

In multi-scale modeling, we assume the input eddy viscosity is a continuous function that varies from the RANS value to zero depending on the ratio of the grid size, \( L_g \), to a locally defined turbulence length scale, \( L_T \). After the appropriate eddy viscosity is found it is used in Eqs.(1) and (2). The multi-scale model allows smooth transition from RANS to LES to DNS with the grid size and local turbulent length scales being the determining factors of which model to use. When employing this approach, there are no limitations on grid size or geometry because the transition between the models is allowed to occur anywhere in the computational domain.

The multi-scale treatment can be implemented very easily into any RANS code as a mere modification to the eddy viscosity that is output from the two equation model, before using it in the mass, momentum and energy transport. This modification depends on the definition of the filter function, the turbulence length scale and the multi-scale eddy viscosity.

Filter-based model
The filter-based model (FBM) developed by Johansen et al. for implementation with the \( k-\varepsilon \) equations can be easily extended to the Menter’s SST turbulence model by defining the turbulent length scale,

\[
L_T = \frac{\sqrt{\kappa}}{C_\varepsilon \max (\alpha_i, SF_i)}
\] (4)

the filter function,

\[
f_d = \min \left( 1, \frac{L_T}{L_f} \right)
\] (5)

and the eddy viscosity follows,

\[
v_t = v_{t,\text{SST}} f_d
\] (6)

Johansen et al. suggest setting \( C_4 \) based on \( C_\mu \) and the anisotropy factor, \( \gamma \). To avoid ambiguities with the anisotropy factor value, in this effort we relate \( C_4 \) to the Smagorinsky constant in the LES limit. First we set the eddy viscosity (away from the wall) equal to its Smagorinsky counterpart,

\[
v_{t,\text{SST}} f_d = C_4 L_G \sqrt{\kappa} = (C_\mu L_G)^{3/2} S
\] (7)

Assuming equilibrium between turbulence production and dissipation in the LES limit, one can approximate,

\[
\sqrt{\kappa} \approx \frac{v_t S}{0.3} \frac{C_\mu L_G S}{0.3}
\] (8)

Then

\[
C_4 = \frac{C_\mu}{\sqrt{0.3}}
\] (9)

The value of \( C_4 \) varies, but in this approach we use the value of 0.01 as recommended by Boles et al. for this particular case.

**Multi-scale hybrid RANS/LES turbulence model**

The implementation of a multi-scale turbulence model is based on the work of Nichols and Nelson. Their \( L_T \) redefined in \( k-\omega \) variables is,

\[
L_{T,\text{MS}} = \max \left( \sqrt{\frac{\kappa}{C_\omega \omega}}, \frac{k}{C_\mu \omega} \right)
\] (10)

Where the first length scale is based on LES algebraic models and the second one is similar to FBM. We replaced \( C_\mu \) with \( C_4 \) to be consistent with the FBM for further comparison. Their filter function uses the hyperbolic tangent for smooth transition between the models and is defined as follows,

\[
f_{d,\text{MS}} = \frac{1}{2} \left[ 1 + \tanh \left( 2\pi \left( \frac{1}{1 + \left( \frac{L_T}{2L_G} \right)^{4/3}} - 0.5 \right) \right) \right]
\] (11)

The blended eddy viscosity is then defined as,

\[
v_{t,\text{MS}} = v_{t,\text{SST}} f_{d,\text{MS}} + (1 - f_{d,\text{MS}}) C_4 L_G \sqrt{f_{d,\text{MS}}} \kappa
\] (12)

Where \( C_4 \) is the constant in Eq.(9) instead of the one originally used, consistent with above FBM analysis. We can further manipulate Eq.(12) to be in the same form Eq.(6) for direct comparison with FBM,
\[ v_{t,MS} = v_{t,RANS} f_{d,MS}^* \]  

(13)

where

\[ f_{d,MS}^* = f_{d,MS} + f_{d,FBM} \sqrt{f_{d,MS} (1 - f_{d,MS})} \]  

(14)

**Filter function role and solution dynamics**

The filter functions, \( f_{d,FBM}, f_{d,MS}, \) and \( f_{d,MS}^* \), are plotted in Figure 1 versus \( L_T/L_G \). The filter value is near unity when \( L_T/L_G \) is smaller than one so that the model renders standard RANS in grid areas that cannot resolve further turbulent structure. The filter also approaches zero as \( L_T/L_G \) goes to infinity and turbulence modeling is no longer needed. The filter functions are intended to be general and capable of handling a wide range of grid resolutions and flow conditions. Therefore, in order to evaluate the filter functions in Figure 1 we must first understand their dynamic role in progressing the solution in regions varying in grid size and turbulence intensity. In all the following cases we assume that we start applying multi-scale approach to a converged RANS solution:

1. **Flow is approaching laminar, \( L_T/L_G \approx \infty \)**: In this case the grid size can handle the flow and the filter function should approach zero. Reducing \( v_t \) will not cause any production of turbulent structures. Because the eddy viscosity is used again in the \( k \) transport equation. It will be recursively reduced without a stop because \( L_T/L_G \) will not reach unity.

2. **Flow is turbulent but grid is capable of resolving all turbulent scales, \( L_T/L_G > 1 \)**: In this case the flow is initially free of turbulent structures because of the original RANS solution. \( f_d \) will be less than 1, and as \( v_t \) decreases more vortical structures are formed, and the RANS equations act as a subgrid model for the unresolved part of the grid. This in turns decreases \( v_{t,RANS} \) and \( L_T/L_G \) which increases the filter function as more scales are resolved. Even after all scales are resolved \( L_T/L_G \) remains greater than 1 and \( f_d \) will be less than unity. Lowering the eddy viscosity further will not affect the solution negatively therefore to be successful in this region \( f_d \) should be low enough that it does not reach unity before all scales are resolved.

3. **Flow is turbulent but grid is capable of resolving some turbulent length scales, and the unresolved portion is in the dissipation range, \( L_T/L_G > 1 \) then \( L_T/L_G < 1 \)**: This represents the LES limit. The flow is initially free of turbulent structures and vortices are forming while \( v_{t,RANS} \) decreases and \( f_d \) increases until it reaches 1.)

![Figure 1. Filter functions for FBM, multi-scale models and proposed filter](image)
and that stops any further decrease of \( \nu_t \). The value of the filter function near \( fd=1 \) is very critical as it determines at which value of \( L_T/L_G \) the filtering action stops. In the case of FBM, \( C_4 \) is calibrated to match the LES limit in this region which should adjust the filtering process accordingly. This however may not be an exact match as different two equation models calculate RANS variables differently. If \( \nu_t \) were to drop further below the LES value the vortical structures will continue to be produced until the numerical viscosity takes over and stops further eddies from forming. This will be equivalent to the Implicit LES approach.

On way to alleviate this problem is to set a lower limit for the eddy viscosity as follows:

\[
\nu_t = \max(\nu_t, \nu_{t, LES})
\]

where \( \nu_{t, LES} \) is calculated using the standard Smagorinsky model in Eq.(3).

4. Flow is turbulent but grid is capable of resolving some turbulent length scales, and the unresolved portion is not fully in the dissipation range. \( L_T/L_G >1 \) then \( L_T/L_G <1 \): This is the hardest region to resolve because it lies between RANS and LES. There is a dependence on the filter function value at \( fd=1 \) as it determines when to stop the filtering process. In this region, care must be taken so that \( \nu_t \) is not decreased to the implicit LES limit, and that the two equation model is used as a subgrid model for the entire process. Increasing \( L_T/L_G \) at \( fd=1 \) would drive the modeling away from the implicit LES limit but would compromise resolving vortical structures at finer, higher quality grid regions. The filter function should be constructed that there is some compromise where finer regions may not resolve all possible turbulent length scales, and bad quality cells that are far from regions of interest will end up at the implicit LES limit because of the higher numerical viscosity they possess.

When there is a large variation in grid size in this region transfer of turbulent kinetic energy between the resolved and the subgrid scales may need special attention. Johansen et al.\(^29\) suggest adding an extra term to the \( k \) equation containing the gradient of cell size to alleviate this problem.

5. Flow is turbulent but grid is not capable of resolving any turbulent length scales. \( L_T/L_G <1 \): This is the RANS limit where the filter value should be very close to 1 so that it does not alter the original RANS eddy viscosity. \( \nu_t \) and \( fd \) stay constant because no eddies are produced.

Considering the scenarios mentioned above the filter function should match \( fd_{FBM} \) as much as possible near \( fd=1 \) so that \( C_4 \) is calibrated correctly. \( fd \) should be very close to 1 in the RANS limit when \( L_T/L_G <=1 \) with the maximum value being a little above unity to ensure that it will numerically stop reducing \( \nu_t \) when it is required to do so. The filter should also be smooth for stability reasons.

From the filters in Figure 1, \( fd_{FBM} \) lacks smooth transition and its maximum value is 1. \( fd_{*MS} \) is smooth but it posses higher filter values near \( L_T/L_G ~1 \) than those of \( fd_{FBM} \) and increases the RANS value by 18% as \( L_T/L_G \) approaches zero. \( fd_{MS} \) is the best choice of all three but needs higher filter values near \( L_T/L_G <1 \). A proposed filter function that is similar to \( fd_{MS} \) but shifted up so that \( L_T/L_G =1 \) at \( fd=1 \) is also plotted in Figure 1. This filter is implemented by using the Nichol and Nelson’s multi scale model\(^24\) with \( fd_{*MS} \) replace by \( fd_{proposed} \)

\[
fd_{proposed} = fd_{MS} + 0.0622
\]

Note that this is also equivalent to eliminating the second term in Eq.(12), and modifying \( fd_{MS} \).
III. Results and Discussion

Lin et al.\textsuperscript{21} performed a sonic injection of ethylene into Mach 2 air crossflow at the continuous flow supersonic tunnel at Wright-Patterson Air Force Base, Ohio. The tunnel has a constant test area of \(131 \times 152\) mm. The injectors were circular with different diameters, injection angles, and momentum ratios. In this study we focus on the case with \(D = 0.1875\) inches normal injection with a momentum ratio of 0.5. Lin et al.\textsuperscript{21} used Raman scattering technique to collect quantitative concentration data. These measurements were used to calculate the mixture fraction at various \(x/D\) locations downstream of the injector.

Grid and numerical choices

RANS simulations were conducted using a 600,000 structured grid with symmetry boundary condition. This was done because the solution reached grid independence and larger grids showed similar results. For the multi-scale simulations three different grids were used with mixed structured domains as shown in Figure 2 and 3. A coarse grid contains about 7 million cells with the jet region at a finer resolution and a boundary layer grid starting at \(y^+ \approx 10\). Intermediate grid was adapted from the coarse grid based on the filter function and ethylene mole fraction and contains about 17 million cells. A fine grid was adapted from the intermediate grid and contains 27 million cells.

Loci-Chem\textsuperscript{26, 27} which is an unstructured density-based multi-species general code was used with the necessary implementations for the current effort. The inlet to the computational domain was taken from a RANS solution of a separate simulation of the nozzle. The full width and height of the wind tunnel was used in the computation. The injector geometry was also representative of that used in the experiment. Conditions of the simulation are shown in Table 1.

The simulations were run with the Menter SST turbulence model\textsuperscript{7} until converged to a RANS solution. The multi-scale approach was then applied and instantaneous results were collected and averaged.
Table 1. Flow and geometric conditions for Ethylene injection

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_0$ (freestream)</td>
<td>244 KPa</td>
</tr>
<tr>
<td>$T_0$ (freestream)</td>
<td>300 K</td>
</tr>
<tr>
<td>$M$ (freestream)</td>
<td>2</td>
</tr>
<tr>
<td>$P_0$ (injectant)</td>
<td>127.5 KPa</td>
</tr>
<tr>
<td>$T_0$ (injectant)</td>
<td>322 K</td>
</tr>
<tr>
<td>$D$</td>
<td>4.8 mm</td>
</tr>
<tr>
<td>$q$</td>
<td>0.5</td>
</tr>
<tr>
<td>Injectant angle($\theta$)</td>
<td>90°</td>
</tr>
</tbody>
</table>

A. RANS solution with various turbulent Schmidt numbers

RANS simulations without multi-scale modeling showed results that were of a different fuel structure than of the experiment consistent with the findings of other researchers\textsuperscript{20, 25} who conducted the same simulation with various turbulence models and grid resolutions. In this effort, we run the simulations with Menter SST turbulence model with 3 different turbulent Schmidt numbers. Turbulent Schmidt number directly affect turbulence mixing and RANS crossflow simulations were shown to be very sensitive to their values\textsuperscript{17}.

Figure 4 shows the results for three different $Sc_t$ (0.9, 0.4, and 0.1) as well as experimental measurements. For the large $Sc_t$ results similar to other researchers\textsuperscript{20, 25} were observed. Near field at $x/D= 5$, the fuel is detached from the wall with an inverse heart shape. There is a large concentration of fuel in two kidney shaped vortices in the center. Then at $x/D=10$ the fuel shifts from the wall and high concentration of fuel is lifted upward leading to high penetration heights and complete detachment at $x/D = 25$. When $Sc_t$ is decreased to match the fuel concentration of the experiment better results are obtained. For $Sc_t= 0.4$ there is a decrease in the fuel concentration at $x/D = 5$ however the two kidney vortices are still present and the fuel structure is still similar to $Sc_t= 0.9$ for both $x/D=10$ and $x/D = 25$. When $Sc_t= 0.1$, the fuel concentration is of roughly the same values as the experiment. At $x/D= 5$, the fuel core does not show the fuel rich vortex pair, however the structure still resembles an inverse heart shape and the penetration height is over predicted. At $x/D= 10$ the fuel core is attached to the wall similar to the experiment however it is more elongated with penetration height and width larger than the experiment. At $x/D= 25$ the fuel core is very large and dispersed showing similarities to the experiment but with larger cross sectional area.

From the results it is evident that the RANS approach with typical values of $Sc_t$ (0.4 - 0.9) is inadequate and shows poor correlation with the experimental measurements. It is possible to lower $Sc_t$ to match experimental fuel concentration, but the results still show different fuel structure with penetration height mismatch. The use of a constant $Sc_t$ may therefore be inappropriate.
B. Simulations with the multi-scale model

Effect of grid resolution

Instantaneous ethylene mole fraction contours shows more detailed structures of the highly turbulent field as the grid is refined. Figure 5 shows that there are smaller and more refined fuel structures in the intermediate grid than of the coarse grid. The fine grid shows even more turbulent structures near the tip of the fuel plume where it breaks violently into smaller eddies. Figure 6 shows the instantaneous (modeled) eddy viscosity contours for all three grids. As the grid gets finer the modeled eddy viscosity becomes lower with the coarse grid showing eddy viscosities up to an order of magnitude higher than that of the fine grid.

Figure 7 shows time-averaged ethylene mole fractions collected from the multi-scale simulation. For \(x/D=5\), the penetration height is well predicted for all three grids. As the grid is refined the shape of the fuel cross section becomes more flat shifting away from the "heart" shaped RANS results with more interaction with the wall boundary layer. Coarse grid shows two high fuel concentration kidney shaped vortices at the center similar to the RANS solution except that they are closer together and of less intensity. This may show a crossover between RANS and multi-scale modeling since the grid is not highly refined. Intermediate and fine grids show less concentration of the fuel center with the shape becoming more representative of the experimental results. The fuel core center is however still over predicted in the finest grid level. This may mean we need finer grid or higher order flux functions. For \(x/D=10\), there is an over prediction of the penetration height similar to the RANS solution but improving as the grid refined. The solution resembles the experimental results as the grid is refined and the fuel core center becomes less concentrated. The shape of the fuel core also becomes more circular and closer to the wall. For \(x/D=25\), there is also an improvement with the fuel core becoming attached to the wall resembling the experiment as the grid is refined. From the results it is evident that when more turbulent structures are physically resolved the solution
improves. This would point to inadequate modeling of mass transport and mixing in the RANS approach which is not solved by simply reducing the turbulent Schmidt number as shown in the last section.

Figure 5. Instantaneous snapshots of Ethylene mole fraction contours for coarse, intermediate, and fine grids

Figure 6. Instantaneous snapshots of eddy viscosity contours for coarse, intermediate, and fine grids
Analysis of resolved turbulence for the intermediate grid

For the intermediate grid, turbulent statistics were collected to estimate turbulence kinetic energy, mass and momentum eddy viscosities, and turbulent Schmidt number based on actual fluctuations of the resolved field. The procedure used here is the one detailed in Boles et al.20 and briefly explained below.

A flux a variable $\phi'$ may be expressed as

$$\overline{\rho u_j \phi'} = \overline{\rho u_j \phi} - \frac{\overline{\rho u_j \rho \phi'}}{\rho}$$  \hspace{1cm} (17)

where the over bars mean time averages. For turbulent mass transport, the value above may be corrected with a gradient-diffusion assumption.

$$\overline{\rho u_j \hat{Y}'} = -\overline{\rho u_{j,mix} \frac{\partial \hat{Y}'}{\partial x_j}}$$  \hspace{1cm} (18)

where a Favre-averaged variable $\tilde{\phi}$ is defined as:

$$\tilde{\phi} = \frac{\rho \phi'}{\rho}$$  \hspace{1cm} (19)
In general, separate eddy viscosities $\nu_{i,mass,j}$ could be estimated for each component of the gradient vector. The validity of the gradient-diffusion assumption requires that $\rho w_i \tilde{Y}^j$ be well correlated with the gradient in mole faction. Boles has verified that this is the case for the mixing region downstream of the injection at least for the $y$ and $z$ directions\textsuperscript{18}. As RANS model will typically use an isotropic eddy viscosity, Eq(18) can be written as $\rho w_i \tilde{Y}^j = -\rho \nu_{i,mass} (\partial Y_i / x_j)$, and an effective isotropic eddy viscosity associated with mass transport can be determined by taking an $L_2$ norm of the turbulent diffusion velocity vector:

$$\nu_{i,mass,Res} \approx -\frac{\rho w_i \tilde{Y}^j}{\rho} \frac{(\partial Y_i / \partial x_j)}{(\partial Y_i / \partial x_j)(\partial Y_i / \partial x_j)}$$  \hspace{1cm} (20)

Similarly, one can define isotropic eddy viscosity associated with momentum transports as follows:

$$\nu_{i,mass,Res} \approx -\frac{\rho w_i u^j}{\rho S_j(u_i)} - \frac{[2/3 \delta_0 \rho k]}{\rho S_j(u_i) S_j(u_i)}$$  \hspace{1cm} (21)

Turbulent Schmidt numbers ($S_{sc}$) may then be calculated by taking ratios of these isotropic eddy viscosities:

$$S_{sc} = \frac{\nu_{i,mass,Res}}{\nu_{i,mass,Res}}$$  \hspace{1cm} (22)

Figure 8 shows contours of turbulence kinetic energy $K_{Res}$ and the ratio between unresolved and total turbulence kinetic energy at the center plane. $K_{Res}$ displays a highly concentrated source just downstream of the barrel shock then diffuses quickly into the jet. At this location about 10 to 20% of the total turbulence kinetic energy is modeled that is likely responsible for the modeled eddy viscosity difference between the intermediate and fine grids further downstream that was shown in Figure 6. The plot generally demonstrated that simulation with multi-scale turbulence model with the intermediate grid was able to resolve most of the turbulent structures.

![Figure 8. Turbulence kinetic energy ($K_{Res}$, bottom) and ratio of unresolved turbulence kinetic energy to total turbulence kinetic energy ($K_{Ratio}$, top)]](image)

Figure 9 shows mass and momentum eddy viscosities estimated by Eqs (20) and (21). Higher values of mass eddy viscosities are found in the center of the jet between $x/D = 7$ and $x/D = 15$. This is the area where the jet widens and mass is diffused outwards. Momentum eddy viscosity shows a similar trend with high momentum fluxes in the center/upper region of the jet between $x/D = 10$ and $x/D = 20$. Thin layers of negative momentum eddy viscosity exist below high concentration regions similar to the mass eddy viscosity. There is however a narrow region of negative mass and momentum eddy viscosities which would translate into mass/momentum being drawn into regions of
higher fuel mass/momentum concentration. While this is physically possible, it is unlikely because the thin region is probably the result of errors in the estimation method due to the assumption of isotropy.

Figure 9. Mass and momentum eddy viscosities based on resolved field at the center plane

Figure 10 shows mass and momentum eddy viscosities and turbulent Schmidt number computed by Eqs (20), (21), and (22) for $x/D = 5$. At the center of the jet cross section, there is a high concentration of mass and momentum eddy viscosities due to an increase of turbulent fluctuations in this region. It should be mentioned that this is the same region where the multi-scale model over predicts the fuel concentration. Therefore, finer grid or higher order fluxes maybe needed to resolve more turbulence. It is clearly observed that overall the magnitude of turbulent Schmidt number is in the lower end of its typical modeled values. It also varies depending on the location with a non uniform distribution. There are regions of negative values due to the mass and momentum eddy viscosities having opposite signs. Recalling the effects of constant turbulent Schmidt number on RANS simulations and non-uniform turbulent Schmidt number distribution on the plane obtained by current multi-scale simulations, we intend to perform simulations with the turbulent Schmidt number based on the resolved field adaptively used to model its value in the subgrid RANS equations.
IV. Summary and Conclusions

A multi-scale hybrid RANS/LES approach was developed and implemented to simulate a case of sonic ethylene injection into supersonic air crossflow. The approach has a unique filter function to limit the eddy viscosity in RANS simulations, resolving turbulent eddies in regions where the grid resolution is sufficient. Fuel turbulent structures were resolved with more eddies present as the grid is refined. Results with the multi-scale model showed a significant improvement over RANS when compared to experimental measurements. The results were a closer match to the experiment as the grid is adapted. RANS results on the other hand could be improved by changing the turbulent Schmidt number ($S_c$), however, the results still deviated from the experiment in penetration height and width suggesting a non-constant $S_c$ model for RANS. Turbulent statistics and fluctuations were collected from the multi-scale simulation. Modeled turbulent kinetic energy at the regions of interest was a small portion of the total turbulent kinetic energy. Mass and momentum eddy viscosities were estimated based on the resolved field using the turbulent mass and momentum fluxes respectively. Turbulent Schmidt number based on resolved field was not at all constant and varied with most of the domain at lower values. In future work, the turbulent Schmidt number predicted can be used to adaptively change its value in the subgrid RANS model.
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