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ABSTRACT

Coherent Raman Scattering: Methods Towards Imaging with High Sensitivity

by

Brandon Richard Bachler

Chair: Jennifer P. Ogilvie

Coherent Raman spectroscopy is a powerful tool for molecular identification. For

imaging applications, Raman spectroscopy techniques have offered a way of achieving

endogenous chemical contrast without the need for fluorescent labeling. Increasing

the sensitivity of Raman scattering microscopy is vital to performing high speed,

chemically selective imaging. This thesis presents three experiments with the ulti-

mate goal of increasing the sensitivity and quantifying limitations of different Raman

techniques. The first experiment is a comparison of spontaneous and coherent Raman

signal strengths under biological imaging conditions. While it is commonly stated in

the literature that coherent Raman techniques provide orders of magnitude higher

signal than spontaneous Raman, such a comparison has not been done under the low

concentration, low excitation power conditions relevant for biological imaging. We de-

termine a critical power above which coherent Raman methods provide higher signal

and below which spontaneous Raman methods provide higher sensitivity. Contrary

to what is commonly stated in the literature, spontaneous Raman can provide higher

signal levels under common biological imaging conditions.

xiv



The second experiment is a demonstration of the first multiplexed Raman-induced

Kerr effect (RIKES) microscopy setup to date. We compare the signal-to-noise ra-

tios between femtosecond stimulated Raman (FSRS) and RIKES for spectroscopy

applications in solution and for microscopy applications with polystyrene beads. We

find that for our samples, RIKES consistently provides a higher signal-to-noise ratio

than FSRS for both applications. We also use RIKES microscopy to map out the

distribution of cytoplasm in onion cells.

Finally, a surface-enhanced Raman experiment is performed to observe and com-

pare highly enhanced signals for spontaneous and coherent Raman spectroscopy. We

use a commercial SERS substrate and observe significantly enhanced spontaneous

Raman signals from benzenethiol adsorbed onto the substrate. For coherent Raman

techniques, we observe a large background signal that contains no chemical infor-

mation. We investigate the nature of the background, finding that it is a four-wave

mixing signal, likely arising from radiation coupling with surface plasmons on the

nanostructured substrate. This background compromises the ability to use surface

enhancement for increasing the sensitivity of coherent Raman imaging and sensing

applications.
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CHAPTER I

Introduction

1.1 Motivation for Raman Microscopy

As a tool, microscopy has progressed from simply a method of identifying features

invisible to the naked eye to a way of understanding the very nature of matter.

Today, we use imaging techniques to provide important information in a wide realm

of disciplines. Doctors rely on X-ray and magnetic resonance imaging to aid in the

prevention and treatment of disease. Physicists use scanning electron and atomic

force microscopy to explore our world on the nanoscale. Astronomers even use optical

imaging techniques to explore our place in the universe.

Standard optical microscopy has long been a tool at the forefront of studying cel-

lular function and structure in both fixed and living samples. In its most basic form,

microscopy is a wide field imaging technique that measures properties of light after

it impinges on a sample. This has often taken the form of bright field microscopy,

in which a sample is placed between the light source and microscope objective, giv-

ing the observer a view of the absorption of light through the sample. While this

can often provide a beautiful picture of cellular dynamics in the case of biological

imaging, very little information is gained beyond what is seen through the eyepiece.

In addition, contrast can be extremely low in many samples, making it difficult or

impossible to discern any structure at all [1]. As a result, more advanced methods

1



S1

S0

Figure 1.1: Energy level diagram for fluorescence. The orange arrow represents op-
tical excitation to an excited electronic and vibrational state at S1. The
molecule then undergoes vibrational relaxation to the lowest vibrational
state in S1. The red arrow represents Stokes-shifted fluorescence emitted
at a lower energy than the excitation light, bringing the molecule back
into the ground state, where it again undergoes vibrational relaxation.

of microscopy have been developed to increase contrast and information gained from

imaging. Phase contrast, differential interference contrast, dark field, interference

reflection, polarization, and fluorescence microscopy have all been used to increase

imaging contrast.

Following the pioneering work of Coons and Kaplan, who demonstrated localized

staining of tissues and cells with fluorescent markers [2], fluorescence microscopy has

become one of the most widely-used methods for biological imaging. The primary

advantages offered by fluorescence as an imaging tool are high signal levels and chem-

ical specificity. Fluorescence is a process by which a molecule absorbs a photon with

enough energy to excite a higher electronic state and vibrational state of the molecule.

Figure 1.1 shows a Jablonski diagram of the fluorescence process. Fast vibrational

relaxation within excited electronic state S1 occurs on the timescale of picoseconds

(10−12 s). As a consequence of the fast speed of vibrational relaxation, all subsequent

relaxation pathways – such as fluorescence – occur from the lowest vibrational state

in S1 [3].

2



Fluorescence microscopy gained popularity quickly for a number of reasons. 1)

The light emitted from fluorescence is shifted spectrally (Stokes-shifted) from the

excitation light, allowing spectral filters to isolate the signal with low background.

2) Fluorescent labeling allows the attachment of fluorescent dyes such as green flu-

orescent protein (GFP) to functional molecules in biological samples [4–7]. Cellular

function can be traced by imaging the movement of these labeled molecules. 3) Flu-

orescence is a strong effect, enabling detection with extremely high (single-molecule)

sensitivity [1]. Despite these advantages, however, fluorescence microscopy has a

number of limitations that make it unsuitable for many imaging applications. Pho-

tobleaching can cause the loss of fluorescence in the dye molecules as the fluorescent

molecules become damaged through electronic excitation. This causes a limited ob-

servation lifetime before the fluorophores no longer fluoresce. While photobleaching

can be exploited to study molecular motion using specialized techniques, such as

fluorescence recovery after photobleaching (FRAP) [8] and fluorescence loss in pho-

tobleaching (FLIP) [9], it is generally regarded as a serious drawback of fluorescence

microscopy. Another limitation of fluorescence microscopy is the formation of oxy-

gen radicals through nonradiative energy transfer upon excitation, which can kill the

labeled cell or reduce its function. In cases where the fluorescent dye is much larger

than the molecule it is attached to, significant changes in molecular function may

be induced. Samples that can be labeled with fluorophores are limited, and finding

fluorophores with enough spectral separation to image multiple chemical species is

often difficult.

These limitations have necessitated the development of microscopy methods with

endogenous chemical contrast. Samples with intrinsic fluorescence are not always

available, and nonlinear microscopy modalities are proving to be extremely useful for

obtaining endogenous chemical contrast. Second harmonic generation (SHG) [10],

third harmonic generation (THG) [11, 12], and self-phase modulation (SPM) [13]

3
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ωvib

ωp  

Figure 1.2: Spontaneous Raman energy level diagram. Pump (ωp) and Stokes (ωS)
fields are shown, with the frequency difference between the two equal to
the vibrational energy level frequency (ωvib).

have all been used as modalities for imaging applications. While all of these imaging

techniques provide excellent contrast, they do not offer the chemical specificity that

can be achieved with fluorescent labels.

Discovered on November 28, 1928, the Raman scattering effect is the inelastic

scattering of light off of molecular vibrational states [14]. The Raman scattered

photon has an energy difference relative to the incident photon equal to the energy

of the excited vibrational level. Figure 1.2 shows the energy level diagram for Ra-

man scattering, where ωp is the frequency of the incident (pump) photon and ωS is

the frequency of the scattered (Stokes) photon. Because the scattering occurs off a

virtual energy level (dotted line), the process is instantaneous, as opposed to fluores-

cence, which excites an electronic energy level and remains in the excited state on

the timescale of nanoseconds. The significance of Raman scattering lies in the fact

that the vibrational energy level frequencies ωvib are unique to the scattering medium,

allowing the frequency of the scattered light ωS to be used to identify the molecule

being excited. Unlike fluorescence, this is completely endogenous and thus requires

no labeling or other potentially disruptive sample treatment.

Figure 1.3 shows a sample spectrum obtained through Raman scattering, plotted

as a function of frequency shift from the excitation light in wavenumber (cm−1) [15].

The sample used for this spectrum is the P22 virus, with specific vibrational peaks

4



1. INTRODUCTION
Advances in optical imaging techniques have revolutionized our ability to study the
microscopic world. Simple microscopy techniques, such as bright field and differential
interference contrast microscopy, have played a large role in cellular and molecular
biology experiments but do not provide chemical specificity. Imaging modalities ca-
pable of identifying specific molecules have significantly improved our understanding
of biological processes on the microscopic scale. Many of these techniques, however,
require the use of exogenous labels that often perturb the system of interest. Intrinsic
imaging techniques such as native fluorescence imaging (1) offer molecular specificity,
but the number of endogenous fluorophores are limited.

Vibrational microscopy techniques offer intrinsic chemical selectivity, as different
molecules have specific vibrational frequencies. Infrared microscopy (2) has seen rapid
development, but it is limited by a number of difficulties including low sensitivity due
to non-background-free detection, low spatial resolution associated with the long
infrared wavelengths, and water absorption of the infrared light. Raman microscopy
has been extensively explored and has found biomedical applications in glucose de-
tection (3), tumor diagnostics (4, 5), DNA detection (6), and microendoscopy (7),
among others (Figure 1).

Raman microscopy does, however, have a major limitation. The Raman effect is
extremely weak (typical photon conversion efficiencies for Raman are lower than 1 in
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Figure 1
The Raman spectrum of the P22 virus showing characteristic vibrational frequencies observed
in biological samples. Several vibrational modes of particular interest in vibrational
microscopy are labeled (blue). The O-P-O stretching vibration arises from the vibration of the
DNA backbone. The amide-I band is characteristic of proteins and can be used to map out
protein density. The CH-stretching band is typically used to image lipids in biological
samples. The H2O-stretching vibrations of water are important for following water flow and
density. Adapted with permission from Reference 79.
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Figure 1.3: Raman spectrum of P22 virus with characteristic vibrational frequencies
labeled. Shown in the inset is the fingerprint region (∼ 600 cm−1 - 1700
cm−1) where a high density of vibrational modes can be used to obtain
high chemical specificity. [15]

labeled in the figure. The spectral peaks represent discrete modes of molecular vi-

bration in the sample and can thus be used to determine the chemical composition of

the sample. The inset of Figure 1.3 shows the “fingerprint” region from ∼ 600 cm−1

- 1700 cm−1, which contains a high density of Raman peaks, providing a Raman

“fingerprint” for chemical identification.

Over the past few years, the field of Raman microscopy has grown rapidly. Its

promise of endogenous chemical contrast has been particularly exciting, allowing the

differentiation of chemical species in an image without the need for potentially toxic

fluorescent labeling. However, it is an extremely weak process that suffers from

extremely low signal levels due to the small cross section for Raman scattering (Raman

conversion efficiencies are typically less than 1 in 1018 [15], more than ten orders

of magnitude smaller than fluorescence). Significantly higher signals can often be

obtained by coherently exciting the Raman transition, which can be done in a variety

of excitation configurations. Coherent Raman microscopy has been an extremely
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Figure 1.4: Energy level diagram of coherent anti-Stokes Raman scattering (CARS).
The pump (ωp) and Stokes (ωS) beams excite a coherence at a vibrational
energy level (ωvib), and the probe field (ωpr) inelastically scatters off the
coherence, yielding a photon at the anti-Stokes frequency (ωas).

active field over the past fifteen years due to its potential for high signal levels, which

in turn give rise to fast imaging speeds [16, 17]. A number of different coherent Raman

imaging modalities have been explored in an effort to improve signal-to-noise levels

and maintain the Raman spectral information that makes the technique so useful

[18–27].

The most popular method of coherent Raman microscopy is coherent anti-Stokes

Raman scattering (CARS) microscopy [16–18, 20, 21, 28]. First discovered by Maker

and Terhune [29], coherent anti-Stokes Raman scattering is a four-wave mixing (FWM)

process that probes the third order nonlinearity of a sample. Shown in Figure 1.4, this

is achieved by exciting a vibrational coherence at ωvib using two beams, a pump beam

at ωp and a Stokes beam at ωS. If the frequency difference between the two beams

(ωp−ωS) matches a characteristic molecular vibrational frequency of the sample, the

pump and Stokes fields will modulate the polarizability of the sample. The third

pulse at ωpr probes the vibrational coherence generated by the first two pulses and

generates light at the anti-Stokes frequency ωas, which is spectrally separated from

all excitation frequencies. Coherent Stokes Raman scattering (CSRS) is the identical

process with the emission on the Stokes (red) side of the excitation wavelengths. The

coherent excitation of molecules in the focal region allows the CARS signal to add
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coherently along the excitation volume, in contrast with the incoherent addition of

signal in the case of spontaneous Raman. Under the right conditions, this can lead

to large increases in signal with CARS relative to spontaneous Raman [17, 18]. The

experimental conditions under which this occurs are explored in chapter III of this

dissertation.

1.2 Third-order Nonlinear Susceptibility

According to Maxwell’s equations, the polarization response of a medium is related

to the excitation field by the electric susceptibility ~χ by the following relationship [30]:

P = ~χ · E (1.1)

which can be expanded in a power series as:

Pα = χαβEβ + χ
(2)
αβγEβEγ + χ

(3)
αβγδEβEγEδ + ... (1.2)

where the subscripts denote Cartesian coordinates. As a four-wave mixing process,

CARS relies on the third-order term in the expansion χ(3). χ(3) is a fourth-rank tensor

with up to 81 components. In an isotropic medium, however, most of these terms

vanish [30], leaving the four remaining elements

χ
(3)
1111, χ

(3)
1122, χ

(3)
1212, χ

(3)
1221.

that fulfill the relationship

χ
(3)
1111 = χ

(3)
1122 + χ

(3)
1212 + χ

(3)
1221 (1.3)

Different coherent Raman spectroscopy modalities will probe different components
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Figure 1.5: Energy level diagram of a) coherent anti-Stokes Raman scattering
(CARS), b) coherent Stokes Raman scattering (CSRS), c) the nonres-
onant background (NR), and d) stimulated Raman scattering/Raman-
induced Kerr effect (RIKES). Anti-Stokes radiation ωas and nonresonant
background ωnr have the same energy and are indistinguishable spectrally.
A similar nonresonant background exists for CSRS.

of the nonlinear susceptibility. Several imaging applications of these modalities are

explored in this dissertation, including coherent Stokes Raman scattering (CSRS) in

chapter III, Stimulated Raman scattering (SRS) in chapter IV, and Raman-induced

Kerr effect spectroscopy (RIKES) in chapter IV.

1.3 Nonresonant Signal Suppression

With Coherent anti-Stokes Raman scattering (CARS) and coherent Stokes Raman

scattering (CSRS), the primary source of background is a nonresonant background

[16, 19]. The nonresonant background is a purely electronic response that is inde-

pendent of molecular vibrational modes. For chemical imaging, the non-chemically

specific aspect of the nonresonant background reduces contrast and makes chemical

identification difficult. The nonresonant background can also introduce distortions

into the Raman lineshape. Figure 1.5 shows an energy level diagram of CARS, CSRS,

and the nonresonant background. Also shown is the energy level diagram for SRS

and RIKES for comparison.

Several methods of nonresonant background suppression have been applied with
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varying degrees of success. One method of discriminating between the resonant and

nonresonant contributions to the signal is using the different polarizations of the two

contributions. Because the polarization of the nonresonant background is generally

different than the polarization of the resonant signal, one can use an analyzing polar-

izer to suppress the nonresonant background [31]. This has successfully been applied

to spectroscopy applications in solution [32] as well as microscopy applications [19].

The downside to this technique is that it is more difficult to set up experimentally

than CARS, and the degree of nonresonant signal suppression suffers from any bire-

fringence in the sample.

Another method of nonresonant signal suppression takes advantage of the differ-

ent timescales of nonresonant and resonant signals. Because the nonresonant signal

is electronic in nature, it is very short lived – on the order of femtoseconds. The

coherence generated by the pump and Stokes pulses in CARS, however, can last pi-

coseconds, making discrimination between the two contributions possible in the time

domain. By delaying the probe pulse with respect to the pump pulses, the electronic

nonresonant signal is suppressed with only a small loss in resonant signal. This

is commonly referred to as pulse-sequenced coherent anti-Stokes Raman scattering

(PUSCARS) [33] or time-delay coherent anti-Stokes Raman scattering (TDCARS)

[20, 34]. This method is used in chapter III of this work. Stimulated Raman scat-

tering (SRS) and Raman-induced Kerr effect spectroscopy (RIKES), under the right

conditions, do not exhibit this nonresonant background.

1.4 Thesis Outline and Chapter Overview

This thesis is comprised of three distinct but related experiments. The aim of

all three experiments is the analysis and/or development of methods for increasing

sensitivity in Raman scattering for imaging and sensing applications. Raman tech-

niques covered are spontaneous Raman scattering, coherent anti-Stokes Raman scat-
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tering (CARS), stimulated Raman scattering (SRS), Raman-induced Kerr effect spec-

troscopy (RIKES), surface-enhanced Raman scattering (SERS), and surface-enhanced

coherent anti-Stokes Raman scattering (SECARS).

Chapter II provides the theoretical background for all of the Raman processes

covered in this thesis. Starting with a formulation of spontaneous Raman scatter-

ing, the theory proceeds with an analysis of all coherent techniques covered. The

derivation of the differential and total Raman scattering cross sections are shown, fol-

lowed by the derivation of total CARS signal, including contributions from resonant

and nonresonant susceptibilities. The intensity of signals from RIKES, SERS, and

SECARS are derived.

Chapter III presents a systematic comparison of spontaneous and coherent Ra-

man scattering signal levels under conditions relevant for biological imaging. For

low-concentration samples and low-excitation power imaging, the advantages con-

ferred by coherent Raman excitation are reduced. Due to the relative dependencies

of coherent and spontaneous Raman on concentration and power, there exists a crit-

ical power at which the two schemes will give equal signal levels. We explore the

experimental conditions under which this is the case and show that, in many bio-

logical imaging applications, spontaneous Raman will in fact provide higher signal

intensity than coherent Raman techniques.

In Chapter IV, we demonstrate the first multiplexed RIKES microscopy experi-

ment. Using a photonic crystal fiber to generate a continuum probe, we demonstrate

the ability to get high-resolution Raman spectra over a broad bandwidth. By us-

ing the high signal-to-noise ratio offered by RIKES, we have performed spectrally-

resolved vibrational imaging of polystyrene beads with high sensitivity. We compare

the results with femtosecond stimulated Raman scattering (FSRS) microscopy us-

ing a chopping scheme to provide modulation. Comparison of signal levels is also

performed in solution.
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Chapter V explores surface-enhanced effects with Raman scattering. We perform

surface-enhanced Raman spectroscopy on commercial SERS substrates, showing large

enhancement for benzenethiol molecules adsorbed onto nanostructured gold films.

We apply a similar coherent Stokes Raman scattering (CSRS) setup as in Chapter

III to investigate surface-enhanced coherent Raman signals. We observe a large

unidentified broadband four-wave mixing signal that makes the detection of surface-

enhanced coherent Raman signals difficult. This work identifies obstacles that must

be overcome to combine surface enhancement and coherent Raman methods for high

sensitivity imaging and sensing applications.

Chapter VI summarizes the findings in this thesis. Using several different co-

herent Raman techniques, we are able to analyze and/or increase the sensitivity for

chemical imaging. Future directions include analyzing the relative signal strengths

of CARS and spontaneous Raman for picosecond pulses, implementing multiplexed

Raman-induced Kerr effect microscopy with biological tissue samples, and investigat-

ing methods of suppressing the four-wave mixing background for surface-enhanced

CARS.
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CHAPTER II

Theory

2.1 Spontaneous Raman scattering

Spontaneous Raman scattering is an inelastic process that produces redshifted

light at a frequency shift determined by vibrational resonances in a molecule. An

energy level diagram of spontaneous Raman scattering is shown in Figure 2.1. The

excitation light is labeled ωp and the Raman signal is labeled ωS, shifted in frequency

from the excitation light by a frequency equal to that of a Raman active vibrational

mode of the molecule ωvib. The process can be described by semiclassical theory [1, 2].

In this description, we will follow the theory review described by Wang [2]. Using the

dipole approximation, the Hamiltonian describing the interaction between an electric

ωs
 

ωvib

ωp  

Figure 2.1: Spontaneous Raman energy level diagram. Pump (ωp) and signal (ωS)
fields are shown.
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field and a molecule can be written as:

H = H0 −M · E (2.1)

where H0 is the Hamiltonian of the molecule with no applied field, M is the electric

dipole moment of the molecule, and E is the applied electric field:

E = E−e
−iωt + E+e

iωt (2.2)

where, because E is real, E− = (E+)∗. If the quantity M · E is significantly smaller

than H0, perturbation theory can be used to find the solution to the Schrödinger

equation:

{H0 −M · E−e−iωt −M · E+e
iωt}Ψ = i~

∂Ψ

∂t
(2.3)

For a trial solution

Ψ = ψ0le
iE0lt

~ +
[
ψl−e

−iωt + ψl+e
iωt
]
e
−iE0lt

~ (2.4)

with an eigenfunction ψ0le
−E0lt/~ of H0, with ψl− and ψl+ first order in the perturba-

tion, we get:

[H0 − ε0l ± ~ω]ψl± =
∑
α

MαEα±ψ0l (2.5)

where α denotes the components of E and M, and ψl± expanded as:

ψl± =
1

~
∑
r

∑
α

〈s|Mα|l〉
ωrl + ω

Eα±ψ0l (2.6)

Substituting back into equation 2.4, we get a perturbed wavefunction of the fol-
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lowing form [2]:

Ψl = e−iE0lt/~

{
ψ0l +

1

~
∑
β

∑
r

[〈r |Mβ| l〉
ωrl − ω

ψ0rEβ−e
−iωt +

〈r |Mβ| l〉
ωrl + ω

ψ0rEβ+e
iωt

]}
(2.7)

with β representing the vector components of E and M and l representing the quan-

tum number associated with the state. The expectation value, then, of the electric

dipole moment mα(t) for the transition between l and m states is:

mα(t) =
∑
β

{[
αlmαβ(ω)

]∗
Eβ−e

i(ω+ωlm)t + αlmαβ(ω)Eβ+e
i(ω+ωlm)t

}
(2.8)

where the transition polarizability αlmαβ(ω) is given by:

αlmαβ(ω) =
1

~
∑
r

{〈l|Mα|r〉〈r|Mβ|m〉
ωrm + ω

+
〈l|Mβ|r〉〈r|Mα|m〉

ωrl − ω

}
(2.9)

Following Placzek’s use of the Born-Oppenheimer approximation and the normal

mode expansion, the results can be simplified [3]. The nuclear and electronic mo-

tion of the system can be separated in the adiabatic approximation, allowing the

eigenfunction of H0 to be written [2]:

Ψnν(x,X) = χnν(X)ϕn(x,X) (2.10)

where ϕn(x,X) is the wave function of the electrons moving in the field of the nuclei.

n corresponds to the quantum number associated with the wavefunction of electronic

motion in the fixed state of the nuclei. Although the motions of molecules include

translational, rotational, vibrational, and electronic motions, translational and rota-

tional motion can be neglected in the static approximation – they are much slower

than vibrational and electronic motion.

The nuclear component of the motion is denoted by χnν(X) (with ν representing
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the vibrational quantum number for nuclear motion), moving in an effective potential

En(X)− En(X0). The eigenvalue of H0 can then be written [2]:

En(X0) + εnν (2.11)

where εnν � En′(X)−En(X). The transition polarizability associated with a vibra-

tional transition may be written as:

αvv
′

αβ (ω) =
1

~
∑
n′′

∑
v′′

{〈0v|Mα|n′′v′′〉〈n′′v′′|Mβ|0v′〉
ωn′′v′′,0v + ω

+
〈0v|Mβ|n′′v′′〉〈n′′v′′|Mα|0v′〉

ωn′′v′′,0v − ω

}
(2.12)

The summation over n′′ may be split according to the two cases n′′ = 0 and n′′ 6= 0.

Also using the approximation ωn′′v′′,0v = ωn′′,0, the transition polarizability may be

written:

αvv
′

αβ =
1

~
∑
v′′

{〈v|Mα(X)|v′′〉〈v′′|Mβ(X)|v′〉
ωv′′v′ + ω

+
〈v|Mβ(X)|v′′〉〈v′′|Mα(X)|v′〉

ωv′′v − ω

}

+
1

~
∑
n′′

{
〈0v|Mα|n′′v′′〉〈n′′v′′|Mβ|0v′〉

ωn′′0 + ω
+
∑
v′′

〈0v|Mβ|n′′v′′〉〈n′′v′′|Mα|0v′〉
ωn′′0 − ω

}
(2.13)

where

M(X) =

∫
ϕ∗0(x,X)M(x,X)ϕ0(x,X)dx (2.14)

The first term in Equation 2.13 is called the ionic part of the polarizability, de-

pending only on the nuclear motion with electrons in the lowest level. Because the

nuclear wave equations satisfy the relationship
∑

v χnv(X
′)χ∗nv(X) = δ(X −X ′), the

second term of Equation 2.13 may be written as:

〈v|ααβ(ωX)|v′〉 (2.15)
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with the electronic polarizability:

ααβ(ωX) =
1

~
∑
n′′ 6=0

{〈0|Mα|n′′〉〈n′′|Mβ|0〉
ωn′′0 + ω

+
〈0|Mβ|n′′〉〈n′′|Mα|0〉

ωn′′0 − ω

}
(2.16)

In the optical region, ω ≈ ωn′′0 � ωv′′v, making the first term in Equation 2.13

much smaller than the second (electronic) term. If the polarizability is expanded in

a Taylor series with respect to the normal-mode coordinate q = X√
(µ)

(for reduced

mass µ) of the molecular vibration, we can write [2]:

α(ω,X) = α(ω,X0) +
∑
i

(
∂α

∂qi

)
0

qi +
1

2

∑
ij

(
∂2α

∂qi∂qj

)
qiqj + . . . (2.17)

The first order term in Equation 2.17 represents contributions to the first Stokes or

anti-Stokes Raman scattering. The higher-order terms represent contributions from

multiphoton processes. The matrix element for the first order term can be written

as:

〈v|α(ω,X)|v′〉 =
∑
i

〈v|
(
∂α

∂qi

)
0

qi|v′〉

=
∑
i

(
∂α

∂qi

)
0

〈v|qi|v′〉 (2.18)

where it can be seen that only the normal mode coordinate q is involved in the

dynamics. The coupling constant between the optical field and the vibrational modes

of the molecule is given by the term (∂α/∂q)0.

We can use this formulation to calculate the cross-section for the Raman inter-

action. Equation 2.10 shows that the incident field will induce an oscillating electric

dipole moment [2]:

mα(t) = mα−e
−iωst +mα+e

iωst (2.19)

where ωs = ω − ωv, ωv = −ωlm = (1/~)(ε01 − ε00), and mα− =
∑

β

[
αvv

′

αβ

]∗
Eβ−,
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mα+ =
∑

β α
vv′

αβ (ω)Eβ+. This gives rise to a classical radiation field per unit solid

angle of:

dP

dΩ
=

1

4πc3

(
∂2m

∂t2

)2

(t) sin2 ϕ =
ω4
S

2πc3

∑
α

mα+mα− sin2 ϕ (2.20)

where ϕ is the angle between the dipole moment vector and the direction of dipole

radiation emission. For a linearly polarized excitation field, 〈1|q|0〉 = (~/2ωv)1/2, and

using Equation 2.18, the power radiated per unit solid angle can be written:

dP

dΩ
=

ω4
S

2πc3

(
∂α

∂q

)2

0

~
2ωv
|EL|2 cos2 θ (2.21)

where θ is the angle between the incident and scattered wavevectors. Integrating over

the full 4π solid angle, we get:

P =
4ω4

S

3c3

(
∂α

∂q

)2

0

~
2ωv
|EL|2 (2.22)

From Equations 2.21 and 2.22, the differential and total cross section for sponta-

neous Raman is:

dσ

dΩ
=
dP

dΩ

(
c|EL|2

4π

)−1

=
2ω4

S

c4

(
∂α

∂q

)2

0

~
2ωv

cos2 θ (2.23)

and

σ =
16πω4

S

3c4

(
∂α

∂q

)2

0

~
2ωv

(2.24)

which is on the order (≈ 10−30 cm2). This cross section represents the strength of

the Raman mode oscillation for a given excitation field for incoherent spontaneous

Raman scattering.
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Figure 2.2: a) CARS, b) CSRS, and c) nonresonant background energy level dia-
grams. CARS signal and nonresonant background frequencies (ωas and
ωnr, respectively) are equal. CSRS also has an associated nonresonant
background (not shown). d) Stimulated Raman/Raman-induced Kerr
effect energy level diagram shown for comparison.

2.2 Coherent anti-Stokes Raman Scattering

Figure 2.2 shows an energy level diagram for coherent anti-Stokes Raman scat-

tering (CARS) and coherent Stokes Raman scattering (CSRS). First observed by

Maker and Terhune in 1965 [4], CARS is a four-wave mixing process by which two

excitation beams Ep of frequency ωp (pump) and ES of frequency ωS (Stokes) excite

a vibrational coherence in a molecule when the frequency difference is equal to the

vibrational mode frequency (ωp − ωS = ωvib), while a third probe beam ωpr mixes

with the coherence to produce output light at the anti-Stokes frequency ωas. In an

isotropic medium, the theory of CARS can be described classically as in Shen [5]:

[
∇2 +

ω2
as

c2
εas(ωas)

]
Eas = −4πω2

as

c2
P(3)(ωas) (2.25)

where P(3)(ωas) = χ(3)(ωas = ωp − ωS + ωpr) : Ep(ωp)E
∗
S(ωS)Epr(ωpr) and εas is the

permittivity of the medium at the anti-Stokes frequency. The solution to the wave

equation 2.25 gives the CARS output intensity Ias from a Raman medium of length

l:

Ias =
c

2π
|Eas|2 =

2πω2
as

cεas

∣∣χ(3)
as

∣∣2 |Ep|2 |ES|2 |Epr|2 sin2(1
2
∆kll)

(1
2
∆kll)2

(2.26)
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where

χ(3)
as = êas · χ(3) : êpêS êpr

∆kl = ∆k · l̂

∆k = kas − (kp − kS + kpr) (2.27)

χ
(3)
as can be separated into a resonant part χ

(3)
R and a nonresonant part χ

(3)
NR.

The resonant part χ
(3)
R will have frequency peaks at Raman vibrational modes of

the molecule, while the nonresonant part χ
(3)
NR gives rise to a non-chemically specific

nonresonant background due to processes such as those illustrated in Figure 2.2, which

is generally undesirable in CARS applications. If we separate the resonant term into

its real and imaginary parts, χ(3) can be written [6]:

χ = χNR + χ′ + iχ′′ (2.28)

where χ′ is the real part of the resonant susceptibility and χ′′ is the imaginary part

of the resonant susceptibility. The tensor component 1111 and the superscript (3)

denoting third-order nonlinear susceptibility are dropped for convenience. For all

further equations in this section, both are implied. The resulting field may be written

as [6]:

E(ωas) =
3

8
iωas

√
µ0

ε0εas

[
χNR + χ′ + iχ′′

]
E(ωp)E(ωS)E(ωpr)l

sin 1
2
∆kl

1
2
∆kl

(2.29)

where µ0 and ε0 are the permeability and permittivity of free space, respectively.

The detected intensity from this field is:

I(ωas) =
c

2
nasε0 |E(ωas)|2 (2.30)
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which can thus be written [6]:

I(ωas) =
9

16

ω2
as

n2
pnSnpr

(
µ0

ε0

)2

I(ωp)I(ωS)I(ωpr)l
2 sin2(1

2
∆kll)

(1
2
∆kll)2

×
[∣∣χNR∣∣2 + |χ′|2 + |χ′′|2 + 2χNRχ′∗

]
(2.31)

where n is the index of refraction at the wavelength indicated by the subscript.

As can be seen from Equation 2.31, there are four primary contributions to the

CARS signal: 1) a nonresonant background contribution from χNR, 2) a dispersive

resonant term from χ′, 3) a Lorentzian lineshape resonant component from χ′′, and

4) a cross term 2χNRχ′. Thus, CARS generally has a complex lineshape that takes

contributions from all of the χ(3) components.

As seen in Equation 2.31, the intensity also depends on a phase matching term

given by the sinc function:

sin2(1
2
∆kll)

(1
2
∆kll)2

(2.32)

which in a collinear geometry implies a coherent interaction length of

Lc =
π

∆k
(2.33)

that will provide a maximum signal, with ∆k given by:

∆k =
[npωp + nprωpr − nSωS − nas(ωp + ωpr − ωS)]

c
(2.34)

for all four fields involved in the interaction.

For perfect phase-matching, this quantity ∆k must be equal to zero. However,

when tight-focusing is used for excitation (as in our case, with an objective lens), the

phase-matching condition is relaxed. With a high numerical aperture with objective

lenses, there is a large cone of wave vectors and short interaction length, automatically
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Figure 2.3: Stimulated Raman scattering energy level diagram. Pump (ωp) and probe
(ωS) fields are shown.

fulfilling the phase-matching condition without needing to adjust the angle of the

excitation beams [7].

2.3 Stimulated Raman Spectroscopy

First observed in 1962 [8], stimulated Raman spectroscopy is a process in which

two beams can combine to coherently excite molecular vibrational modes of a sample.

Figure 2.3 shows the energy level diagram for stimulated Raman scattering. If the

frequency difference between a pump (ωp) and Stokes (ωS) beam matches that of

a Raman vibrational resonance (|ωp − ωS| = ωvib), a Raman loss or gain will occur

in the pump or Stokes beam, respectively. For analysis of the signal strength of

stimulated Raman scattering and Raman-induced Kerr effect spectroscopy, we follow

the derivation by Eesley [6, 9].

For pump and Stokes beams parallel to each other, we can write the excitation

fields as [6]:

~E(ωS) = Ex(ωS)x̂ (2.35)

~E(ωp) = Ex(ωp)x̂
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with corresponding nonlinear polarization density

Px(ωS) =
6

8
χ1111(−ωS, ωS,−ωp, ωp)Ex(ωS) |Ex(ωp)|2 (2.36)

where the superscript (3) in χ
(3)
1111 has again been dropped for convenience.

To calculate the signal field generated by this nonlinear polarization, we can write

∂

∂z
Ex(ωS) =

3

4
iωS

√
µ0

ε0εS
χ1111(−ωS, ωS,−ωp, ωp)Ex(ωS) |Ex(ωp)|2 (2.37)

where µ0 is the vacuum permeability of free space, ε0 is the vacuum permittivity of

free space, and εS is the permittivity of the medium at the Stokes wavelength.

Inserting the z dependence of Ex(ωS, z), the equation can be solved to give

Ex(ωS, L) = exp

[
3iLωS
4nS

√
µ0

ε0

χ1111(−ωS, ωS,−ωp, ωp)Ex(ωS) |Ex(ωp)|2
]
Ex(ωS, 0)

(2.38)

where L is the interaction length through the sample.

From this equation, we can see that the incident pump field Ex(ωS, 0) undergoes

an exponential growth as it travels through a medium with interaction length L,

as Ex(ωS, L) ∝ eLEx(ωS, 0). This coherent buildup of signal through the medium

mirrors that of other stimulated emission processes. The intensity of the signal can

thus be written as

I(ωS, L) = I(ωS, 0) exp

[
−3ωSL

npnS

(
µ0

ε0

)
Im(χ1111)I(ωp)

]
(2.39)

where it can be seen that only the imaginary part of χ(3)contributes to the signal level.

Since the nonresonant signal is real, it will not contribute to the detected sensitivity,

making SRS a particularly sensitive technique for mapping out Raman spectra that

are very similar to the spontaneous Raman spectra.

25



The relationship between Imχ11ii and the differential Raman scattering cross sec-

tion is derived by Eesley [6]:

Imχ11ii(−ωS, ωS,−ωp, ωp) =
8π3

3

(
npε

2
0c

4

nShωpω3
S

)
d2σxi
dΩdωS

(e−
h(ωp−ωS)

kT − 1) (2.40)

Notice that for ωS > ωp, the argument of the exponential function in Eqn. 2.39

is negative, indicating Raman loss in the probe and Raman gain in the pump. For

ωp > ωS, the exponent is positive, leading to stimulated Raman gain in the probe

and stimulated Raman loss in the pump.

2.4 Raman-induced Kerr Effect scattering

First observed in 1975 by Heiman et al. [10], Raman-induced Kerr effect scattering

(RIKES) is a four-wave mixing process by which polarization changes to a weak probe

(Stokes) pulse can be induced by a strong pump. Figure 4.1 shows the energy level

diagram for RIKES. The weak probe (Stokes beam) is polarized linearly at frequency

ωS, while the strong pump can be circularly polarized or linearly polarized at 45◦

with respect to the probe at frequency ωp. The configuration of RIKES with a linear

pump probes the nonlinear susceptibility tensor (χ(3)) element χ
(3)
1122 + χ

(3)
1212, whereas

the configuration of RIKES with a circular pump probes the nonlinear susceptibility

tensor element i ·
(
χ

(3)
1122 − χ(3)

1212

)
[11]. χ(3) may be expressed in expanded form as

χijkl = χNRijkl + χ′ijkl + χ′′ijkl, where χ′ijkl = Re(χijkl) and χ′′ijkl = Im(χijkl). As a result,

the nonresonant contribution to the signal for the circular case is proportional to

χNR1122 − χNR1212. Although they do not cancel perfectly, these two terms are generally

similar in magnitude, offering up to two orders of magnitude reduction in nonresonant

background [12, 13]. Because the equivalent nonresonant contribution in the linear

pump case is proportional to χNR1122 +χNR1212, the nonresonant terms do not cancel and a

large frequency-independent nonresonant background can be seen in the signal. For
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Figure 2.4: Raman-induced Kerr effect scattering (RIKES) energy level diagram.
Pump (ωp) and probe (ωS) fields are shown.

this reason, we only perform RIKES with a circular pump in this work.

For RIKES with circular pump polarization and linear probe polarization, the

components of the excitation fields may be written as

~E(ωS) = Ey(ωS)ŷ (2.41)

~E(ωp) = Ex(ωp)x̂+ iEy(ωp)ŷ

where, for circular polarization

|Ex(ωp)| = |Ey(ωp)| =

∣∣∣ ~E(ωp)
∣∣∣

√
2

(2.42)

For the Raman-induced Kerr effect, a nonlinear polarization density is created at

the probe frequency ωS orthogonal to the excitation field; that is, in the x̂ direction.

The polarization density can be written as:

Px(ωS) =
6i

8
[χ1212(−ωS, ωS,−ωp, ωp)Ey(ωS)E∗x(ωp)Ey(ωp)

−χ1221(−ωS, ωS,−ωp, ωp)Ey(ωS)E∗y(ωp)Ex(ωp)]

(2.43)

where using Eqn. 2.42, this reduces to
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Px(ωS) =
3i

8
[χ1212 − χ1221]Ey(ωS) |E(ωp)|2 (2.44)

The signal field generated by this polarization is polarized perpendicular to the

excitation field:

Ex(ωS) = −3ωS
8nS

√
µ0

ε0

χeff (−ωS, ωS,−ωp, ωp)Ey(ωS) |E(ωp)|2 L (2.45)

where χeff ≡ χ1212 − χ1221 at |ωp − ωS| = ωvib (on resonance).

The relationship between Imχ11ii and the differential Raman scattering cross sec-

tion is the same as in stimulated Raman scattering (see section 2.3):

Imχ11ii(−ωS, ωS,−ωp, ωp) =
8π3

3

(
npε

2
0c

4

nShωpω3
S

)
d2σxi
dΩdωS

(e−
h(ωp−ωS)

kT − 1) (2.46)

allowing it to be shown that

Imχeff (−ωS, ωS,−ωp, ωp) =
8π3

3

(
npε

2
0c

4

nShωpω3
S

)
(1− 3ρ)

d2σxx
dΩdωS

[
e−

hωvib
kT − 1

]
(2.47)

where ρ is the depolarization ratio of the Raman mode (ρ = σxy/σxx) and d2σxx/dΩdωS

is the polarized peak differential Raman cross section per unit volume.

The intensity of the signal field is then:

Ix(ωS) =
9

16

ω2
SL

2

n2
pn

2
S

(
µ0

ε0

)
|χeff (−ωS, ωS,−ωp, ωp)|2 Iy(ωS)I2(ωp) (2.48)

The final Raman-induced Kerr effect intensity is thus proportional to the square

of the sample interaction length as well as the pump intensity. It is linear in the

probe intensity. This highlights the reason it is experimentally wise to use a strong

pump and a weak probe, particularly in applications that are limited by photodamage

caused by high combined average power of the two beams.
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One of the main advantages of RIKES over CARS is the lack of any phase-

matching requirement. Because the generated photons are emitted at frequency ωS,

the phase mismatch can be written:

∆~k = ~kS − ~kp + ~kp − ~kS = 0 (2.49)

and thus the phase matching condition is identically satisfied. The overlap angle of

the pump and probe beams does not matter experimentally.

2.4.1 Signal to noise of RIKES

For RIKES, the dominant source of noise is the birefringent background caused by

depolarization of the probe pulse [6]. As the linearly polarized probe propagates from

the initial polarizer to the analyzer, it passes through several optics. Each intervening

optical element will contain some degree of static strain birefringence, introducing a

slight ellipticity to the probe. When the signal is analyzed, the component of the probe

beam now polarized perpendicular to the original probe beam will pass through the

analyzer and show up as a background on the signal.

The signal current can be written as [6, 9]:

i2signal = [KAIx(ωS)]2 = K2P 2
R(ωS) (2.50)

where A is the active detector area, Ix(ωS) is given by Eqn. 2.48, and PR = AIx being

the incident power on the detector. The constant K = Gqe/~ω, where G is the gain

of the detector, q is the quantum efficiency of the detector, and e is the charge of the

electron. The classical noise power, then, associated with the birefringent background

is

εBı2B = εSK
2P 2

B(ωS) (2.51)

where εS =
<i2S(t)−i2S>

i2S
is the fractional noise on the probe. Because the birefringent
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background PB(ωS) is itself a fraction of the total probe power (depending on the

total degree of birefringence in the system), it can be written as

PB = δPy(ωS) (2.52)

so that

εBi
2
B = εS [KδPy(ωS)]2 (2.53)

In addition to the classical laser noise contributed by the birefringent background,

in the limit of very small Raman signal amplitudes, the shot noise of the background

will also contribute to the overall noise. The shot noise may be written:

i2Q = KQ [id +KδPy] (2.54)

where id is the detector dark current and KQ is the current of one electron per unit

response time.

The final source of noise on the signal will be in the form of thermal noise, KT .

This is given by:

KT =
4kT∆ν

R
(2.55)

where T is the temperature, k is Boltzmann’s constant, ∆ν is the detector bandwidth,

and R is the detector load resistance.

We can combine the sources of noise in Eqns. 2.53, 2.54, and 2.55 to get a total

noise of

εS [KδPy(ωS)]2 +KQ [id +KδPy] +
4kT∆ν

R
(2.56)

For our thermoelectrically cooled CCD camera, dark current and thermal noise is

negligible compared to laser noise, giving a total signal-to-noise ratio for RIKES of
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[6]:

(SNR)RIKES =
P 2
R

δ2P 2
y (εS + 2~ωS∆ν

qδPy
)

(2.57)

Remembering that the birefringent background power PB = δPy(ωS), we can see

that the size of the noise (denominator) is primarily determined by the size of the

birefringent background. Thus, the birefringent background is the limiting factor

in what kind of signal-to-noise ratio can be achieved in a Raman-induced Kerr effect

experiment [6]. Further details on the birefringent background are discussed in section

4.3.

2.5 Surface-enhanced Raman scattering

Surface-enhanced Raman scattering (SERS) is the phenomenon of highly mag-

nified Raman signals at the surface of nanoparticles or nanostructured substrates.

Experiments of pyridine adsorbed on gold or silver particles of sub-wavelength size,

dispersed colloidally in an aqueous medium, have shown surface-enhanced Raman

signals at the surface of the particles [14–17]. For the general case of an analyte ad-

sorbed to the surface of a spherical particle, an analytical solution can be calculated

with the help of Lorenz-Mie theory. Although surface-enhanced Raman scattering can

be detected on a variety of substrates, including nanostructured surfaces, nanopar-

ticles, and nanorods, the case of a spherical particle is used in this derivation for

computational simplicity.

Following the derivation of Wang, et al. [18], we consider a Raman scattering

molecule located at coordinate r′ on the surface or outside of a spherical particle of

radius a and relative complex refractive index m0 at frequency ω0. For incident radi-

ation as a plane wave of frequency ω0, the scattering molecule may be approximated

as a classical oscillating dipole radiating at a Raman frequency ω with dipole mo-

ment p = αEp(r
′, ω0), where α is the molecular Raman polarizability. The primary
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field Ep(r
′, ω0) represents the incident field plus the elastically scattered field at r′,

calculated by Lorenz-Mie theory [18]:

Ep(r
′, ω0) = Ei(r

′, ω0) + ELM(r′, ω0) (2.58)

For the limiting case of a small sphere centered at the origin, the primary field at

r′ is [18]:

Ep(r
′, ω0) = Ei(r

′, ω0) +

(
a3

r′3

)
g0 {3n̂′ [n̂′ · Ei(r

′, ω0)]− Ei(r
′, ω0)} (2.59)

where n̂′ = r′/r′ and

g0 =
(m2

0 − 1)

(m2
0 + 2)

(2.60)

where the expression for ELM(r′, ω0) in equation 2.58 is represented by the field of a

point dipole at the origin. This primary field will induce the molecule to oscillate at

the Raman frequency ω with dipole moment p = αEp(r
′, ω0). At the origin, the field

induced by the Raman scattering dipole is given by:

Ed(0, ω) =
[3n̂′(n̂′ · p)− p]

r′3
(2.61)

In the radiation zone, the total electric field can be represented as due to that of

dipole p coherently added to the field of a dipole located at the origin given by [18]:

p′ = ga3Ed(0, ω) (2.62)

where

g =
(m2 − 1)

(m2 + 2)
(2.63)

with m being the relative refractive index at ω.
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The total power, then, in the radiation zone is given by:

P1 =

(
ck4

3

)
|p′ + p|2 (2.64)

where k = n0ω/c, n0 is the index of refraction of the medium surrounding the particle,

and c is the speed of light.

To calculate the enhancement factor, we can consider the Raman scattered field

in the absence of the nanosphere as an electric dipole with a dipole moment p′′ =

αEi(r
′, ω0) and a total radiated power of P2 =

[
ck4

3

]
· |p′′|2. The enhancement factor

can be written [18]:

EF =
|p′ + p|2

|p′′|2
(2.65)

Substituting the proper expressions for the dipole moments, we arrive at an en-

hancement factor of:

EF =

∣∣∣∣î+
a3

r′3
g0

[
3n̂′
(
n̂′ · î

)
− î
]

+
a3

r′3
g

[(
a3

r′3
g0 − 1

)
î+

(
a3

r′3
g0 + 1

)
3n̂′
(
n̂′ · î

)]∣∣∣∣2
(2.66)

For particles with size sufficiently smaller than the wavelength of excitation light,

the enhancement factor is independent of particle size. For m2
0 or m2 → −2, very

large enhancements are possible.

2.5.1 Surface-enhanced coherent anti-Stokes Raman scattering

Surface-enhanced coherent anti-Stokes Raman scattering (SECARS) is a process

that is analogous to SERS in which CARS is performed on molecules near a nanos-

tructured metal surface. In this manner, analysis of the radiation outside of spherical

particle can proceed in a similar way to that of section 2.5. Figure 2.5 shows the ex-

citation geometry for the analysis of SECARS by Chew, et al. for a spherical particle

[19]. Two incident laser beams at frequencies ω1 and ω2 are incident on a particle
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Fig. 1. (a) Geometry of incident beams and particle. (b) Directions
of the incident beams in the x-z plane.

z axis and beam 2 along a direction in the x-z plane making
an angle 0 with the z axis [Fig. 1(b)]. Let the medium inside
the particle be labeled 1 and the medium outside be labeled
2, with frequency-dependent dielectric constants 1(co) and
(2 (a), respectively [Fig. 1(a)]. Suppose there is a CARS
molecule at coordinate r' outside the particle. The local field
6a(fa, r') at frequency a (a = 1, 2) at r' is then the sum of the
incident field and the field scattered from the particle given
by the usual Lorenz-Mie series,30' 33 both evaluated at w,,. As
was shown by Cooney and Gross,31 32 these local fields 61 and
62 generate a dipole moment P, radiating at the CARS fre-
quency a3 = 2 1- (02 given by

Pc = Pc (r') = 6x1122(c61, a,1 , -C02)61 (w1 , r')
X 62*(a2, r')61(a, 1 , r') + 3x1221(W1, C01, -O2)6 1(col, r')
X 61(aw1 , r')62 *(, 2 , r') X61 2*61 + X'61 6162*,

(1)

where X1122 and X1221 represent components of the nonlinear
susceptibility tensor. This produces a dipole field3 4 at the
detector coordinate r,

Ed(W3, r, r') = E a2 UEd(l, m)v
ca n2 (U)3)C03

X [he()(k3 r)Ylmlj)] + aMd(e, m)he(1)(k3 r)Yeem(P)J

(2)

where n2(CO3) denotes the refractive index of the outside me-
dium at frequency 3, k3 = n2 (W2)CO3/c is the wave number
corresponding to a,3 outside, and3

aEd(t, m) = 47rk 3
2 ( 2(w3)\ 1/2

(C03)~

flv' X [he(l1)(h 3r')Yeem*()11, (3a)

a d(l, m) = 41i (k3
2w3 ( 2 (a 3 ))1/2

X he(l)(k3 r')pc(r') *Yeem*(P')- (3b)

The notation throughout this paper is the same as in Ref.
34.

The dipole field will be scattered by the particle, giving rise
to a scattered field at frequency W3 at r, which is shown in Ref.
34 to be given by

E.,(w 3 , r, r') = Z { (ic) be ( 3 )aEd(l, m)v
,e~m n2 2(°3)°C3

X [hl()(k3r)Yllm(P)l
+ al (W3)aMd(l, m)he ()(ksr)Yeem F)), (4)

where ae(w,3) and be(W3) are Lorenz-Mie coefficients evalu-
ated at a, 3 . The total CARS field at a03 and r is therefore

Eto0 (w3, r, r') = Ed(w3, r, r') + E(w 3, r, r'),

which for large r has the asymptotic form
large r e ik3r

Et0 t(w3, r, r') -* [6d(r, r') + 6.c(r, r')]
r

eik3r
- Vtt(r, r'),

(5)

(6a)

with

6d(r, r') = E i-l+1 aEd(l, m)F X Yeem(t)
,rm Ln22(a,3)a,3

-aMd(l m)Yllm(P)] (6b)

and

*0,(r, r') = i +' l cbl(W3) Ed(1, m)P X Y. ()
em tn 2

2 (W3)a,3

- al(CO3 )am d(1, m)Yulm(<) . (6c)

It follows from this discussion that the CARS field [Eq. (5)]
will be resonantly enhanced if any of the frequencies a1 , a,2 ,
and W3 is near a resonance frequency of the particle. If a, is
resonant, the local field 61(al, r') will be large because the
scattered (Lorenz-Mie) field will be large, resulting in an
enhanced CARS dipole moment P, [Eq. (1)]; and similarly for
a2. Note also that P, is quadratic in 61 and linear in 62*.
This means that a resonance at w1 will have a more pro-
nounced effect than a resonance at ,2 . Finally, if a 3 is reso-
nant, the Mie coefficients al(w3) or bl(w3) in Eq. (6c) will be
large and enhance the scattered field 6SC(r, r') [Eq. (6c)].
There is therefore the possibility of quadruple resonances.
If all three frequencies ,1, W2 , and W3 are resonant, the CARS
field tsr(r, r') [Eq. (6c)] will contain four resonant factors:
two from 61 at a, [see Eq. (1)], one from 62* at W2 [Eq. (1)],
and one from the Mie coefficient al (X3 ) or b1 (a,3) [Eq. (6c)].
The CARS signal may then be experimentally detectable even
if the nonlinear susceptibilities X and X' in Eq. (1) are
small.

We now give explicit expressions for the local fields 6a,
which are needed in calculating the CARS dipole moment Pr
in Eq. (1). First we expand the incident fields in vector
spherical harmonics in the notation of reference (a = 1,
2):

EinC(, r') = E {2 aE(l, m)V'
b l~~~,r n2 (,)Wa

X Ul(k2ar')Yeem(?')I + aMa(l, m)jl(k 2ar')Yll(f')Js (7)

where n2(,y) denotes the refractive index of the outside me-
dium at frequency , and k2,, = n2(a,,)C0Jc. The scattered
fields E(r(a,,, r') are then given by

Chew et al.

Figure 2.5: Incident beam geometry for surface-enhance coherent anti-Stokes Raman
scattering with a spherical particle. a) Geometry of incident beams with
particle. b) Directions of incident beams in the x-z plane [19].

with radius a (centered at the origin). Beam 1 propagates along the z axis and beam

2 propagates at angle θ with respect to the z axis, with the beams intersecting at

the small particle. The medium inside the particle can be labeled 1, and the medium

inside the particle can be labeled 2.

Similar to the analysis of the preceding section, we consider a Raman-active

molecule at coordinate r′ outside the particle. Again, the local field Eα(ωα, r
′) at

frequency ωα(α = 1, 2) at r′ is the sum of the incident and scattered fields. These

local fields E1 and E2 produce a dipole moment pc, which in turn radiates at the

CARS frequency ω3 = 2ω1 − ω2. The dipole moment can be written [20, 21]:

pc = pc(r
′) = 6χ1122(ω1, ω1,−ω2)E1(ω1, r

′)E∗2(ω2, r
′)E1(ω1, r

′)

+ 3χ1221(ω1, ω1,−ω2)E1(ω1, r
′)E1(ω1, r

′)E∗2(ω2, r
′)

≡ χE1E
∗
2E1 + χ′E1E1E

∗
2 (2.67)

where χ1122 and χ1221 are components of the nonlinear susceptibility tensor, with
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χ = 6χ1122 and χ′ = 3χ1221. The dipole field produced at r is then [22]:

Ed(ω3, r, r
′) =

∑
`,m

ic

n2
2(ω3)ω3

adE(`,m)∇×
[
h

(1)
` (k3r)Y``m(r̂)

]
+
∑
`,m

adM(`,m)h
(1)
` (k3r)Y``m(r̂) (2.68)

where n2(ω3) is the refractive index outside of the medium at the CARS frequency

and k3 is the corresponding wave number, with Y representing the relevant spherical

harmonic and h
(1)
` representing the Hankel function of the first kind. adE(`,m) and

adM(`,m) are given by [22]:

adE(`,m) = 4πk2
3

√
µ2(ω3)

ε2(ω3)
× pc(r

′) ·
{
∇′ ×

[
h

(1)
` (k3r

′)Y∗``m(r̂)
]}

(2.69)

adM(`,m) = 4πi

(
k2

3ω3

c

)√
µ2(ω3)

ε2(ω3)
× h(1)

` (k3r
′)pc(r

′) ·Y∗``m(r̂) (2.70)

The scattered field Esc at r can be shown to be [22]:

Esc(ω3, r, r
′) =

∑
`,m

ic

n2
2(ω3)ω3

b`(ω3)adE(`,m)∇× h(1)
` (k3r)Y``m(r̂)

+
∑
`,m

al(ω3)adM(`,m)h
(1)
` (k3r)Y``m(r̂) (2.71)

where a`(ω3) and b`(ω3) are Lorenz-Mie coefficients evaluated at the CARS frequency.

The total CARS field at r will be:

Etot(ω3, r, r
′) = Ed(ω3, r, r

′) + Esc(ω3, r, r
′) (2.72)

Far away from the surface of the particle, the detected field will be:

Etot(ω3, r, r
′)→ eik3r

r
[Ed(r, r

′) + Esc(r, r
′)] (2.73)
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where

Ed(r, r
′) =

∑
`,m

i−`+1

[
c

n2
2(ω3)ω3

adE(`,m)r̂ ×Y``m(r̂)− adM(`,m)Y``m(r̂)

]
(2.74)

and

Esc(r, r
′) =

∑
`,m

i−`+1

[
cb`(ω3)

n2
2(ω3)ω3

adE(`,m)r̂ ×Y``m(r̂)− a`(ω3)adM(`,m)Y``m(r̂)

]
(2.75)

It can be seen from these results that the CARS field can be enhanced in several

different ways. If the laser frequency ω1 is located at a resonance frequency of the

particle, the local field E1(ω1, r
′) will be enhanced because the scattered field will be

large, resulting in an enhanced dipole moment from equation 2.67. Enhancement will

also occur if the resonance overlaps with ω2, although the increase will not be as large

due to the linear dependence of pc on E2 relative to its quadratic dependence on E1.

For particle resonances overlapping ω3, enhancement occurs owing to the magnifica-

tion of the Mie coefficients a`(ω3) and b`(ω3) in the magnitude of the scattered field

Esc (equation 2.75). For SERS substrates with very broad plasmonic resonances, the

possibility of quadruple resonances exists if all CARS fields overlap in frequency with

the surface plasmon resonances [22]. In this case, extremely high enhancement factors

are thought to be possible in surface-enhanced CARS experiments.
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CHAPTER III

Coherent versus spontaneous Raman

In this chapter, the methods and experimental setup of a systematic comparison

between coherent and spontaneous Raman spectroscopy and microscopy are explained

in detail. We utilize a configuration in which the mode of excitation can be easily

switched between spontaneous and coherent Raman. Spectroscopy measurements are

made in solution comparing signal levels as a function of excitation power, and a mi-

croscopy comparison is performed via Raman imaging of polystyrene beads. We find

that for low-concentration, low-excitation power conditions (such as those relevant

for biological imaging), spontaneous Raman often provides higher signal levels than

coherent Raman techniques.

3.1 Motivation

A number of purported advantages over spontaneous Raman scattering has made

coherent anti-Stokes Raman scattering (CARS) the subject of many spectroscopy

and microscopy studies over the past decade [1–5]. Most recent literature has held

the general assumption that CARS is superior to spontaneous Raman scattering

methods on the basis of several advantages. First, as a multiphoton process, CARS

provides automatic 3D sectioning when used with microscopy. Due to the nonlinear

dependence on incident intensity, as the excitation beam diverges from its focus, the
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signal drops off much more quickly than it does in the case of spontaneous Raman.

Thus, similar to confocal microscopy, CARS does not suffer from out-of-focus signal

background in the same way that spontaneous Raman does. Second, CARS can be

detected to the blue (anti-Stokes) side of the excitation wavelengths. This allows

signal detection in a spectral region that will not suffer from background due to

fluorescence (although care must still be taken to avoid background due to two-

photon excited fluorescence). Because spontaneous Raman signals are redshifted,

samples with significant fluorescence overlap with the Raman bands will have severe

non-vibrational signal contamination. Finally, the coherent oscillation of molecules in

the sample give rise to a collective signal generation that adds up constructively over

the interaction length, greatly enhancing the Raman signal. CARS has been shown

to provide several orders of magnitude signal improvement over spontaneous Raman

under the right experimental conditions [6].

For imaging biological samples, the final advantage is perhaps the most appeal-

ing. Due to the sensitivity of biological samples to photodamage, orders of magni-

tude higher signal means much lower excitation power, allowing microscopy of tissue

without loss of cellular function. Although CARS microscopy has quickly grown in

popularity in recent years, very little work has been done to systematically compare

the relative signal strengths of CARS and spontaneous Raman methods. Despite this,

claims of 4-5 orders of magnitude are often cited in the literature [7–11]. For biological

imaging, however, we are limited to low excitation powers and low sample concen-

trations, both of which mitigate the advantages conferred by CARS. In the work

presented here, we compare the relative signal strengths of CARS and spontaneous

Raman scattering under the low-concentration and low-power conditions relevant to

biological imaging. We show that the signal strengths of the two methods are com-

parable in this situation [12], contrary to what is commonly asserted in the literature

[1, 2, 4].
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In making a valid comparison between CARS and spontaneous Raman, methods of

suppressing the nonresonant background must be employed to isolate the chemically-

specific Raman signal. Techniques include pulse-delay CARS, which takes advantage

of the short lifetime of the nonresonant signal to isolate the resonant signal [13,

14]. Also used are polarization CARS, which takes advantage of the difference in

polarization state of the nonresonant signal relative to the resonant signal [15], phase-

matching-based methods [16], amplitude-based methods [17, 18], and heterodyne-

detected CARS [19]. The method of suppressing nonresonant background used in

this work is a time delay method. Similar studies have been performed recently using

time delay suppression, using nJ-µJ pulses with a low repetition rate laser (kHz-

MHz). These studies have compared coherent Stokes Raman scattering (CSRS) to

spontaneous Raman, finding an increased CSRS signal level over spontaneous Raman

by a factor of 100− 105 [20–22].

Biological imaging, on the other hand, has low tolerance for such high pulse ener-

gies. Generally, high repetition rate (∼80 MHz) lasers must be used with low intensity

(pJ) pulses for non-destructive imaging of biological samples. Photodamage studies

have shown cell destruction at relatively low powers using near-IR 80 MHz excitation.

In hamster ovary cells, cell death has been shown to occur at ∼4.5 mW for 240 fs

duration pulses and ∼7.3 mW for 2.2 ps duration pulses [23]. In bovine adrenal cells,

loss of cell viability has been shown to occur at ∼2.5-3.0 mW for 190 fs duration

pulses [24]. It is under conditions similar to these that we present our comparison

between CSRS and spontaneous Raman.

3.2 History

Coherent anti-Stokes Raman scattering (CARS) was first demonstrated by Maker

and Terhune at Scientific Laboratory of the Ford Motor company [25]. Using a pulsed

ruby laser with a pulse energy of 0.1 J with 30 ns duration, Maker and Terhune
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real,

0.39cstit+0.36ctstt
(—3ei i,co i,ei i,e7 i) =0.26 .

0.17cii22+0.83cssii

From the last two results, which have an accuracy of
about &25%, csttt/ctstt ——0.4&0.3 or —0.2&0.1. For
crystals transparent throughout the visible to beyond
3~, and with cu in the visible, one would expect c3~~~

C1311.

Measurement of the third harmonic and laser in-
tensities were made to determine the absolute values of
the coefficients. To minimize errors due to the angular
spread of the laser beam, ' a 0.23-mm-thick. sample,
with 8=57', 22=m./2, was used. Aperture stops were
used to defi.ne the beam cross section. For a 10 mJ,
28-nsec half-width laser pulse having a beam diameter
of 2 mm, a 1&is-J third-harmonic pulse with a 20-nsec
half-width was observed. The photomultipliers used
were calibrated with a bolometer at the laser frequency
and its second harmonic. Using Eqs. (29) and (34), and
the previously measured ratios,

~
0 17c1122+0.83cssit

~ ( 3~2&~l eily&l)

=2X10—"cm' erg '.
For comparative purposes, second-harmonic genera-
tion in ADP was also measured using the same arrange-
ment, and gave

436= ~+4X10—~0 cm ] erg

The previously reported values of d36 obtained using a
ruby laser are 3X10—"for ADP" and 6X10 " cm'"
erg —'" for KDP' (-10%higher than ADP). 22 However&
the apparently more accurate value obtained with a gas
laser' is 30&10X10 ' cm'" erg —'" A factor of V2 of
this difference might be explainable in terms of many
independent frequency components present at the same
time in the laser beam in one case and not the other. '4

Electric-field-induced second-harmonic generation has
also been observed in calcite."dk=—2ks(co) —k, (2ei) =0
for this process with 8=-37'. The dc field Ea, was applied
at right angles to k(&v) in the plane of the extraordinary
ray. The equation describing the nonlinear polarization
is in this case

laser beam, 1/500 the second-harmonic generation
obtained with a KDP crystal under similar circum-
stances was observed. In calculating the relative values
of the coeKcients from this result, the angular spread
of the laser beam must be considered, since dhk/d8 for
calcite at index match is =4 times that for KDP.
Further, E~, was nonuniform. Considering these facts,
we estimate

~
(0.75cit22+0. 24c32$$) —(0.47cstit+0. 38cisii)

~

(—2eii, equi, e)i,0)=3X10 'dss(KDP)cm'" erg '".
A much larger value is expected here as R~, can induce
ionic motion.

C. Three Wave Mixing Experiments

In this section measurements of the amount of radi-
ation created at ei+d due to the presence of radiation
at cd and m —4 are discussed. Because the total fre-
quency spread 2A is much less than that for third
harmonic generation 2~, coherence lengths are much
longer. With 6 small compared to co, l„i,~ 1/6'.

Figure 2 is a schematic of the experimental arrange-
ment used. The laser beam was first focused with a
25-cm focal length lens into a 20-cm-long cell filled with
a benzene derivative. Through Raman laser action and
related interactions, the plane-polarized output beam
contained frequency components at ~Me~, where e is
an integer and d is a Raman frequency of the liquid.
(See next section on Raman laser action at a focus. )
Corning glass filters and an aperture stop were used to
remove from this beam all frequency components
except those at ~ and co—A. The power in the beam
after these filters was 50 kW at co, 10 kW at co—4, 50 W
at ei —2h, and less than 10 photons per pulse at &v+5.
The beam, after passing through a second focusing lens,
was divided by a beam splitter into a reference channel
and a sample channel. The samples were placed in front
of the focus of the second lens so that the beam diameter
within them could be directly measured. The light
beams emerging from the samples were analyzed for
radiation at e&+6 using grating monochromators and
band pass dielectric filters. The filters with a band pass
of 100 A were individually rotated to tune them to the

P, 'si (2',r) ==
C 3cti22 cos8 cos(8+n2)
+3cssii sm8 sin(8+n2)
+sin3y{3csitt sill(8+n2)cos8
+3cisit cos(8+n2)sin8} j

X2E22(e~,r)Es, exp(22kst &v)r) . (38)

RAMAN LIQUID
WITH Ofr SAMPLE QJ L+d

With Ea, =200 000 V/cm and &p=+2r/2 and a focused

"R. %.Terhune, P. D. Maker, and C. M. Savage, Appl. Phys.
Letters 2, 54 (1963).

~R. C. Miller, D. A. Kleinman, and A. Savage, Phys. Rev.
Letters 11, 146 (1963).

~A. Ashkin, G. D. Boyd, and J. M. Dziedzic, Phys. Rev.
Letters 11, 14 (1963).
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AND FILTERS

FIG. 2. Schematic of the experimental arrangement used to
study the amount of radiation created at the frequency co&+6 due
to the presence of waves at co~ and co~—5.Figure 3.1: Experimental setup of first CARS experiment by Maker and Terhune [25].

produced a second beam using Raman laser action in a 20 cm long benzene cell with

frequency components at ω±n∆, where n is an integer and ∆ is a Raman frequency

of the liquid. All frequencies except those at ω and ω − ∆ are then filtered out.

Combining these two beams in a sample, Maker and Terhune were able to detect

frequency components at ω + ∆. Though they referred to these experiments simply

at “Three Wave Mixing Experiments”, this process would later become known as

coherent anti-Stokes Raman scattering. Figure 3.1 shows a diagram of the original

CARS experiment by Maker and Terhune.

CARS microscopy was first demonstrated nearly twenty years later with the devel-

opments of Duncan et al. in 1982[1], but the complicated nature of the noncollinear

setup made such an implementation difficult in practice. In addition, the visible

dye lasers used gave rise to large nonresonant background signals that degraded the

chemical contrast. In the 90s it was shown that use of a high numerical aperture

objective can relax the phase-matching requirement, allowing a collinear geometry to

be used [3, 26]. The use of near-IR excitation light also reduced the observed nonres-

onant background signals. It was this development that allowed the rapid expansion

of CARS as a method of vibrational microscopy, as an experimental geometry that

allows the collinear recombination of beams allows the use of a laser-scanning mi-
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croscope. With sufficiently high signal and single-band detection, video rate CARS

imaging can be achieved in such a geometry [27].

The rapid advancement of CARS microscopy has highlighted a need to carefully

evaluate its advantages and disadvantages in comparison to spontaneous Raman. As

mentioned in section 3.1, Pestov et al. recently performed such a comparison in

solutions of pyridine. Figure 3.2 shows the comparison of spontaneous and coherent

Raman spectra retrieved from pyridine. These results show a significant improvement

in CSRS over spontaneous Raman for the excitation conditions used. The conditions

used for this measurement were 0.13 mW (0.13 µJ/pulse 1 kHz repetition rate) for

spontaneous spectra with loose focusing (& 50µm spot size for the excitation beams).

For CSRS measurements, the same pulses are used as the probe pulses, delayed by

1.8 picoseconds with respect to the 0.72 µJ/pulse pump and the 1.36 µJ/pulse Stokes

pulses. The low repetition rate and high pulse energies used in this experiment are

generally not viable for biological imaging, necessitating the systematic study of the

relative performance under such conditions.

The work presented in this chapter extends this previous work to biological imag-

ing conditions. Rather than using pulse energies on the order of 1 µJ at 1 kHz, we

will perform the studies with pulse energies on the order of 1 pJ at 75 MHz. The low

pulse energy and high repetition rate used here will allow us to determine whether

coherent or spontaneous Raman methods will deliver higher signal levels for fragile

biological samples.

3.3 Experimental Setup

To make the most straightforward comparison possible between coherent and

spontaneous Raman, we use the three-color time delay approach similar to Petrov

et al. [21]. Shown in Figure 3.3, the excitation scheme consists of a pump pulse (ωp)

and a Stokes pulse (ωS) exciting a coherence in the sample. A time delay τ later,
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a 100 �m one. Namely, we observe a reduction by a
factor of 2 and 4 for the spontaneous Raman and
CSRS signal amplitude, respectively. Putting in �L
=200 �m, the density of pyridine molecules, and the
probe wavelength, we have �N /V��pr

2 �L�5�1011.
Since the thermal population of the excited Raman
states is negligible, we take �cc�1 and using Eqs. (1)
and (2) get �bc�0.5�10−3 with a 30% uncertainty
from one measurement to another due to alignment.
A crude estimate of the expected magnitude of the co-
herence, �bc���p

*�s /� ��, from the solution of the
density-matrix equations gives �bc�10−2, which is in
reasonable agreement with the retrieved values.
Here, �j��jEj / �2
� stands for Rabi frequencies of
the pump and Stokes fields, � is the detuning from
the electronic resonance, and � is the pulse length.
For the estimate, we take the dipole moments to be
1 D, ��50 fs, and the detuning ��3�1015 rad/s,
since the closest absorption band of pyridine is at �
�260 nm. As one can see, the coherence is far from
maximal ��bc�0.5�. The observed 105-fold gain in the
efficiency of the coherent Raman scattering over the
incoherent one comes entirely from the phase-locked
accumulation of the signal over the active volume.
For similar excitation strength but �L�1 �m,
typical for microscopy [9], one would have
PCSRS /PSpRaman�500.

In summary, we have performed comparative spon-
taneous and coherent Raman measurements on pyri-
dine. Background-free coherent Raman spectra were
acquired by means of the hybrid CSRS technique. We
quantified the increase in the efficiency of Raman
scattering process due to the broadband pump–
Stokes excitation of molecular vibrations and re-
trieved the coherence amplitude for the correspond-
ing Raman transitions. In particular, we
demonstrated that for the 200 �m interaction length
and reasonably high energies of the preparation
pulses (�1 �J/pulse, �50 fs; the estimated peak in-
tensity is �4�1011 W/cm2), the number of CSRS
photons exceeds the number of spontaneous Raman
photons by five orders of magnitude. The coherence
amplitude for the excited molecular vibrations was
determined experimentally, with no ab initio calcula-
tions involved. The procedure separates out the
preparation and probing of the coherence, which can
be useful for analyzing of complex molecular systems.

The authors are thankful to Yuri V. Rostovtsev for
stimulating discussions. The work has been sup-
ported by the Office of Naval Research under award
N00014-03-1-0385, Defense Advanced Research
Projects Agency, the National Science Foundation
(grant PHY-0354897), an award from Research Cor-
poration, and the Robert A. Welch Foundation
(grants A-1261 and A-1547).

Note added in proof: We have become aware that
similar techniques have been discussed recently in
Refs. [11,12].
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Figure 3.2: Experimental results of Pestov’s coherent versus spontaneous Raman
comparison. a) spontaneous Raman spectrum of pyridine. b) CSRS spec-
trum of pyridine [20].
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Figure 3.3: Energy level diagram for coherent Stokes Raman scattering. Relevant
beam frequencies denoted as ωS (Stokes), ωp (pump), ωpr (probe), and
ωsig (signal).

a third pulse (ωpr) probes the sample, at which point Stokes radiation (ωsig) can be

detected. Because coherent nonresonant background is an electronic four-wave mix-

ing process, it has a much shorter lifetime than the resonant signal. By choosing τ

to be longer than the electronic nonresonant lifetime but shorter than the lifetime of

the coherence generated by the pump and Stokes pulses, effective nonresonant sig-

nal suppression can be achieved. Coherent Stokes Raman scattering (CSRS) is used

rather than coherent anti-Stokes Raman scattering (CARS) because the experimental

implementation is easier for direct comparison. Changing the setup between CSRS

and spontaneous Raman requires only blocking the CSRS pump pulses at the Fourier

plane and allowing the probe to act as the spontaneous excitation beam. No changes

in detector or experimental alignment are necessary.

The laser source used for the experiment is a broadband Ti:sapphire oscillator

(Femtosource Synergy) with 12 nJ pulses (110 nm bandwidth) centered at 785 nm,

operating at a 75 MHz repetition rate. The full spectrum of the oscillator is shown in

Figure 3.4. The beam is spectrally dispersed in a 4f pulse shaper, and an amplitude

mask is placed at the Fourier plane to produce the three distinct excitation pulses.

Figure 3.5 shows the spectrum of the three excitation pulses used. The pump pulse

at ωp is centered at 736 nm and the Stokes pulse at ωS is centered at 793 nm, giving
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Figure 3.4: Full spectrum of Femtosource Synergy Ti:sapph oscillator.

∼1000 cm−1 separation between them to excite the 1000 cm−1 Raman vibrational

mode of polystyrene. The probe pulse at ωpr is centered at 835 nm, putting the CSRS

detection wavelength at 911 nm. The spectral resolution of the signal is determined

by the spectral width of the probe, which has a bandwidth of 43 cm−1.

Figure 3.6 shows the experimental setup for the measurement. The beam comes

out of the oscillator and is immediately sent into a reflective 4f pulse shaper, where

it is dispersed with an amplitude mask at the Fourier plane. The amplitude mask

consists of three slits – one for each of the excitation beams shown in Fig. 3.5. In the

path of the probe pulse, an 800 fs time delay is introduced by a small glass coverslide.

This provides the time delay τ sufficient to suppress the nonresonant background

signal at 1000 cm−1 while maintaining > 80% of the resonant signal. When switching

between coherent and spontaneous measurements, a physical beam block is placed

in front of the pump and Stokes slits at the Fourier plane, and an ND filter placed

before the objective is adjusted to equalize the total power between the two methods.
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Figure 3.5: Amplitude mask used for three-color CSRS experiment with polystyrene
sample.

The excitation pulses are compensated for second-order group velocity dispersion

using chirped mirrors. Each of the pulses is characterized by second-order autocorre-

lation using a two-photon GaAsP photodiode. Figure 3.7 shows autocorrelation traces

for each of the beams: a) pump, b) Stokes, and c) probe. The pump pulse (Fig. 3.7a)

has a duration of 106 fs. The Stokes pulse (Fig. 3.7b) has a duration of 113 fs. The

probe pulse (Fig. 3.7c) has a duration of 672 fs. Each of the pulse durations is within

10% of its respective transform-limited pulse duration. After dispersion compensa-

tion, the beams are focused onto the sample by a 0.4 NA air objective (Olympus LM

plan IR, 20 ×) giving a confocal parameter of 8.0 ± 0.4µm. The approximate focal

volume of the beam in the sample is calculated to be

V = π(1.3± 0.07)2 × (8± 0.4)µm3

≈ 42.5µm3 (3.1)

Following the objective, the beam is focused onto the sample, which is mounted on

an x−y piezo stage for raster-scanning images. The signal is collected with collection
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Figure 3.6: Experimental diagram for CSRS versus spontaneous Raman scattering
measurement.

optics with a total NA of 0.6, where the excitation pulses are spectrally filtered using

interference filters. The signal is directed into a spectrometer (Jobin Yvon IHR320),

and spectra are acquired with a Pixis 100F CCD. Samples used in the experiment

are 2-propanol for solution measurements and polystyrene beads (7.3 µm and 4.3 µm

diameter) for imaging.

3.4 Measurements in solution

As a simple test of the power dependence of CSRS versus spontaneous Raman

signal, measurements are first performed in solution. A solution of pure 2-propanol

is prepared and placed at the focus of the excitation beams, in place of the piezo

stage in Figure 3.6. Because the depth of focus of the excitation beams after the

objective is ∼ 8µm, we must be careful when preparing our sample to ensure a valid

comparison between the two methods is made. CSRS is a multiphoton process, so

the coherent excitation will only occur over the extent of the (∼ 8µm) tight focus.

Spontaneous Raman, on the other hand, is a one-photon linear process and will occur

throughout the full beam path within the sample cell. As a result, we want to make

our sample with a thickness such that the total excitation volume is equal for both
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Figure 3.7: Autocorrelation for three pulses in CSRS versus spontaneous Raman mea-
surement. a) Pump pulse, ∼106 fs duration. b) Stokes pulse, ∼113 fs
duration. c) Probe pulse, ∼672 fs duration.
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Raman techniques.

To accomplish this, two 1 mm thick fused silica slides are placed together with

two small squares of 18 µm thick aluminum foil sandwiched between them. The foil

squares are placed at two corners on the same end of the slides. When the slides are

sealed together, they form an empty wedge-shaped cell with variable width from 0 µm

to 18 µm, corresponding to the end without foil and the end with foil, respectively.

The cell is then filled with pure 2-propanol and placed at the focus, where its position

can be adjusted perpendicular to the z-direction. This allows us to calculate the true

thickness of the sample by measuring the signal dependence as a function of sample

position. The thickness of the sample in this case is calculated to be 10µm± 1µm.

Figure 3.8 shows the Raman spectrum of 2-propanol. For these measurements

in solution, we are exciting the 820 cm−1 Raman vibrational mode corresponding

to the dominant C-C stretching mode, giving us a detection wavelength of 901 nm.

Figure 3.9 shows the signal strength of each method as a function of total excitation

power. For CSRS, the power of all three beams combined is considered the total

excitation power. For spontaneous Raman, the pump and Stokes beams are blocked

and the probe power is considered to be the total excitation power. Due to the limited

spectral density profile of the Ti:sapph oscillator, the maximum time-averaged power

that could be achieved in the probe beam is ∼ 1.3 mW. For this reason, the achievable

power in the spontaneous Raman setup cannot approach the much higher levels of

excitation power in the CSRS setup, as shown in Figure 3.9. CSRS data is plotted

as maroon dots, and the data is fitted to a cubic function (red dotted line) because

the signal power dependence is proportional to the product of the three excitation

power levels (PCSRS ∝ PpPSPpr). Spontaneous Raman data is plotted as dark blue

dots, and the data is fitted to a linear function for the same reason (PRaman ∝ Ppr).

In both cases, the cubic and linear dependencies are shown to hold extremely well,

with the norm of residuals being 45.4 for the CSRS fit and 22.4 for the spontaneous
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Figure 3.9: CSRS versus spontaneous Raman data and fits in solution of 2-propanol.
Curve fitting is done with linear (spontaneous Raman) and cubic (CSRS)
functions.

Raman fit.

Figure 3.10 shows the same comparison zoomed in on the low-power region of

interest. It can be seen that, based on the extrapolated fit of the spontaneous Raman

data, there is a critical power at which coherent Raman methods give higher signal

levels than spontaneous Raman methods. Below this power, spontaneous Raman

scattering proves to give higher signal. For our experimental conditions, this critical

power is ∼ 6.2 mW. Because the shape of the Ti:sapph spectral envelope is transferred

to the individual pulse amplitudes (ultimately limiting the maximum power available

in each beam), the CSRS excitation does not use the most efficient excitation power

ratio (1:1:1). If the beams can be individually controlled such that the power is equal

in each of them, the CSRS signal can be amplified by a factor of ∼ 3.5, leading

to a reduction in critical power to ∼ 3.3 mW. In cases of very low excitation power,

spontaneous Raman signal from the CSRS probe will be the dominant source of signal
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Figure 3.10: Critical power of solution of 2-propanol for CSRS and Raman. CSRS
and spontaneous Raman give equal signal levels at ∼ 6.2 mW of total
power.

in the CSRS experiment. If a (1:1:1) power ratio is used for the excitation beams,

the lower limit for the amount of Raman signal in the CSRS setup should be equal to

one third of that in the spontaneous Raman setup. This corresponds to no coherent

contribution to the signal.

3.5 Imaging polystyrene beads

The time-delay CSRS scheme was used to image polystyrene beads dried onto

a glass coverslide. Image contrast is achieved by taking the difference between the

spectral intensity at 1000 cm−1 (on resonance) and 950 cm−1 (off resonance). Figure

3.11a shows a CSRS image of 7.3µm beads taken with 4 mW total combined power

of the three excitation beams, using a dwell time of 40 ms/pixel. The image has

a total scan range of 30µm × 30µm. A time delay of 800 fs is used between the
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Figure 3.11: a) CSRS image of 7.3 µm diameter polystyrene beads. Total power used
for excitation is 4 mW. Each pixel has a dwell time of 50 ms/pixel. b)
Averaged spectrum taken inside beads shown in (a). Polystyrene Raman
mode seen at 1000 cm−1.
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Figure 3.12: a) CSRS image of 4.3 µm diameter polystyrene beads. Total power used
for excitation is 4 mW. Each pixel has a dwell time of 50 ms/pixel. b)
Averaged spectrum taken inside beads shown in (a). Polystyrene Raman
mode seen at 1000 cm−1.
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pump/Stokes and probe fields to suppress nonresonant background. Figure 3.11b

shows the averaged spectrum taken from pixels inside the polystyrene beads shown in

Fig. 3.11a. As can be seen, the narrow polystyrene peak at 1000 cm−1 is prominent

without the presence of a nonresonant background. The linewidth of the 1000 cm−1

peak in Fig. 3.11b is determined by the bandwidth of our probe pulse to be ∼ 40

cm−1. Figure 3.12a shows similar images taken with 4.3 µm beads. The total range

of this scan is 10µm× 10µm, and 4 mW of total excitation power is again used. The

dwell time for this image is 50 ms/pixel. The averaged spectrum from the centers of

the beads is shown in Fig. 3.12b.

Figure 3.13 shows a comparison between CSRS and spontaneous Raman imaging

in 7µm polystyrene beads. Figure 3.13a shows CSRS images taken on beads with 1.3

mW of power (0.29 mW pump, 0.93 mW Stokes, and 0.08 mW probe). Figure 3.13b

shows the same image taken with spontaneous Raman (i.e. the pump and Stokes

pulses are blocked, and the average power of the probe pulse only is increased to 1.3

mW). Spontaneous Raman shows slightly higher (but comparable) image intensity

in the polystyrene bead. The beads appear larger in the spontaneous Raman images

because the signal has linear dependence on the interaction length, rather than the

quadratic dependence as in CSRS. Thus, the relative contribution from the edges of

the beads where the interaction length is thin will be larger in the case of spontaneous

Raman than in CSRS, making them more visible in the images. Figure 3.13c shows

spectra taken from the centers of the beads in Figures 3.13a and 3.13b. It can be seen

that the peak heights are nearly equal for the two methods for 1.3 mW excitation,

with a very small (∼ 3 CCD counts) offset between the background levels of the two

methods.

Figure 3.14 shows a similar comparison done with 4 µm beads. Images shown

are 10µm× 10µm. For these images, 1.3 mW of average power is again used with a

200 ms/pixel dwell time. Fig. 3.14a shows the CSRS image (0.29 mW pump, 0.93
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Figure 3.13: a) CSRS image of 7.3 µm diameter polystyrene beads using 0.29 mW
pump, 0.93 mW Stokes, and 0.08 mW probe power with 100 ms/pixel
dwell time. b) Spontaneous Raman image with 1.3 mW total power and
100 ms/pixel dwell time. c) Averaged spectra from the centers of the
beads in (a) and (b).
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mW Stokes, and 0.08 mW probe), and Fig. 3.14b shows the spontaneous Raman

image of the polystyrene beads. Figure 3.14c shows the comparison of spectra taken

at the center of the beads. The 1000 cm−1 peak has nearly identical strength for

both methods from the pixels at the center of the beads. It can be clearly seen,

however, that the pixels at the edge of the beads show more 1000 cm−1 intensity for

the spontaneous Raman images because of the linear interaction length dependence.

From these spectra, it is clear that the critical power at which the two methods give

equal signal strength takes place at ∼ 1.3 mW for this sample. If the optimized power

ratio between the three excitation pulses (1 : 1 : 1) is used for CSRS, the signal can

be increased by a factor of ∼ 3.5, reducing the critical power by a factor of ∼ 2 to

∼ 0.7 mW.

In both cases, the signal collected using spontaneous Raman is highly dependent

on the collection optics. While CSRS signal is emitted directionally in the forward

and backwards direction, spontaneous Raman is emitted in all directions, filling the

full 4π solid angle around the sample. Thus, spontaneous signal collection efficiency

can be directly increased or decreased based on the effective numerical aperture of the

collection optics. In our case, we use a 0.8 NA condenser to collect the signal, which

is reduced to an effective NA of ∼ 0.6 due to the size mismatch of the optics follow-

ing the condenser. In real imaging applications, it is difficult to get a significantly

higher collection efficiency, although high NA objectives can be used to provide some

improvement. Any further improvements afforded by increasing collection efficiency

will increase the spontaneous Raman signal relative to the CSRS signal.

3.6 Calculation

To make an estimate on the relative signal strengths of CSRS and spontaneous

Raman expected in our experiment, we perform a calculation based on the derivation

of Tolles et al. [6]. From the Tolles review paper, we use equations (4), (5), (19),
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Figure 3.14: a) CSRS image of 4.3 µm diameter polystyrene beads using 0.29 mW
pump, 0.93 mW Stokes, and 0.08 mW probe power with 100 ms/pixel
dwell time. b) Spontaneous Raman image with 1.3 mW total power and
100 ms/pixel dwell time. c) Averaged spectra from the centers of the
beads in (a) and (b).
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and (27) to calculate the expected signal for both techniques. The signal strength for

spontaneous Raman can be written:

PRaman =
( c

8π

)
|Epr|2ALN

dσ

dΩ
Ωcoll (3.2)

while the signal strength for CSRS can be written:

PCSRS =

∞∫
0

(
2πω2

sig

cn2
S

)
L2A

3

8

∞∫
0

χ(3)B(∆)× Epr(ω + ∆)d∆

2

dω (3.3)

where (in cgs units), Epr is the electric field of the probe, L is the interaction length

of the sample, A is the cross-sectional area of the excitation region, N is the number

density of molecules, dσ/dω is the differential Raman scattering cross section, and

Ωcoll is the total solid angle of collection for the spontaneous Raman measurement.

In Equation 3.3, nS is the index of refraction of the sample at the CSRS signal

wavelength, ωsig is the frequency of the emitted CSRS radiation, and χ(3) is given by:

χ(3) =
ωvibΛ

3(ω2
vib −∆2 − iΓ∆)

(3.4)

where ∆ = (ωp − ωS), ωvib is the frequency of the Raman vibrational mode, and Γ is

a damping constant related to the full-width at half-max of the linewidth γ by the

relation:

Γ =
2πγ√

3
(3.5)

The constant Λ is given by:

Λ =
2Nc4

~ω4
sig

(
dσ

dΩ

)
(3.6)
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and the term B(∆) is given by:

B(∆) =

∞∫
0

E1(ω′ + ∆)E∗2(ω′)dω (3.7)

From these equations, we can calculate our expected signal power based on our

experimental conditions. Using Equations 3.2 and 3.3, we input the following exper-

imental parameters: 1) CSRS excitation power of Pp = 0.29 mW, PS = 0.93 mW,

and Ppr = 0.08 mW. 2) Spontaneous Raman equivalent total excitation power of

Ppr = 1.3 mW. When set up to perform CSRS, there will be a spontaneous Raman

contribution from the probe pulse only. We estimate this contribution to be ∼ 6%

of the total CSRS signal. Other experimental parameters used in the calculation are

focal diameter = (1.4 ± 0.1)µm, confocal parameter = (8.0 ± 0.4)µm, polystyrene

bead density = 1.05g/cm3, L = (4.3 ± 0.1)µm, nS = 1.55, and Ωcoll = (1.45 ± 0.4)

steradians. A solid angle correction factor of 1/nS is not appropriate to use in our

case because of our spherical sample geometry [29].

To get an appropriate value for the Raman cross section of the 1000 cm−1 mode

of polystyrene (i.e. the dominant ring-breathing mode), we compared signal levels

between polystyrene and pyridine [30] using Fourier transform CARS measurements

[31]. Using these measurements, we find that the differential Raman cross section is

dσ/dω = (2.4×10−30±0.6×10−30)cm2/sr/molecule with a linewidth of γ = 8±2cm−1.

This value takes into account the difference in detection wavelength between the

pyridine measurements (513 nm) and our measurements (911 nm). It also takes into

account the difference in excitation wavelength (ωpr) for our sample. Using these

values, we estimate a signal ratio between the two methods of:

PCSRS
PRaman

= 6± 3 (3.8)
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Given our experimental conditions, we calculate an estimated ratio of CSRS/Raman

power of 6±3, which is reasonably consistent with our experimental results presented

in section 3.5.

3.7 Discussion

Biological imaging often involves samples with very low concentrations, down to

or below the millimolar range, depending on the particular molecular vibration being

probed. The experiments done here were done with dense solid polystyrene samples

with concentrations of ∼ 10 M. At low biological imaging concentrations, the critical

power at which coherent and spontaneous Raman will provide comparable signal

levels will be higher, resulting from the quadratic dependence on N for coherent

methods versus the linear dependence on N for spontaneous methods. Decreasing

the concentration of the sample will decrease the signal more quickly with coherent

methods than spontaneous methods, so the excitation power must be increased to

keep the signal ratio at one when mapping out the critical power.

Figure 3.15 maps out the critical power dependence on sample concentration and

excitation power, using the experimental results of this study as a guideline. The

polystyrene measurements done here are shown as a red star in Fig. 3.15. Based on

this measurement and the signal ratio dependence on excitation power and sample

concentration (i.e. PCSRS/PRaman ∝ NP 2), an equivalence line is drawn (solid black

line) from our measured critical power across the full range of concentrations and

power levels. This line represents the critical power as a function of experimental

concentration and power parameters. Below this line, spontaneous methods give

higher signal. Above this line, coherent methods give higher signal levels. The dashed

line shows the same equivalence line, adjusted for optimized power ratio (1 : 1 : 1)

for CSRS and NA 1.2, using an interaction length L of half the confocal parameter.

Indicated by the letters a, b, and c in Fig. 3.15 are photodamage limits for hamster
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ovary cells obtained from the literature [23, 32]: a) 2-3 mW, 150 fs pulses, 0.35

TW/cm2 peak intensity; b) 4.5 mW, 240 fs pulses, 0.33 TW/cm2 peak intensity; c)

7.3 mW, 2.2 ps pulses, 0.058 TW/cm2 peak intensity. Rat brain tissue photodamage

limits established by Hell, et al. of 0.15 TW/cm2 for 80 fs duration pulses [33] agree

with these photodamage limits. Bovine adrenal cell photodamage limits established

by Hopt and Neher of 0.11 TW/cm2 for 190 fs pulses [24] also agree with these

limits. The peak intensities used in this experiment are 0.16 TW/cm2 for the CSRS

excitation and 2.8 GW/cm2 for spontaneous excitation.

In Figure 3.15, the blue shaded region represents the experimental conditions

under which coherent Raman methods will provide higher signal, and the unshaded

region represents the conditions under which spontaneous Raman methods give higher

signal. The dashed box represents the area relevant for standard biological imaging

conditions. The dotted box extends this area to include biological samples of partic-

ularly high concentration, such as tightly-packed lipid membranes, which can reach

oscillator densities as high as ∼ 40 M. Figure 3.15 should not change significantly

when using picosecond pulses.

3.8 Conclusions

We have performed the first systematic comparison of spontaneous Raman ver-

sus coherent Raman signal levels under biological imaging conditions. In contrast

with previous work, the excitation power, pulse energy, focusing, and signal collec-

tion closely resemble the conditions used for biological imaging [20]. Using previous

studies as a guide, we compare our results within the framework of maximum power

before photodamage, showing that in many instances, spontaneous Raman imaging

can provide even higher signal levels than coherent Raman imaging. Spontaneous

Raman also has the advantage of providing high-resolution broadband spectra that

are not susceptible to the nonresonant background that plagues CARS and CSRS
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Spontaneous

Coherent

Figure 3.15: CSRS/spontaneous Raman signal strength ratio as a function of excita-
tion power and concentration. The solid line represents the critical power
at which the two methods give equal signal as a function of sample con-
centration. Above the line, coherent methods give higher signal. Below
the line, spontaneous methods give higher signal. The red star indicates
the measurement performed in our experiment at 10 M concentration
and ∼ 1.3 mW critical power for the 1000 cm−1 mode of polystyrene.
The dashed line shows the critical power as a function of sample con-
centration for the same sample if the optimized pulse power ratio (1:1:1)
and NA 1.2 are used. Arrows at the top indicate photodamage limits
found in the literature: a) 2-3 mW, 150 fs pulse duration, 80 µs dwell
time[23]; b) 4.5 mW, 240 fs pulse duration, 60 µs dwell time[23]; c) 7.3
mW, 2.2 ps pulse duration, 60 µs dwell time[32]. These values are in
agreement with those found in rat brain tissue [33]. The dashed box rep-
resents the excitation power and concentration values encountered most
often for biological imaging, while the dotted box extends beyond these
parameters to include the imaging of dense biological samples, such as
C-H stretch modes in densely packed lipids.
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imaging. If CW lasers are used with spontaneous Raman detection, the experimental

setup is greatly simplified, and the peak intensity of the excitation light can be greatly

reduced compared to pulsed lasers. On the other hand, coherent methods have the

advantage of providing automatic 3D sectioning, although this advantage could be

conferred to spontaneous Raman imaging using a confocal geometry. Additionally,

CARS can be detected to the blue of the excitation wavelengths, allowing the acqui-

sition of images without detecting red-shifted fluorescence background. For samples

that are particularly resistent to photodamage, coherent methods can often provide

significantly higher signal levels.

Using the theory developed by Tolles et al., we have estimated the ratio of CSRS

to spontaneous Raman power from our sample of polystyrene beads using 1.3 mW

of excitation power. This result is in reasonable agreement with our experimental

result, showing comparable signal levels for the two methods. For the experimental

conditions used here, the critical power is in the 1.3 mW range for polystyrene beads

and in the 6.2 mW range for pure 2-propanol solution. Samples with lower concen-

tration will have a higher critical power, indicating spontaneous Raman will provide

higher signal levels than CSRS. When designing a biological imaging experiment, care

must be taken in deciding whether to use coherent or spontaneous Raman methods

based on the relative signal levels, among other considerations. The advantages and

disadvantages of each technique will determine which method is more suitable for the

imaging application being considered. The surge in publications using CARS imag-

ing [2–4, 8, 14, 15, 18, 27, 34–37] has necessitated a systematic comparison of signal

strength of coherent versus spontaneous Raman scattering. Little work has been

done comparing the advantages and disadvantages of each methods under biological

imaging conditions. While many of these previous studies have taken advantage of

the high signal and density of Raman oscillators found in the C-H stretch of lipids,

finer chemical specificity can be found in the fingerprint region (∼ 700− 1800 cm−1),
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where the Raman oscillator density can be much lower. The work here provides a

foundation to quantify the experimental conditions under which each method will

provide higher signal levels, showing that spontaneous Raman imaging can in fact

offer signal strength advantages in the low-concentration, low-excitation power realm

of biological imaging.
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CHAPTER IV

Multiplexed Raman-induced Kerr Effect

Microscopy

In this chapter, the experimental methods and setup used in obtaining Raman-

induced Kerr Effect spectra and images are described in detail.

4.1 Introduction

The rapid growth of CARS as a modality for spectroscopy and microscopy brought

with it the exploration of a number of other coherent Raman techniques, each with its

own set of advantages and disadvantages. Coherent anti-stokes Raman ellipsometry

(CARE) is a variation on the CARS technique designed to suppress the nonresonant

background introduced in section 1.3 by virtue of careful polarization alignment.

Nonresonant background is suppressed by linearly polarizing pump and probe fields

at specific angles and analyzing the signal field at frequency ω3 with another po-

larizer [1]. The primary advantages of this method are the retrieval of Lorentzian

lineshapes free from interference with a nonresonant background as in CARS and the

suppression of laser power fluctuations that cause a fluctuating background signal

[2]. However, CARE is slightly more complicated to implement experimentally than

CARS [3]. Another method of suppressing the electronic nonresonant background of
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CARS was demonstrated by Kamga and Sceats in 1980 [4]. This technique, called

Pulse-sequenced coherent anti-Stokes Raman scattering spectroscopy (PUSCARS),

takes advantage of the different temporal responses of the nonresonant and resonant

signal in CARS. By delaying the excitation pulses relative to each other (similar

to the work presented in chapter III), one can reduce the nonresonant background

significantly while preserving most of the resonant signal, narrowing the lineshapes

of the detected signal to more closely match the spontaneous Raman spectrum. In

microscopy, the time-delay approach has been used by a number of groups [5–7].

Another coherent technique to suppress noise related to the CARS nonresonant

background was developed in 1976 by Song et al. [8]. This technique, called AS-

TERISK, uses three independent fields with frequencies ω1, ω2, and ω3 polarized at

specific orientations relative to each other. Careful polarization alignment can result

in the cancellation of nonresonant background terms. This gives a pure Lorentzian

lineshape without complications from nonresonant background. The disadvantage to

ASTERISK is that the phase-matching condition must be maintained, preventing the

use of a collinear geometry and thus making it unsuitable for microscopy applications.

One of the more promising coherent Raman techniques gaining popularity re-

cently is stimulated Raman scattering (SRS). One of the most appealing aspects of

stimulated Raman scattering for microscopy is that the phase-matching condition is

automatically fulfilled, allowing collinear alignment of the excitation beams [9]. For

this reason, SRS has been rapidly growing as a tool for microscopy [10–17]. Recently,

Saar et al. demonstrated stimulated Raman scattering microscopy at video-rate [18].

SRS is performed using two collinear excitation beams as the pump and Stokes fields

at frequencies ωp and ωS, respectively. If the frequency difference ∆ω ≡ ωp − ωS

is equal to a Raman active vibrational mode (Ωvib) in the sample, the pump field

will see an intensity loss and the Stokes field will see an intensity gain as a result of

stimulated Raman scattering. To detect the small changes in intensity (δI/I < 10−4)

71



 

Figure 1: (a) CARS process, (b) single mode SRS and RIKE (c) multiplex SRS and RIKE. 
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Figure 4.1: a)Energy level diagram for CARS, b)Energy level diagram for
RIKES/SRS, and c) Energy level diagram for multiplex RIKES/FSRS.

in either the pump beam or the Stokes beam, a modulation scheme with lock-in de-

tection is often needed. This allows effective imaging at high rates of speed for single

mode microscopy. For multiplex microscopy, the implementation of this SRS scheme

would require a lock-in CCD, with essentially a lock-in detector at every pixel on the

CCD. In recent years, such detectors have become available [19], but they are not cur-

rently used for microscopy purposes. To date, only one experiment has demonstrated

multiplex SRS [10], using a diode array for detection.

Recently, one more coherent Raman modality has been revisited for microscopy

applications. The Raman-induced Kerr effect (RIKES) is a four-wave mixing process

in which no new frequencies are generated. In this way, it is more analogous to SRS

than CARS. An energy level diagram of all three processes is shown in Figure 4.1. In

CARS (Fig. 4.1a), a new frequency is generated at ωas, making it easy to spectrally

isolate the signal from the excitation fields. In SRS (Fig. 4.1b), the Raman signal

is generated at the same frequency as the excitation fields, so a modulation scheme

must be implemented to extract the signal. RIKES (Fig. 4.1b), while sharing a sim-

ilar energy level diagram, arises from anisotropic changes in the index of refraction

of a medium upon interaction with the excitation fields. These interactions exhibit

resonances when the frequency difference between the excitation fields matches a

Raman active vibrational mode of the medium (ωp − ωS = ωvib), giving rise to an

72



induced birefringence that can change the polarization state of the Stokes field ωS.

One particularly appealing aspect of RIKES is that it does not require lock-in detec-

tion to measure signal contrast, making multiplex detection extremely easy relative

to stimulated Raman [20]. RIKES was recently demonstrated as a chemical contrast

mechanism for microscopy [21]. This experiment was based on a lock-in technique

capable of imaging only a single Raman mode. There is yet to be a demonstration

of multiplex Raman-induced Kerr effect microscopy. This is the focus of the work

presented in this chapter.

4.2 History

The Raman-induced Kerr effect was first demonstrated in 1976 by Levenson et

al. as a coherent technique to recover the Raman spectrum of a sample with low

background levels [22]. As described in section 1.3, a nonresonant background signal

exists with CARS that spectrally overlaps the resonant signal of interest, decreasing

chemical contrast unless background suppression techniques are used [3, 4, 8]. These

techniques necessarily throw away some of the resonant signal as well, decreasing the

total signal that can be detected and thus the sensitivity of the method. Because the

Raman-induced Kerr effect is free of this nonresonant background, it is a particularly

appealing technique to reproduce the spontaneous Raman spectrum of a material

with high sensitivity.

Figure 4.2 shows the original experimental setup for Raman-induced Kerr effect

spectroscopy by Levenson et al. [22]. It consists of a strong narrowband pump

laser polarized linearly and then sent through a quarter wave plate to induce circular

polarization. A broadband probe pulse is linearly polarized and is overlapped with the

pump beam at the sample to provide the nonlinear interaction. A crossed polarizer

after the sample (P3 in Fig. 4.2) suppresses the probe field, allowing the transmission

of the RIKES field into the spectrometer and camera.
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Figure 4.2: Experimental setup of the original Raman-induced Kerr effect spec-
troscopy experiment by Levenson. [22]

Recently, this technique has been expanded for use in microscopy by Freudiger,

et al. [21]. Their setup utilizes a narrowband pump beam (1064 nm Nd : Y V O4)

and narrowband Stokes beam (tunable optical parametric oscillator) to adjust the

excitation frequency of the microscopy to a desired Raman vibrational mode. The

Stokes beam is modulated with a home-built Pockels cell driven at 10 MHz to match

the internal clock of a lock-in amplifier, providing fast imaging speeds. The beams are

arranged in a collinear geometry into a laser scanning microscope. The Stokes beam

is spectrally filtered out after the sample, and the probe beam is filtered out with a

crossed polarizer. The signal is detected as a modulation transfer to the pump beam

incident on a photodiode. While this experiment demonstrates RIKES microscopy

at fast rates, it is limited by its ability to only image a single Raman band at once,

making it less suitable for imaging samples with complicated Raman band structure

or for imaging samples with unknown chemical composition.

4.3 Birefringent background

As discussed in section 2.4.1, the largest source of background in a Raman-induced

Kerr Effect experiment is a birefringent background caused by the depolarization of

the probe pulse. Because the suppression of the background probe field is dependent
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Figure 4.3: Experimental setup of single band Raman-induced Kerr effect microscopy
by Freudiger, et al. [21]

on having nearly perfect linear polarization (to better than one part in 104), any

birefringence in the optical path between the initial linear polarizer and the analyzer

will give rise to unwanted background transmission at the same wavelength as the

RIKES signal [2].

The total intensity on the detector ID can be written as [23]:

ID(ω2) =
cn2ε0

2
|Ex(ω2) + EB(ω2)|2 = Ix(ω2) + IB(ω2) (4.1)

where Ix(ω2) is the Raman-induced Kerr Effect signal intensity and IB(ω2) is the

intensity of the birefringent background. Because the birefringent background field

EB is defined as spatially orthogonal to the Raman fields, cross terms of the type

2Re {Ex(ω2)E∗B(ω2)} (4.2)

do not exist. A discussion of this effect is given by Eesley [2], who explains it in the

context of mode conversion. A small portion of the TEM0,0 Gaussian probe field is

converted to higher order Hermite-Gaussian modes due to the strain birefringence in

the optics. Because the effective power of the cross-term given in Eqn. 4.2 is given
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by the integral over the active area A of the detector, the total detected power on the

detector can be written as:

2Re {Ex(ω2)E∗B(ω2)} ⇒ 2Re


∫
A

Ex(ω2, r, z)E∗B(ω2, r, z)dA

 (4.3)

Due to the orthogonality of Hermite polynomials, the cross-term contribution to

the integral over the detector area is identically zero, resulting in no detected signal

for interferometric terms. As a result, the birefringent background due to static strain

in the intervening optics can be considered incoherent with the Raman signal.

It is important to note that unlike the nonresonant background of CARS, the

birefringent background of RIKES is linearly dependent on the Stokes field intensity

and independent of the pump field intensity. The electronic nonresonant background

of CARS, on the other hand, is a four-wave mixing process that has quadratic power

dependence on the pump and linear power dependence on the probe. As discussed

in section 2.4.1, shot noise and classical noise on this birefringent background is

ultimately the limiting source of noise for RIKES [2].

4.4 Experimental Setup

In RIKES, the phase matching condition is satisfied automatically, so our exper-

iment is set up with completely collinear alignment [22]. Our experimental setup is

shown in Fig. 4.4 [24]. The excitation source is a fiber laser provided by Ann Arbor,

MI based IMRA, Inc. (FCPA µJewel D-400). It provides a pulse train of 2 µJ pulses

at 200 kHz. The center wavelength is 1042 nm, and the pulse duration is < 350

fs. A beamsplitter is used to pick off 10% of the beam to seed a nonlinear photonic

crystal fiber [25]. The continuum generated in the fiber is used as the broadband

Stokes pulse. Its spectrum spans from the 1042 nm fundamental wavelength down

to 750 nm, giving us more than 3000 cm−1 of available bandwidth for Raman excita-
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Figure 4.4: Experimental setup of our RIKES microscopy experiment. BS: 90/10
beamsplitter; PCF: photonic crystal fiber; P1: Glan polarizer 1; DBS:
dichroic beamsplitter; P2: Glan polarizer 2; P3: Glan polarizer 3.

tion. Because there are few interesting Raman modes beyond ∼3000 cm−1, no further

bandwidth is required on the Stokes pulse. The maximum average power delivered by

the photonic crystal fiber varied daily based on the condition of the fiber and precise

alignment, but it generally stayed between 0.5 mW and 1.0 mW. This approach for

broadband Stokes generation with a single laser has been previously used for mul-

tiplex CARS applications by Cicerone et al. [26]. The remaining 90% of the fiber

laser output is spectrally narrowed using two narrow bandpass filters (CVI XLL-1064

nm) angle-tuned to provide ∼10 cm−1 pulses centered at 1042 nm. Both pump and

Stokes beams are sent through high quality Glan polarizers (Precision Micro Optics

PGLP-04302) with polarization purity < 1 : 10−5 to achieve a high degree of linear

polarization in each of them. The pump beam is then sent through a quarter wave

plate (CVI QWPO-1047-05-4-R10) to provide circular polarization.

Polarization purity proved to be a major problem due to the substantial degree

of strain birefringence in most optics. A standard air objective (NA 0.4, Olympus

LM plan IR, 20×) was initially used to focus the beam onto the sample, but the

depolarization of the linear probe proved to be extremely large. The best polarization

purity achievable with this objective was 1 : 300, which is substantially worse than

the 1 : 104 required for a birefringent background low enough to perform RIKES.

After replacing the standard air objective with a high polarization purity objective
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Figure 4.5: Polarization purity of beamsplitter as a function of linear polarization
orientation of Stokes beam. As the orientation moves away from perfect
p-polarization (13◦), the polarization purity drops rapidly.

(NA 0.5, Olympus UPLFLN20XP, 20×), the polarization purity improved drastically

to ∼ 1 : 10−5. Additionally, the recombining dichroic beamsplitter (DBS in Fig. 4.4)

proved to significantly alter the polarization purity of the Stokes beam based on the

precise polarization state upon incidence. As shown in Figure 4.5, if the Stokes beam

was not perfectly p-polarized, the beamsplitter caused considerable depolarization of

the linear probe, resulting in transmission through the analyzer. The depolarization

effects of both the standard air objective and imperfect alignment onto the dichroic

beamsplitter were enough to saturate the detector. Once all depolarization effects

are accounted for and corrected, the total polarization purity of the imaging system

is better than 1 : 10−4, which is suitable for performing RIKES.

After the pump and Stokes beams are recombined collinearly at the dichroic beam-

splitter, they are focused onto the sample by the aforementioned high polarization
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purity objective. The sample is mounted on an x-y scanning piezo stage (PI P612.2SL)

with a total scan range of 100µm× 100µm, which is raster-scanned to form images.

The signal is then collected in a transmission geometry and collected by a condenser

(NA 0.8) where it is collimated and analyzed by another high quality Glan polarizer

(P3 in Fig. 4.4). The signal is then directed into a spectrometer (Jobin Yvon IHR320)

and detected on a CCD (Pixis 100F) at 1 kHz. The chopping scheme seen in Fig. 4.4

was later implemented, for reasons discussed in section 4.5.1. Because the quantum

efficiency of the Pixis 100F CCD peaks at ∼700 nm with a FWHM bandwidth of

∼350 nm, spectra are detected on the anti-Stokes side of the fundamental wavelength

of 1042 nm. Detection of 3000 cm−1 Raman modes thus occurs near 800 nm, where

the quantum efficiency of the CCD is ∼0.4, rather than near 1500 nm, where the

quantum efficiency drops to 0.

This experimental setup is extremely useful because of the ease with which we

can switch between performing multiplex Raman-induced Kerr effect imaging and

multiplex stimulated Raman scattering imaging. To switch between the two imaging

modalities, the quarter wave plate in the pump arm is rotated such that the optical

axis is aligned with the linear polarization axis of the incident pump beam, resulting

in no change in the polarization state of the pump after the initial Glan polarizer.

Then, the analyzer (P3) is simply removed and replaced with a neutral density filter

to avoid detector saturation, and the rest of the setup is left untouched. This allows

us to image the same spot on the sample with both RIKES and SRS in succession

with no disturbance to the sample, making direct comparison of the two methods

straightforward.
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4.5 Experimental Results

4.5.1 RIKES Spectroscopy

To demonstrate Raman-induced Kerr effect as a spectroscopy tool, we first per-

formed studies in solution. Because of its Raman signal strength, we start out taking

spectra of carbon disulfide (CS2). Carbon disulfide has an extremely strong Ra-

man peak near 670 cm−1, corresponding to the symmetric stretching vibration of

the molecule. A solution of pure carbon disulfide is prepared in a quartz cuvette (1

mm path length) and placed at the focus of the excitation beams. For spectroscopy

experiments on CS2, a Corning Hi980 photonic crystal fiber is used to generate the

continuum. We started with this fiber because it provides the highest spectral power

density for the sample of interest. The 670 cm−1 Raman mode of carbon disulfide

puts the signal wavelength at 975 nm, close to the spectral peak of the continuum

probe. The full spectrum of the continuum with 40 mW input power is shown in

Figure 4.6. The output of the fiber was directed into the spectrometer with a neutral

density filter (optical density 6) placed in the beam to prevent detector saturation.

Because the maximum bandwidth available for detection is limited by the spectrom-

eter grating to be 50 nm, the grating must be rotated for every 50 nm increment in

wavelength. As a result, Figure 4.6 shows spectral discontinuities at increments of 50

nm due to small temporal variations in the continuum spectrum.

Figure 4.7 shows the Raman-induced Kerr effect spectrum of carbon disulfide

measured in our experiment. 23.7 mW is used for the circularly-polarized pump field,

and 0.7 mW is used for the linearly-polarized continuum. The small secondary peak

on the low-frequency side of the primary peak at 670 cm−1 can be explained by the

structure of the strong pump beam, which has a small secondary peak. This small

secondary peak was later spectrally filtered out by slight angle tuning of the bandpass

filter shown in Figure 4.4.
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Figure 4.7: Raman-induced Kerr effect spectrum of carbon disulfide. Excitation con-
ditions are 23.7 mW pump and 0.7 mW probe power, with 1 ms inte-
gration time. Shown is the average of 2000 spectra. CS2 Raman peak
appears at 670 cm−1.
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Using the straightforward method of switching between RIKES and FSRS de-

scribed in section 4.4, we also compared the relative signal strengths of RIKES and

FSRS for spectroscopy. To take FSRS data, we took consecutive spectra with the

pump off and on, with the difference between the two providing the measured spec-

trum. Shown in Figure 4.8, FSRS spectra are much noisier than RIKES spectra,

with lower signal strength. Fig. 4.8a and 4.8b show the relative signal strengths at 10

mW input power. At this excitation power, FSRS provides only 10-20 CCD counts

of signal, whereas RIKES produces a much larger signal (∼3000 counts). The slowly

varying envelopes of the FSRS spectra are due to small changes in the spectral shape

of the continuum between the pump on and pump off spectra. Also, it is important

to point out the nonzero spectral baseline of the RIKES spectrum, which is caused by

the existence of the birefringent background discussed in section 4.3. Spectra taken

at 0.5 mW of pump power (Fig. 4.8c and 4.8d) show similar results, with the FSRS

signal nearly indistinguishable above background and RIKES performing significantly

better with signal levels several times above the background level.

For biological samples, most Raman imaging is performed near 3000 cm−1 be-

cause of the abundance of C-H stretches in biological samples [27–31]. A frequency

difference of 3000 cm−1 on the anti-Stokes (blue) side of our 1042 nm pump pulse

puts the required probe wavelength at 794 nm. The spectral power density of our

current probe (Fig. 4.6), however, is essentially zero near 800 nm. To reach higher

frequency Raman modes near 3000 cm−1, we replaced the Corning Hi980 fiber with

a broadband photonic crystal fiber described by Fu et al. [25]. The relevant portion

of the continuum generated with this fiber is shown in Figure 4.9. The maximum

spectrally integrated average power in this fiber is significantly lower than the Corn-

ing fiber (∼0.2 mW and ∼1.2 mW, respectively), but the spectra power density is

much higher at the wavelengths relevant for 3000 cm−1 detection. The spectral power

density in this case peaks around 800 nm and is very high over the full wavelength
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Figure 4.8: FSRS versus RIKES for CS2. Spectra taken with 1.1 mW probe power
with 1 ms exposure. Pump power is indicated at left. Shown in each
panel is the average of 2000 spectra. Raman peaks for CS2 appear at 670
cm−1.
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Figure 4.9: Spectrum of continuum generated with broadband fiber [25]. Primary
Raman vibrational modes of interest are probed between 785 nm and 805
nm.

range of interest.

To test our ability to detect higher frequency Raman modes near 3000 cm−1, we

performed a similar study on solutions of toluene. The spontaneous Raman spectrum

of toluene is shown in Figure 4.10 [32]. Shown in Figure 4.11 is our comparison of

FSRS and RIKES signal strengths at different excitation power levels for toluene.

Toluene has two strong Raman modes near 3000 cm−1, one at 2920 cm−1 and the

other at 3040 cm−1, corresponding to the methyl symmetric stretch (CH3 − SS)

and the aromatic C-H stretching mode, respectively [33]. At 10 mW, the Raman-

induced Kerr effect spectrum (Fig. 4.11b) is much cleaner with a higher signal to noise

level than the corresponding stimulated Raman spectrum (Fig. 4.11a). Total counts

above background are ∼20 for FSRS and ∼1000 for RIKES. When the excitation

power is cut in half (Figures 4.11c and 4.11d), the stimulated Raman signal is nearly
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indistinguishable from the background. RIKES, however, still shows two distinct

peaks at 2920 cm−1 and 3040 cm−1.

While the Raman-induced Kerr effect spectra look much better with higher signal

to noise than FSRS spectra, there is still a bothersome birefringent background that

appears in all of the RIKES spectra. This background makes it difficult to quantify

signal levels and determine lineshapes from the measured spectra. To help eliminate

the effect of birefringent background on our spectra, we take advantage of the fact

that it is caused by only leakage of the probe light and is independent of the pump.

The RIKES signal, however, disappears if either beam is blocked. Accordingly, we

can remove the birefringent background by applying a chopping scheme to the pump

pulse. When the pump pulse is blocked, only the birefringent background remains.

When the pump pulse is on, the RIKES signal + birefringent background is measured

on the detector. The difference between these two reproduces the RIKES spectrum

with minimal contributions from birefringent background.

As shown in Figure 4.4, the chopper (chopper 1) is placed in the pump beam be-

tween the bandpass filter and Glan polarizer. Because the chopping is performed at

100 Hz, changes in the probe continuum spectrum are minimal, and the birefringent

background is nearly completely removed. Figure 4.12 shows the effectiveness of the

scheme. Figure 4.12a shows the RIKES spectrum of toluene without chopping. The

birefringent background can be seen to be very large on the low frequency end of the

spectrum, and still nearly equal in magnitude to the RIKES signal itself near 3000

cm−1. When the chopping scheme is applied (Figure 4.12b), the difference is clear.

The birefringent background nearly disappears entirely and the Raman lineshapes

are much cleaner and more closely represent the spontaneous Raman spectrum. Ad-

ditionally, a second chopper (chopper 2 in Fig. 4.4) is placed immediately before the

spectrometer to block the CCD during readout to prevent spurious signal.

The spectroscopic studies performed in solution show that Raman-induced Kerr
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Figure 4.11: FSRS versus RIKES for toluene. Spectra taken with 0.17 mW probe
power, with 10 ms exposure. Pump power is indicated at left. Shown
in each panel is the average of 2000 spectra. Raman peaks for toluene
appear at 2920 cm−1 and 3040 cm−1
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Figure 4.12: a) Unchopped versus b) chopped spectra of toluene. Both spectra taken
with 15 mW pump excitation and 0.1 mW probe excitation.
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effect spectroscopy produces higher signal to noise spectra than femtosecond stimu-

lated Raman spectroscopy under the same excitation conditions. The addition of a

chopping scheme improves the RIKES spectra dramatically by removing the birefrin-

gent background that plagues RIKES spectra. The next section will show that this

setup is particularly suitable for Raman microscopy applications.

4.5.2 RIKES Microscopy

To demonstrate imaging using the Raman-induced Kerr effect, we replaced the

cuvette of solution with an x-y piezo stage (position labeled “sample” in Figure 4.4)

to raster scan solid samples. We first attempt imaging in the absence of a chop-

ping scheme to judge our performance. Using the Corning Hi980 fiber, we perform

imaging of 10 µm diameter polystyrene beads in Cytoseal-60 (Richard-Allan Scien-

tific), a toluene-based sealant. The toluene-based sealant is used to minimize the

index of refraction change between the polystyrene beads and surrounding medium

to reduce scatter. The spontaneous Raman spectra of polystyrene and toluene are

shown in Figure 4.10 [32, 34]. Figure 4.13 shows a 90µm×90µm image of polystyrene

beads in toluene sealant. The intensity at 800 cm−1 (Fig. 4.13a) should trace out

the toluene concentration, as toluene has a strong 800 cm−1 peak, while polystyrene

has no peak at 800 cm−1. As expected, the 800 cm−1 signal is lowest in the beads,

while it is much higher in the surrounding toluene sealant. Because both polystyrene

and toluene have strong peaks at 1000 cm−1, they look similar in intensity in images

taken at this frequency (Fig. 4.13b). Using the ratio of the two peaks as a mode

of chemical contrast, Fig. 4.13c shows polystyrene beads with distinct contrast from

the surrounding toluene. However, the nonuniform features of the beads in all images

hint that the chemical contrast may not be genuine when observing only the intensity

at the Raman peak wavelengths. Indeed, as seen in Figure 4.13d, the birefringent

background jumps significantly when the beam focus passes over polystyrene beads,
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Figure 4.13: RIKES imaging of 10 µm polystyrene beads without chopping scheme
as a function of frequency. a) 800 cm−1, b) 1000 cm−1, c) Ratio of 800
cm−1, d) Integrated birefringent background intensity.

indicating that the intensities seen in Fig. 4.13a-c may be mapping out the intensity

changes of the birefringent background at Raman peak wavelengths, rather than the

intensity of the Raman peaks themselves. This is caused by the increased scattering

of the probe beam at the interface of the polystyrene beads, resulting in increased

depolarization of the probe and consequently a jump in birefringent background in-

tensity. From this, we concluded imaging without chopping is not feasible, as it leads

to spurious signal due to changes in birefringent background over the course of a

sample scan.

To counteract this, we added the chopping scheme previously used for solution

studies (section 4.5.1). For imaging, the implementation of the scheme is straightfor-

ward. For every pixel, rather than taking a single spectrum, we take two spectra –
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one with the pump on and the other with the pump blocked. The difference between

the two spectra provide spectra free of birefringent background, similar to Fig. 4.12b.

Figure 4.14 shows the effect of chopping the pump for imaging. For these images,

we switch back to the broadband photonic crystal fiber for imaging near 3000 cm−1

[25]. Fig. 4.14a shows a 30µm× 30µm image of 10µm diameter polystyrene beads in

toluene sealant taken without chopping. Similar to Fig. 4.13, there are clear artifacts

(dark rings) at the edges of the beads and reduced overall contrast due to probe scat-

tering and resulting depolarization. After the chopping scheme is implemented (Fig.

4.14b), the image contrast is improved drastically, and the artifacts near the edges

disappear completely. The effect of chopping on the individual spectra themselves is

shown in Figure 4.14c. Shown in green is the raw data inside a polystyrene bead (42

pixels are averaged for clarity). The birefringent background corresponding to the

same pixels is plotted in black. In red is the resulting spectrum after removal of the

birefringent background. The corresponding toluene chopped spectrum is plotted in

blue. With the subtraction of the birefringent background, contrast between the two

Raman peaks at 3040 cm−1 and 2920 cm−1 is not lost.

To test the effect of pump power on RIKES imaging contrast, we took images

of the sample from Fig. 4.14 at several different levels of excitation power. Figures

4.15a-f show the loss of contrast in RIKES imaging as pump power is lowered from

12 mW to 2 mW in increments of 2 mW per image. Because the image contrast is

given by the intensity ratio of 3040 cm−1/2920 cm−1 peaks, rather than lower overall

intensity, the degradation occurs in signal to noise ratio. At pump excitation of 2

mW, polystyrene beads are difficult to distinguish above the noise.

The imaging scheme with chopping was next used to do a comparison of imag-

ing performance between femtosecond stimulated Raman spectoscopy and Raman-

induced Kerr effect spectroscopy. Figure 4.16 shows a comparison of FSRS and RIKES

imaging for 10 µm diameter polystyrene beads. Figures 4.16a and b show images of
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Figure 4.14: RIKES imaging of 10 µm diameter polystyrene beads a) with and b)
without chopping scheme. Plotted is the intensity ratio of 3040 cm−1 to
2920 cm−1 peaks. c) Average of 42 spectra taken inside polystyrene
beads and toluene sealant. Raw data, birefringent background, and
chopped spectrum for polystyrene is shown, along with the chopped
spectrum in toluene sealant. Excitation conditions are 12 mW pump
and 0.05 mW probe power.
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Figure 4.15: RIKES imaging of 10 µm diameter polystyrene beads in cytoseal as a
function of excitation power. Plotted is the intensity ratio of 3040 cm−1

to 2920 cm−1 peaks. Pump power levels of a) 12 mW, b) 10 mW, c) 8
mW, d) 6 mW, e) 4 mW, and f) 2 mW are used. All images taken with
0.05 mW probe power. Image contrast decreases as pump excitation
power decreases.
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the beads in toluene sealant at 2920 cm−1. Because polystyrene and toluene have

similar signal strengths at this Raman mode, contrast is low in FSRS. In RIKES, sig-

nal strength is similar in the center of the beads to the surrounding toluene sealant.

At the edges of the beads, there is a sharp drop in signal that provides contrast and

may be attributed to scattering causing less overall light into the detector. This ef-

fect is consistent at all frequencies and cancels out when looking at peak ratios (Fig.

4.16f). Figures 4.16c and d show the same images at 3040 cm−1. The signal strength

of polystyrene is larger than that of toluene at this Raman mode, giving the images

chemical contrast. However, the FSRS image (Fig. 4.16a) shows much less contrast

due to a lower signal to noise ratio than RIKES (Fig. 4.16d). The ratio of the two

Raman mode strengths gives the best polystyrene/toluene chemical contrast and is

shown using each technique in Figures 4.16e and f. Here, the contrast is low with

high noise in FSRS, while RIKES produces beautiful images with high contrast. The

higher signal to noise ratio of RIKES relative to FSRS is shown clearly when looking

at the full spectra of the two chemical species (Figures 4.16g and h). For clarity,

42 spectra are averaged for each technique. FSRS shows significantly lower signal to

noise given equal excitation conditions, showing the advantages RIKES can offer in

both spectroscopy and microscopy applications.

To demonstrate RIKES microscopy on biological samples, we took images of onion

cells affixed to a glass coverslide. Figure 4.17 shows images of onion cells on- and off-

resonance. Fig. 4.17a shows an off-resonance image taken at 2750 cm−1. There

is no visible contrast in the image due to the lack of Raman active modes in the

sample. Fig. 4.17b shows an image taken at 2940 cm−1, on-resonance with antisym-

metric CH2 stretching modes in the onion cell cytoplasm [35]. Structure is clear in

the on-resonance image, despite onion cells generally being larger than the available

90µm×90µm scanning range. Green areas of large signal map out the distribution of

cytoplasm within the cell. Figure 4.17c shows the average of 42 spectra taken within
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Figure 4.16: FSRS versus RIKES imaging of polystyrene beads. a,b) Images at 2920
cm−1. c,d) Images at 3040 cm−1. e,f) Images of 3040 cm−1/2920 cm−1

peak ratio. g,h) Average of 42 spectra taken in polystyrene beads and
toluene with FSRS and RIKES, respectively. Excitation conditions are
12 mW pump and 0.05 mW Stokes power, and all scans are 60µm ×
60µm.
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Figure 4.17: Raman-induced Kerr effect images of onion cells. Images taken at a)
2750 cm−1 (off-resonance) and b) 2940 cm−1 (on-resonance). c) Average
of 42 Raman spectra taken from circle indicated in (b).

the red circle indicated in (b). These spectra show a large Lorentzian peak centered

at ∼ 2940 cm−1 with a very high signal to noise ratio.

Figure 4.18 shows an unexpected effect that arose during the imaging of onion

samples. Over the course of a scan, the signal peak (i.e. Raman spectrum in Fig.

4.17c) significantly changes shape and even flips sign. An instance of this effect is

shown in Figure 4.18a. In the top right corner of the image, the cell wall cuts through

the image along the diagonal. Figures 4.18b and c show the single pixel spectra

associated with the circles shown in (a). At different areas near the cell wall, the

RIKES peak changes magnitude and flips sign. This sign-flipping behavior can be
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Figure 4.18: Sign flipping phenomenon in RIKES onion images.

attributed to spatial variations in birefringence over the cell scan, and particularly

near the cell membrane. As shown by Shin et al. [36], the birefringence of an onion cell

is known to vary significantly between the cytoplasm and membrane. The difference

in birefringence between the cell membrane and cytoplasm is largest immediately after

samples are prepared and declines over a timescale of ∼30 hours. All of the samples

shown in this work were imaged within one hour of sample preparation, lending to

large birefringence effects near the cell wall.

As a result of the varying birefringence over the scan area, the pump and probe

pulses fail to maintain their precise polarization state. Polarization ellipticities in the

probe pulse manifest themselves as contributions to the birefringent background dis-

cussed in section 4.3. Polarization changes in the pump, however, have a strong effect
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on the lineshape of the signal. The effect of an arbitrary elliptical pump polarization

on the lineshape and magnitude of the RIKES signal is discussed by Levenson and

Song [37]. RIKES with perfectly circular pump polarization give rise to Lorentzian

lineshapes that are characteristic to standard Raman peaks. As the polarization of

the pump deviates from perfectly circular polarization, dispersive elements are added

to the lineshape as constructive and destructive interference occurs between Raman

and frequency-independent contributions to the signal. Figures 4.18b and c show

how this effect can manifest itself across areas of a sample scan with large changes in

birefringence.

4.6 Discussion

One of the major benefits that FSRS and RIKES promise for microscopy over

CARS is the absence of a nonresonant background. This background arises entirely

from electronic contributions to the signal, offering no chemical specificity and distort-

ing the Raman lineshape. A primary goal of CARS spectroscopy and microscopy has

been to reduce or eliminate entirely this nonresonant background while preserving the

signal. Polarization CARS has been demonstrated to take advantage of the different

polarization state of the nonresonant background relative to the resonant signal [3].

Pulse shaping approaches have been used for the same purpose [38, 39]. Time-domain

methods have also been employed to utilize the longer-lived timescale of the resonant

response relative to the nonresonant response [5, 6, 40, 41], similar to the method

we applied in comparing coherent and spontaneous Raman scattering in chapter III.

However, all of these methods have the drawback of losing some amount of signal

along with the nonresonant background. With time-delay CARS, approximately 80%

of the resonant signal remains after using time-delay nonresonant background sup-

pression [6], while eliminating nearly all of the nonresonant background.

FSRS, on the other hand, has no nonresonant signal to combat. The signal occurs
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at stimulated Raman loss (SRL) or stimulated Raman gain (SRG) in the pump or

probe fields, respectively. Because the signal is coherent and in-phase with the exci-

tation fields, the fields themselves act as a local oscillator for heterodyne detection of

the signal, albeit with no control over the strength of the local oscillator. As a result,

for situations in which laser noise is dominant, increasing local oscillator can have a

negative effect on signal to noise ratio [2]. High frequency detection can be performed

for single mode SRS imaging when combined with lock-in detection [11]. This allows

the detection to occur at frequencies in the MHz range, where laser sources generally

have low noise, rather than in the Hz-kHz range, where lasers have significantly higher

noise. For multiplex detection with photonic crystal fiber generating a continuum to

act as the probe, noise levels at these frequencies can be much more significant, with

any laser noise on the fiber input being amplified along with other noise sources that

are introduced in the fiber itself [42]. As a result, increasing the strength of the local

oscillator field can actually decrease the signal to noise level, and more precise control

than allowed with FSRS is needed to avoid this.

The Raman-induced Kerr effect successfully avoids these pitfalls. There is no

frequency-independent nonresonant background as in CARS. The primary limitation

of RIKES involves the incoherent background introduced by strain birefringence in

the optics between the initial polarizers and the analyzer. As shown in section 4.5.2,

this can include birefringence introduced by the sample as well. The implications of

this are very important when considering the possible advantages to doing RIKES

instead of FSRS. We studied primarily polymer bead and onion cell samples, and

both of these samples introduced significant birefringence that results in the depo-

larization of the probe beam. In particularly highly-scattering samples, care must

be taken to not saturate the detector with the depolarized probe. To mitigate the

effects of the birefringent background, we introduced a chopping scheme to isolate

the resonant signal with a great degree of success. Birefringent background is mostly
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eliminated without losing any corresponding resonant signal. Unless samples are

highly homogeneous and low-scattering, it is doubtful that RIKES detection will of-

fer a significant advantage of FSRS without the implementation of such a chopping

scheme. In onion samples, we observed both birefringence in the linear probe and in

the circular pump, introducing a pump ellipticity that distorts the lineshape of the

signal, further complicating detection and chemical identification.

One method often used to increase the sensitivity of RIKES measurements is to

use heterodyne detection for Optical Heterodyne-Detected RIKES (OHD-RIKES). If

one wants to perform optical heterodyne-detected RIKES, any local oscillator intro-

duced can be precisely controlled by the careful rotation of polarizers [2, 9, 23] – the

simple adjustment of the output polarizer allows a local oscillator to combine coher-

ently with the RIKES signal in a highly controllable manner. Unfortunately, this

method is not possible with the detector used in this experiment. Over the course of

a raster scan, the birefringent background often reaches a level near detector satura-

tion. While this disappears in the processed images because of the chopping scheme

background subtraction, during data collection the background is measured on CCD.

Thus, introducing any additional local oscillator field to the detection would saturate

the detector and prevent imaging.

4.7 Conclusions

We have for the first time successfully demonstrated multiplex Raman-induced

Kerr effect microscopy [24]. The experiment is based on a single laser source using

continuum generation in a photonic crystal fiber as a probe. Using minor adjustments

to the same setup, we were able to perform multiplex RIKES spectroscopy as well as

femtosecond stimulated Raman scattering spectroscopy and microscopy. Comparison

measurements were made with no disturbance to the sample, allowing the same image

to be produced independently with both methods. With the implementation of a
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chopping scheme to eliminate birefringent background, RIKES offers a significantly

higher signal to noise ratio than FSRS for spectroscopy and imaging using the same

excitation conditions. For samples with large birefringence, the advantages conferred

by RIKES are reduced, limiting its application in real-world imaging. With the

recent use of lock-in cameras [19], fast modulation schemes could greatly enhance the

sensitivity and reliability of RIKES for imaging.
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CHAPTER V

Surface-enhanced Raman Spectroscopy

5.1 Introduction

Surface-enhanced Raman scattering (SERS) is a Raman technique that utilizes

rough metallic surfaces to achieve large enhancements of Raman signals for molecules

adsorbed to the surface. The enhancement factor has been observed to be as high

as 1010 − 1013 [1–3], with detection limits down to the single molecule level having

been demonstrated [4, 5]. The ability to manipulate this enhancement factor and

utilize it in a controlled manner for drastically increasing the sensitivity of Raman

measurements is one of the areas of research that has exploded over the past thirty

years, with over five thousand research articles, one hundred review articles, and

several books having been written on the topic of SERS in that time [6].

The mechanism behind the million-fold signal enhancement in SERS is still not

fully understood, with multiple effects hypothesized to contribute to the enhance-

ment. Generally, the enhancement effect is considered to be the product of two

contributions: 1) an electromagnetic enhancement mechanism, and 2) a chemical en-

hancement mechanism. The electromagnetic mechanism is thought to provide the

bulk of the enhancement, with a factor of 104 enhancement. It was first proposed by

Gersten [7–10], Nitzan [7, 10], and McCall et al. [11, 12] in 1980. The theory was

further expanded upon by Kerker et al. [13–17]. When an electromagnetic field in-
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teracts with a metal surface, the local field at the surface of the metal may be greatly

enhanced by the excitation of localized surface plasmons on the metal substrate [6].

The size of the field enhancement is owed to a double-enhancement effect near the sur-

face of the metal nanostructure. As a result of the excitation of the localized surface

plasmon resonance (LSPR), the local excitation field is enhanced by a factor of ∼ 102.

This enhanced field then gives rise to a Raman signal, which itself is then magnified

by the same ∼ 102 factor, leading to an overall electromagnetic enhancement factor

of ∼ 104. It should be noted that the enhancement is wavelength-dependent, with

Stokes radiation closest to the excitation frequency allowing largest enhancement [18].

Some of the highest enhancements have been recorded with configurations such as

surface-enhanced hyper-Raman scattering [3].

A second enhancement effect, a chemical enhancement, is strongly suggested by

experimental evidence. With an enhancement factor (EF) of ∼ 102, this effect is

weaker than (and completely independent of) the electromagnetic enhancement. If

electromagnetic enhancement were the only effect contributing to the signal magni-

fication, all molecules adsorbed on a SERS substrate should experience roughly the

same enhancement. However, the SERS intensities of CO and N2 under the same

experimental conditions differ by a factor of 200 [18]. This result is very difficult

to explain by invoking only an electromagnetic enhancement. Orientational differ-

ences upon adsorption are insufficient to explain such a large difference in signal, and

the polarizabilities of the molecules are nearly identical. A second line of evidence

pointing to the existence of a chemical enhancement factor can be found in potential-

dependent electrochemical experiments. If either the potential or laser frequency is

scanned with the other being fixed, broad resonances are observed. The hypothesis

that best explains this effect is that new electronic states arising from chemisorption

serve as resonant intermediate states in Raman scattering [18]. Here, charge-transfer

excitations from metal→molecule or molecule→metal can take place at about half
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the energy of the absorbate’s intrinsic intramolecular excitations.

Because of the nonlinear dependence of coherent anti-Stokes Raman scattering

(CARS), it can be reasonably inferred that surface-enhanced effects could achieve

extremely high enhancement. This scheme, called surface-enhanced coherent anti-

Stokes Raman scattering (SECARS), was predicted by Shen et al. in 1979 [19]. They

demonstrated that the nonlinear mixing of four surface plasmons on a silver substrate

can enhance the coherent anti-Stokes Raman scattering signal from benzene at the

surface of the substrate. However, this result was obtained using 30 nanosecond

pulse duration. For picosecond excitation, it could be assumed that surface-enhanced

CARS could be performed with submonolayer detection sensitivity at the surface of

the substrate. Under these conditions, however, χ(3) from the metal may dominate

χ(3) from the molecule. This will induce a large non-chemically specific background

that plagues spectroscopic detection of the CARS signal [20].

5.2 History

Surface-enhanced Raman spectroscopy was first observed by Fleischmann, Hen-

dra, and McQuillan in 1974 [21]. The experiment consisted of Raman detection of

pyridine adsorbed onto an electrochemically-roughened silver electrode. Fleischmann

et al. observed a significant increase in Raman intensity, which at the time they

attributed to the increased surface area of the roughened electrode. Figure 5.1 shows

the experimental configuration that produced the observation. Three years later in

1977, van Duyne and Jeanmaire recognized that the increased surface roughness of

the substrate was insufficient to account for the large increase in Raman signal levels

detected [22]. They postulated an electric field enhancement effect at the roughened

surface of the substrate. The same year, Albrecht and Crighton made the same ob-

servation, citing possible surface effects that increase the molecular Raman scattering

cross section for species (in their case, pyridine) adsorbed onto the surface of the
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Fig. 1. The electrochemical cell used for the Raman experiments. 

spectrometer operating at 2 cm-l slits and with 
5000 counts/set full scale sensitivity. A Spectra 
Physics 164AC Arf laser, operating at 5 14.5 nm with 
ca. 100 mW power, was used in the experiments. 

The electrochemical cell is illustrated in fig. 1_ 
Both the incident laser beam and the radiation scat- 
tered at 90” are transmitted through the optica! flat 
glass window. The working electrode consisted of a 
rod of Johnson Matthey Specpure silver sheathed in 
polytetrafluoroethylene. The subsidiary electrode, a 
ring of platinum ‘wire, and the Luggin capillary from 
the saturated calomel reference electrode (S.C.E.) 
were outside the optical path. The potential of the 
silver electrode was controlled by a Chemical Elec- 
tronics potentiostat type TR 70/2A and a Chemical 
Electronics waveform generator type BBl was em- 
ployed during the electrode preparation. 

The formation and reduction of silver chloride during 
each cycle of this treatment resulted in considerable 
etching of the silver surface which at the end of the 
pre-treatment appeared pale cream in colour. Some 
preliminary electrochemical experiments have shown 
that the surface area increases by at least a factor of 
IO during this treatment. 

3. Results and discussion 

Hendra and co-workers, in a study of pyridine 
sorbed to acidic oxide surfaces, have found that the 
most prominent Raman bands for the sorbate occur 

around Au = 1000 and 3000 cm-l and that these 
bands are sensitive to the nature of adsorption. As 

The solution in contact with the silver electrode 
the lower frequency region is better characterised, 
the spectra which appear in tig. 2 (spectra C-H corre- 

during the experiments was aqueous 0.1 M analytical 
grade KC1 containing 0.05 M of British Drug Houses- 

spond to several potentials of the silver electrode) 

Analar grade pyridine. Before assembling the cell, the 
were recorded in the region 990-1050 cm-r- 

The characteristics of the ring breathing modes of 
planar surface of the silver electrode was polished with 
fine emery paper_ The electrode was then s&jet&d 

pyridkre in different environments are illustrated in. 

in the cell. td cyclic linear potential sweeping for about 
tabIe I. It can be seen from fig. 2 that the Raman 
spectrum changes considerably wherrpyridine is 

1.5 minutes at 0.5 V sec:r between +200 mV and. ~. : 
-300 mV.relative to the saturated calomel potential. :. 

examined close to the surface of a silver electrode. 
_ There isa strong-band at.1025 cm’! which decreases 

. . 

Figure 5.1: Experimental configuration for original surface-enhanced Raman obser-
vation by Fleischmann [21].

substrate [23]. As discussed in section 5.1, the total enhancement factor is currently

believed to contain contributions from both effects.

The idea of applying this surface-enhanced technique to coherent Raman methods

was first put into effect by Shen et al. in 1979 [19]. In the case of surface-enhanced

CARS, two surface-plasmon waves at ω1 and ω2 propagate on the plane boundary

surface between a metal (i.e. silver) and a dielectric medium with wave vectors (~k1)‖

and (~k2)‖, respectively. These waves travel parallel to the surface and interact on

the surface via the third-order nonlinearity in the medium to generate a third-order

nonlinear polarization at ωa = 2ω1 − ω2. This nonlinearity will in turn generate a

surface anti-Stokes plasmon wave at ωa. If the frequency difference ω1 − ω2 is near

a resonant frequency of an excitation in the medium, the anti-Stokes plasmon wave

will be resonantly enhanced. Thus, like CARS, surface-enhanced CARS (SECARS)

can be used to spectroscopically study Raman vibrational modes of a medium with

high sensitivity. The experimental geometry used by Shen et al. is shown in Figure

5.2 [19]. It is important to note that the anti-Stokes signal wave vector (~ka) is spa-
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plasmons is then given by

D(k ))
=K )), co) = 0,

D(k )), gag) = (Egk —egg )(e k& + 6&k ) + exp(2ik d)(egk + e kg )(e kg —f k ),
(la)

(lb)

where the subscripts l, m, and g refer to liquid, metal, and glass, respectively [see Fig. 1(a)], d is
the thickness of the metal film, e's are the dielectric constants, 0, 's are the z components of the wave
vectors, k, =i cg =—[&u'e„/c' —k ))'] ' ' and k „=—io

g
= [&u'e

g
/c' —k ))'] ', and K „=K)) '+ iVC „"is the com-

plex wave vector of the surface plasmon. An incoming TM wave E„=h„exp(ik„r —i&gg,.t) from the
glass side, with 0

ll
-All' can linearly excite a surface plasmon wave described by a field E„=

= Sg, exp[i(k, ) „p+o.g;z —iag; t] in the liquid medium with p in the x-y plane. Because of its physical
confinement to the boundary, the surface wave can have an intensity significantly higher than the in-
coming bulk wave. The field amplitudes are related by

l S„[= ~
4mg

' ' e, ' c„n,k„, exp( —o. , d)/D(k, )), )
g ) ll h„ l . (2)

The anti-Stokes generation is governed by Maxwell's equations with the nonlinear polarization P~' (&u,

= 2ggg, —ggg, ) = y'. E»(&,)E» (ggg, )E»*(gg&,) and the proper boundary conditions at the interfaces. ' Here, we
shall assume that only the nonlinear susceptibility g of the liquid contributes to the anti-Stokes gen-
eration. The surface anti-Stokes wave is then generated at the liquid-metal interface and coupled out
through the glass side. The solution, when the (small) TE component of P, ~B) is neglected, yields a
coherent anti-Stokes TM waves in the glass E,(ag„k, ) with k, '= e~ag, 2/c, (k, ))) =2(k, ))) —(R,))), and in-
tensity

i E,l'= l 8tge k,o. exp( —u d)a/D(k, )), ag. )i',

H = (—
g(ling P~)) +kg))P~g )/(2Q~g + Q2 g+ (X~g ) ~

(3a)

(3b)

In Eq. (3) all c's are taken at &d, .
The anti-Stokes power output from the glass side is then given by

(a) (b) gi (& .) = (~,' ' /c~2) J ~ Z, Pdc, (4)

(c)
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Dye oscillator-
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Surface CARS L

sample cell U V
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Bulk CARS
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Mono-
chromator PMTl

Mono-
chromator P))))Tl

FIG. l. (a) Prism-metal-liquid assembly. Beam 1
propagates in the x-z plane; beam 2 and the output do
not. (b) Wave vectors in the glass prism; components
in the x-y plane are phase matched. (c) Diagram of the
apparatus. IF is an interference filter and L is a lens.

where surface integration is over the beam
cross -sectional area.

From Eqs. (3) and (4) we notice that the anti-
Stokes output should be strongly enhanced if (1)
the incoming waves E, and E, excite the surface
plasmon resonances, i.e., k, )) =K,. ))' (i= I, 2);
(2) the surface anti-Stokes generation is phase
matched [Fig. 1(b)], i.e., k, ))=K )) and (3) ggg,

—~, approaches the resonance excitation frequen-
cy of the liquid medium so that y

' is resonantly
enhanced.

Our experimental arrangement is shown in Fig.
1(c). A Q-switched ruby laser at 6943 A with a
linewidth -0.5 cm ' delivered 30-nsec and 500-
mJ pulses at a repetition rate of 10 pulses/min.
Part of the beam was used as the ~, pump beam
and the rest was used to pump a dye laser (NK199
in acetone) oscillator and amplifier system to
yield a tunable ~, beam at -7456 A with a line-
width ~1 cm ' and an energy of 20 mJ/pulse.
The two beams were then directed from the prism
side onto the sample, which is a glass-prism-

947

Figure 5.2: Experimental configuration for surface-enhanced coherent anti-Stokes Ra-
man scattering (SECARS) measurement by Shen et al. [19]

tially separated from the excitation beams at an angle θa, allowing convenient signal

extraction. Only a few other SECARS studies have been performed to date [24–27],

but most of them have studied the effects on gold and silver colloids. During the

writing of this dissertation, the first study of SECARS on a commercial SERS sub-

strate has been reported [28]. This study cites an enhancement over standard CARS

measurements of 105.

Work in surface-enhanced Raman scattering remained fairly uneventful until being

revived again by Kneipp et al. [5, 29–33] and Nie et al. [4, 34–37] in the late 90s. Their

claims of single-molecule detection invigorated the field, promising unprecedented

sensitivity with what would otherwise be considered a low-sensitivity technique. The

initial single-molecule observation by Kneipp et al. measured spectra from a single

crystal violet molecule in an aqueous colloidal silver solution using a one second

collection time [29]. These results have paved the way for many of the recent studies

involving biological samples.
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5.3 Introduction to Surface Plasmons

The primary driver of the physics of surface-enhanced effects in nanostructured

metal surfaces is the localized surface plasmon resonance (LSPR). The localized sur-

face plasmon resonance occurs when the frequency of incident light is resonant with

a collective oscillation of valence electrons in a metal substrate. These oscillations

occur at the surface of the metal and can propagate as a surface charge density wave,

commonly referred to as a “surface plasmon”. It is instructive to consider the case

of localized transverse magnetic (TM) surface plasmon waves at a plane interface

between two semi-infinite isotropic media a and b [20]. In this case, the surface wave

propagating parallel to the surface interface in the x̂ direction can be written as:

~E = (x̂Eax + ẑEaz) e
iKx−αaz−iωt for z > 0

~E = (x̂Ebx + ẑEbz) e
iKx+αbz−iωt for z < 0

(5.1)

where, in order to satisfy the wave equation, the constants K and α must be related

by the following [20]:

K2 − α2
a =

(
ω
c

)2
εa in medium a (z > 0)

K2 − α2
b =

(
ω
c

)2
εb in medium b (z < 0)

(5.2)

z = 0 represents the physical location of the boundary between the two media a

and b. Here, the surface wave must be equal for both cases (z > 0) and (z < 0),

leading to the following boundary conditions:

Eax = Ebx

εaEaz = εbEbz (5.3)

From Maxwell’s equations in a source-free medium, we know ∇ · ~E = 0. This
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allows us to retrieve relations between Eax and Eaz and their counterparts in medium

b:

∇ · ~E =
∂

∂x
Ex +

∂

∂y
Ey +

∂

∂z
Ez = 0 (5.4)

for z > 0 for z < 0

0 = (iKEax − αaEaz) 0 = (iKEbx + αbEbz)

×eiKx−αa−iωt ×eiKx+αb−iωt

0 = (iKEax − αaEaz) 0 = (iKEbx + αbEbz)

iKEax = αaEaz iKEbx = −αbEbz
Eaz =

(
iK
αa

)
E Ebz =

(
− iK

αb

)
Ebx

(5.5)

These relationships allow the boundary conditions in equation 5.3 to be written:

Eax = Ebx

εa

(
iK

αa

)
Eax = εb

(−iK
αb

)
Ebx (5.6)

This is a set of coupled differential equations whose determinant should vanish for

the case Eax, Ebx 6= 0, leading to [20]:

εaαb + εbαa = 0 (5.7)

Substituting this relationship back into equation 5.2, we can retrieve the dispersion

relation for the surface plasmon wave:

K2 =
(ω
c

)2 εaεb
εa + εb

(5.8)

The constants αa and αb must be positive and real for the surface wave to be able

to propagate, implying (from equation 5.2) that K2 > (ω/c)2εa and K2 > (ω/c)2εb.
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Otto

Metal

Kretschmann

Metal

Figure 5.3: Diagrams of the Otto configuration and Kretschmann configuration for
the excitation of surface plasmon waves. Shown in red is the surface
plasmon wave generated by the incident radiation.

This is only true for εa < 0 and |εa| > εb, or εb < 0 and |εb| > εa, implying that

one of the two media must have a negative dielectric constant. The most common

materials with this property are metals excited below the plasma frequency [20]. The

electromagnetic waves generated at the metal surface are always TM in nature, and

they are generally referred to as surface plasmon waves.

Two primary configurations have been proposed to excite surface plasmon waves.

The first configuration is known as the Otto configuration [38], shown in Figure 5.3. In

this configuration, an excitation beam is incident on a glass prism, where it is refracted

and generates an evanescent wave at the glass-air interface. This wave propagates to

the metal substrate below and excites a surface plasmon wave (shown as a red arrow)

at the top surface of the metal. In this case, there is a thin layer of air separating

the glass and metal interfaces. In 1971, a more stable configuration was proposed by

Kretschmann, also shown in Figure 5.3 [39]. In the Kretschmann configuration, the

metal and glass surfaces are in direct contact, allowing the metal substrate material to

be located between the air and glass interface. For this configuration, the evanescent

wave propagates through the metal and excites a surface plasmon wave (shown in red)
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on the bottom side of the metal. The Kretschmann configuration is generally regarded

as more stable and easier to implement experimentally. At the right incidence angle,

the incident wave can be strongly coupled into surface plasmon waves, which will in

turn generate an intensity enhancement. In general, this enhancement factor is much

higher for rough nanoscale structures on the surface of the metal [40].

5.4 Experimental Setup and Previous Results

To attempt to perform surface-enhanced Raman measurements in our lab, we em-

ploy a recently developed commercial nanostructured metal substrate. The substrate

used in our experiment is called Klariter from D3 technologies. This commercial

substrate offers high reproducibility and stability compared to home-grown nanos-

tructures, making it particularly appealing for our measurements. Figure 5.4 shows

scanning electron microscope (SEM) images of the nanostructured substrate [41]. The

structure of the substrate surface consists of inverted gold (Au) pyramid structures

arranged in a square grid. The sharp edges of the pyramids offer the necessary field

enhancement for high magnification (quoted at 106 [42]) of Raman signals. Figure

5.4a shows a top-down view of the metal surface, where the grid-like arrangement

of inverted pyramids can be seen. Figure 5.4b shows an angled-down view, where

the depth of the pyramidal wells can be seen. A picture of the Klariter substrate

mounted on a standard glass slide is shown in Figure 5.5.

Figure 5.6 shows simulations of the location and relative strength of the plamon

resonances on the substrate based on a 2D finite-difference time-domain (FDTD)

model [41]. The image is based on a well depth of 1.25µm and an excitation wave-

length of 785 nm, with normal incidence of excitation. The structure and arrangement

of the inverted pyramids on the substrate are specifically designed to provide high sta-

bility and reproducibility of these plasmon resonances. Figure 5.7 shows a reflection

spectrum of the Klariter surface as a function of wavelength for gold coated (yellow)
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(b)

(a)

Figure 5.4: SEM images of the nanostructured metal substrate. a) Top-down view
and b) angled view of the inverted nano-pyramids on the metal surface
[41].
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Figure 5.5: Picture of Klariter substrate mounted on glass slide.

1.25 µm
λ=785 nm

Figure 5.6: Diagram of simulated plasmon resonance strengths in metal substrate
using 785 nm wavelength excitation. The depth of the well is 1.25µm
[41].
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Figure 5.7: Reflection spectra of Klariter surface as a function of wavelength for
coated (yellow) and uncoated (black) substrate. Reflectance dips (shown
with arrow) correspond to plasmon resonances [41].

and uncoated (black) substrate [41]. The dips in the spectrum correspond to plasmon

resonances. The wavelengths in the 800 nm range are chosen in our experiment to

overlap these broad plasmon resonances.

It has been shown that gold nanostructured surfaces can undergo irreversible loss

of signal due to overheating of the substrate [43]. The enhanced field at the nanos-

tructures on gold substrates can induce annealing, causing permanent morphological

change in the structured substrate. Substrate heating was shown to cause loss of

enhancement due to degradation of the “hot” site from annealing processes, and

the resulting surface diffusion of the adsorbates caused the loss of signal to be irre-

versible. These results were confirmed in our lab on Klariter substrates using a 75

MHz Ti:sapphire oscillator.

To solve the problem of excessive substrate heating for our Raman measurements,

we have employed a commercial pulse picker to reduce the repetition rate of our

laser system, much like the implementation used by Ichimura et al. for tip-enhanced

CARS excitation with a Ti:sapph oscillator [44]. This allows us to be able to reduce

the average power on the sample to prevent substrate damage while maintaining the
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high peak intensity of the individual laser pulses for nonlinear excitation. The pulse

picker is a commercial electro-optic modulator (EOM) from Conoptics (Model 25D)

that rotates the polarization of desired pulses by 90◦, allowing the undesired pulses to

be rejected by a polarizer crossed perpendicular to a polarizer at the input of the pulse

picker. This allows a fully-adjustable repetition rate electronically, without having to

change the alignment of any optics. The downside to using the pulse picker is the high

amount of group delay dispersion of the 16 cm long KDP crystal used for the electro-

optic modulator. The total dispersion induced in the full optical system is ∼ 104 fs2,

which is much larger than can be compensated with the available chirped mirrors.

To compensate for the large dispersion, we use a 4f pulse shaper with a 640 pixel

spatial light modulator (SLM) at the Fourier plane [45]. Using a technique developed

by Lozovoy et al. called multiphoton intrapulse interference phase scan (MIIPS)

[46, 47], we can fully characterize the spectral phase of our pulses and compensate

accordingly, allowing us to achieve nearly transform-limited pulses for arbitrary levels

of dispersion.

Figure 5.8 shows the experimental setup used for the surface-enhanced Raman

experiment. The experiment is set up in a very similar configuration to the setup

of chapter III (i.e. CSRS is used instead of CARS to provide a clean comparison

between SECARS and SERS signals. The pump and Stokes pulses can be blocked at

the Fourier plane to perform SERS instead of SECARS.). A 75 MHz pulse train is

output from a Ti:sapph oscillator (Femtosource Synergy) and feeds into a Conoptics

Model 25D pulse picker used to electronically control the repetition rate of the laser

source. This is fed into a 4f pulse shaper with a spatial light modulator (SLM) to

perform MIIPS. At the entrance slit to the spatial light modulator, an amplitude

mask is used to pick out three pulses to be used for CSRS, exactly like the setup used

in section 3.3. Again, a glass coverslide is used to provide a delay for the probe pulse

for nonresonant background suppression.
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Oscillator CCD

Spectrometer
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Sample
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CM

Pulse Picker

DM
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BBO
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FM

BPF
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Figure 5.8: Experimental setup diagram for surface-enhanced Raman experiment.
CM - curved mirror; SLM - spatial light modulator; Obj - objective lens;
BBO - 20 µm thick β-barium borate crystal for second harmonic gen-
eration; FM - flipper mirror for switching to/from MIIPS setup; DM -
dichroic mirror; BPF - bandpass filter; CCD - charge coupled device.

The output of the 4f pulse shaper is directed along one of two paths via a flipper

mirror. First, the mirror is flipped up and the beam is directed into the MIIPS setup

(shown in the light blue box in Figure 5.8). Here, the MIIPS program is run and

the SLM is adjusted to compensate the material dispersion for the full path. When

running MIIPS, we use all of the relevant optics that are used in the actual experiment

to set the SLM to compensate exactly the dispersion for the measurement. After the

SLM is properly set to compensate for group delay dispersion, the flipper mirror is

flipped down and the beam is sent into the objective and onto the sample.

Because the sample is on a metal substrate and is thus optically opaque, we use

an epi-detection scheme to collect our signal. After the excitation beam is incident

on the Klariter, the signal is generated at the surface and collected by the same

objective (0.4 NA) used for excitation. The signal is then directed to a different

path via a dichroic mirror, where it is directed into a spectrometer (Horiba Jobin
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a

b

FM

SLM

CM

Grating
BBO

BPF

FC

Figure 5.9: Pictures of experimental setup. a) Picture of 4f pulse shaper with MIIPS
setup: SLM - spatial light modulator; FM - folding mirror; CM - curved
mirror; BBO - 20 µm thick β-barium borate crystal for second harmonic
generation; BPF - bandpass filter; FC - fiber coupler to spectrometer. b)
Picture of the pulse picker.
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Yvon IHR320) and detected using a Pixis 100F CCD. Figure 5.9 shows pictures

taken of the setup. Figure 5.9a shows the 4f pulse shaper with MIIPS setup at the

bottom of the photograph. Figure 5.9b shows a picture of the pulse picker, with the

cube polarizer used to reject unwanted pulses attached on the right end inside the

cylindrical enclosure (output port is visible as a circular hole in the cylinder).

The analyte used in our experiment is benzenethiol. Benzenethiol is useful because

it has a particularly strong Raman mode within our accessible bandwidth at 997 cm−1

(full Raman spectrum shown in Figure 5.10), and the thiol group in benzenethiol

bonds strongly with the surface of the gold substrate. The strength of the bond

allows the benzenethiol molecules to form self-assembling monolayers on the surface

of the substrate [49], making benzenethiol an extremely useful sample for surface-

enhanced studies.

Preliminary work was done in our lab on these samples by Meng Cui using Fourier-

transform coherent anti-Stokes Raman scattering (FTCARS) [50]. FTCARS is a

time-domain Raman technique in which the full bandwidth of the laser is used to

generate Raman coherences in the sample (pump pulse), and a time delay τ later

a second identical probe pulse probes the coherence. After spectrally selecting the

anti-Stokes wavelength component of the signal, a time trace of the signal is collected

with a photomultiplier tube (PMT). Figure 5.11a shows the time trace of the anti-

Stokes signal as a function of delay time between the pump and probe pulses. When

a Fourier transform is applied to this data, the Raman spectrum with bandwidth

corresponding to the full oscillator pulse bandwidth is recovered (Figure 5.11b). A

large signal at 997 cm−1 can be seen in the Raman spectrum, corresponding to the

ring-breathing mode of benzenethiol. The same technique was used to measure the

Raman spectrum of benzenethiol adsorbed onto the flat gold portion of the Klariter

surface. No signal could be seen, indicating that the measured spectrum in Figure

5.11b may be FTCARS signal strongly enhanced by the nanostructured gold substrate
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(a)

(b)

Figure 5.11: FTCARS results for benzenethiol adsorbed on Klariter substrate. a)
Time-domain trace of FTCARS signal. b) Raman spectrum retrieved
from Fourier transform of data in (a) [50].
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1 2

34

5

A

B

Figure 5.12: Picture of Klariter used in our experiment, with measurement locations
1-5, A, B indicated.

[50]. Difficulties in reproducibility have made this hypothesis difficult to verify.

5.5 Experimental Results

To test our ability to detect surface-enhanced Raman signal on Klariter, we first

perform standard surface-enhanced Raman spectroscopy using continuous-wave (CW)

excitation. To perform these measurements, we use a Raman detection setup in

the lab of Professor Michael Morris at the University of Michigan. The system is a

Nikon E600 epi-illumination microscope with a 20x/0.75 NA Nikon S Fluor objective.

The system uses an excitation wavelength of 785 nm, with 100 mW total excitation

power and ∼ 4 cm−1 resolution. A 0.3 ND filter is used to reduce excitation power,

which can reach 8-11 mW at the sample. The excitation is focused to a line of size

100µm× 10µm and detected on a 128× 1024 pixel CCD. Figure 5.12 shows an image

of the Klariter samples used in these measurements. Five different locations on the

patterned substrate (labeled numbers 1-5) are used for measurements to gauge the

consistency of SERS measurements. Two locations (A and B) are used for detection
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Figure 5.13: Surface-enhanced spontaneous Raman data (taken in Morris lab) for
benzenethiol adsorbed on structured portion of Klariter substrate.
Numbers (1-5) represent the location on the substrate surface at which
the data was taken.
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Figure 5.14: Spontaneous Raman data (taken in Morris lab) for benzenethiol ad-
sorbed on flat portion of Klariter substrate. a) 10 second exposure at
spot A. b) 10 second exposure at spot B. c) 30 second exposure at spot
A. d) 30 second exposure at spot B.
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on the flat gold substrate for comparison.

Figure 5.13 shows surface-enhanced Raman data taken from our sample of ben-

zenethiol adsorbed on Klariter in the Morris lab. The numbers indicate the locations

(1-5) on the Klariter substrate at which the data is taken. The exposure time for

all SERS spectra is 10 seconds. While there are small variations among the Raman

signal strengths at the different locations, they are very close overall. To test whether

we are seeing enhanced signal based on the structure of the substrate, we repeat the

same measurement on the flat gold part of the Klariter substrate. Figure 5.14 shows

the same data taken on a non-structured portion of the gold substrate. Figures 5.14a

and 5.14c show data taken at spot A on the Klariter substrate, with 10 second in-

tegration time and 30 second integration time, respectively. Figure 5.14b and 5.14d

show the same data taken at spot B, also with 10 second and 30 second integration

times, respectively.

Comparing Figure 5.13 and Figure 5.14, it can be seen that a large enhancement

factor arises from using the structured substrate. The exact enhancement factor is

difficult to quantify, as the Raman modes of interest near 1000 cm−1 are essentially

buried in noise on the flat gold substrate. Other Raman modes beyond 1600 cm−1

appear in the flat gold spectra as much larger than those around 1000 cm−1, while

the modes around 1000 cm−1 are significantly larger than the 1600 cm−1 modes on

the nanostructured substrate. This indicates an enhancement factor of at least 100

for the 1600 cm−1 modes, with the enhancement factor of the 1000 cm−1 modes being

much higher. We observe a clear wavelength dependence on enhancement factor, as

expected.

Immediately after taking the Raman data in the Morris lab, we brought the sam-

ples back to our lab to test with our coherent-Stokes Raman scattering (CSRS) setup

described in section 5.4. Figure 5.15 shows the results for different excitation config-

urations. As in chapter III, we detect the nonresonant CSRS signal using all three
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Figure 5.15: Coherent and spontaneous Raman data on nanostructured portion of
Klariter. a) CSRS signal, all three excitation beams coincident in time
(nonresonant). Total power: 1.41 mW. b) CSRS signal, probe pulse
delayed by 800 fs (resonant). Total power: 1.41 mW. c) Spontaneous
Raman signal, probe only. Total power: 0.20 mW.
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Figure 5.16: a) Nonresonant (no probe delay) and b) resonant (800 fs delay) data in
polystyrene, for comparison with data on Klariter.

excitation beams coincident in time. Figure 5.15a shows the data resulting from this

configuration. As expected, the data shows a very broad signal centered at ∼ 1000

cm−1 corresponding to the ring-breathing mode of benzenethiol. For comparison, Fig-

ure 5.16a shows nonresonant signal from pure polystyrene (not on a SERS substrate).

On the other hand, adding in an 800 fs delay produces very unexpected results. Fig-

ure 5.15b shows the CSRS data for benzenethiol on Klariter with an 800 fs delay

between the pumps and the probe to suppress the nonresonant background. How-

ever, the lineshape of the data looks nearly identical to that of the nonresonant signal

shown in (a) with a slightly reduced amplitude. For comparison, Figure 5.16b shows

the same excitation configuration for pure polystyrene. In the case of polystyrene,

the width of the Raman lineshape narrows significantly, matching the linewidth of

the probe pulse. The data for benzenethiol on Klariter, on the other hand, shows

no narrowing of the lineshape, indicating fundamentally different dynamics occurring

due to the addition of the nano-structured substrate.

Figure 5.15c shows spontaneous Raman data taken with our setup. For this data,

the pump pulses were blocked and the probe pulse alone acted as the excitation

for spontaneous Raman (i.e. the same scheme used in chapter III). A small bump
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of Raman signal appears to be barely visible above the noise around 1000 cm−1,

although the total signal collected is only (0.4 ± 0.2) counts. The spike at ∼ 1170

cm−1 is due to an unidentified background that we were unable to suppress, and it

is common throughout most of the measurements presented in this section. We can

make a rough estimate about the relative signal strengths we should see in our lab

compared to the Morris lab based on experimental parameters using the expression

for Raman power used in section 3.6 [51]:

PRaman =
( c

8π

)
|Epr|2ALN

dσ

dΩ
Ωcoll (5.9)

where Epr is the Raman excitation power (probe power, in this case), L is the in-

teraction length of the sample, A is the cross-sectional area of the excitation region,

N is the number density of molecules, (dσ/dΩ) is the differential Raman scattering

cross section for the molecule, and Ωcoll is the total solid angle angle collected.

The ratio between Raman power measurements in our lab (O) and the Morris lab

(M) is thus:

P
(M)
Raman

P
(O)
Raman

=

(
c

8π

) ∣∣∣E(M)
pr

∣∣∣2A(M)L(M)N (M) dσ
dΩ

(M)
Ω

(M)
coll(

c
8π

) ∣∣∣E(O)
pr

∣∣∣2A(O)L(O)N (O) dσ
dΩ

(O)
Ω

(O)
coll

(5.10)

For both experiments, the interaction length L is identical because the depth is a

single monolayer in each case. The consistent density of the self-assembled monolayer

also ensures that the number density of molecules N is equal for both setups. The

differential Raman scattering cross section (dσ/dΩ) is unique to the analyte, rather

than the setup, and will be identical for both experiments. After these terms and the

constants in equation 5.10 cancel, we are left with:

P
(M)
Raman

P
(O)
Raman

=

∣∣∣E(M)
pr

∣∣∣2A(M)Ω
(M)
coll∣∣∣E(O)

pr

∣∣∣2A(O)Ω
(O)
coll

(5.11)
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We can estimate each of these quantities individually for both experimental setups,

starting with the excitation intensity |Epr|2:

∣∣E(M)
pr

∣∣2 ∼ P

w × h =
2(10.0mW )

10µm× 100µm
= 1.0× 104W/cm2 (5.12)∣∣E(O)

pr

∣∣2 ∼ 2P

πw2
=

2(0.2mW )

π(664.5nm)2
= 2.9× 104W/cm2 (5.13)

where the extra factor of 2 in the numerator of
∣∣∣E(O)

pr

∣∣∣2 is based on focusing a Gaussian

beam.

Similarly, we can calculate the cross-sectional area excited on Klariter for each

experiment:

A(M) = w × h = 10µm× 100µm = 1000µm2 (5.14)

A(O) = πw2 = π(664.5nm)2 = 1.39µm2 (5.15)

The collection factor Ωcoll is a term that contains all of the information about the

differences between signal collection for the two measurements. Using the relationship

Ωcoll(N.A.) ≈ 2π
{

1− cos
[
sin−1 (N.A.)

]}
where N.A. is the numerical aperture of the

collection objective, we can write:

Ω
(M)
coll = Ω(N.A. = 0.75)× T × SE ×QE × F

= 2.13× 10s× 0.5× 0.6×
(

1

91

)
= 0.070 (5.16)

Ω
(O)
coll = Ω(N.A. = 0.40)× T × SE ×QE × F

= 0.53× 0.1s× 0.5× 0.25× 1 = 0.007 (5.17)

where Ω is solid angle collected, T is the exposure time in seconds, SE is the transmis-

sion efficiency of the spectrometer, QE is the quantum efficiency of the CCD camera,

and F is the fraction of pixels CCD pixels used in a spectrum relative to the total
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number of CCD pixels with Raman signal on them. The CCD in the Morris lab has

a total of 91 rows of pixels that are illuminated with Raman signal, while the output

spectrum is looking at a single row. To get the total amount of signal generated, this

factor accounts for the other 90 rows of pixels that have signal on them. The spectra

from our lab have the signal from all rows integrated to provide each single spectrum.

Plugging these numbers back into equation 5.11, we get the expected ratio:

P
(M)
Raman

P
(O)
Raman

=

∣∣∣E(M)
pr

∣∣∣2∣∣∣E(O)
pr

∣∣∣2 ×
A(M)

A(O)
× Ω

(M)
coll

Ω
(O)
coll

=
1.0× 104W/cm2

2.9× 104W/cm2
× 1000µm2

1.39µm2
× 0.070

0.007
∼ 2, 500 (5.18)

Based on this estimate, we could expect approximately 2,500 times larger signal

in the spectra from the Morris lab compared to those in our lab. There will be an

additional factor due to the enhancement of the difference in excitation efficiency, but

this will bias the result further to the advantage of the Morris lab setup. This shows

that the signal we will see in our lab for our excitation and collection conditions will

likely be difficult to detect above the noise (less than one CCD count per spectrum),

as the maximum signal we see in the Morris lab is ∼ 1000 CCD counts. In this

context, Figure 5.15c is consistent with our expectations.

Because of the unexpected results when attempting time-delay CSRS (Figure

5.15b), we have investigated the nature of the signal in this configuration. Figure 5.17

shows the spectra obtained for various combinations of pump and probe pulses.Figure

5.17a shows the resulting spectrum when all three excitation pulses are used. Similar

to what was seen in Figure 5.15a, a broad spectral feature centered at the Stokes

frequency (1000 cm−1) is apparent. Figure 5.17b shows the spectrum when only the

probe beam is incident on the sample. This corresponds to the case similar to Figure

5.15b of spontaneous Raman excitation. Again, there is little or no detectable signal
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Figure 5.17: Surface-enhanced CSRS data for various combinations of pump and
probe beams. a) Both pumps and probe beams. b) Probe beam only.
c) Both pump beams, no probe. d) Blue pump and probe only. e) Red
pump and probe only.
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above background, as predicted by the preceding calculation. Figure 5.17c shows the

case with both pump beams incident, with the probe beam blocked. The only peak is

around 1170 cm−1, corresponding to the background peak discussed previously. No

Raman signal is detected. A similar result is seen in Figure 5.17d, in which the red

pump is blocked. With the blue pump blocked (Figure 5.17e), no 1000 cm−1 signal

is seen, with the only spectral features being the background peak at 1170 cm−1 and

some low-frequency leakage (. 850 cm−1) due to the background transmitted beyond

the spectral edge of the long-pass filter.

The data from Figure 5.17 suggests that the signal peak we are seeing is indeed

a four-wave mixing peak. The only combination of excitation beams that produces

the signal at 1000 cm−1 is both pumps and probe. However, the data from Figure

5.15 suggests that the four-wave mixing signal is different in nature than the CSRS

signal we observe in pure samples with no SERS substrate (i.e. polystyrene data in

Figure 5.16) based on the broad peak retention despite delaying the probe pulse by

800 femtoseconds. This result indicates that the signal we see on these substrates is

not the same nonresonant CSRS background signal we see for pure samples.

Figure 5.18 shows the four-wave mixing signal as a function of probe pulse delay for

benzenethiol on Klariter. Figure 5.18a shows the usual signal when all three beams

arrive concurrently. Figure 5.18b shows the spectrum with the probe pulse delayed

by 800 fs. As seen previously, the signal decreases in amplitude, but the linewidth

remains the same, indicating that we are not suppressing nonresonant background

in favor of resonant Raman signal. Figure 5.18c shows the same data for a probe

delay of 1600 fs. The broad signal at 1000 cm−1 is still visible without any signs of

lineshape narrowing. When the probe delay is extended to 2400 fs (Figure 5.18d) and

3200 fs (Figure 5.18e), the amplitude has decreased significantly to the point that

it is difficult to distinguish above background, indicating that the dynamics we are

observing occur on the timescale of a couple of picoseconds.
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Figure 5.18: Surface-enhanced CSRS data from benzenethiol on Klariter substrate
for various probe delay times. a) 0 fs delay. b) 800 fs delay. c) 1600
fs delay. d) 2400 fs delay. e) 1800 fs delay. f) probe only. Peaks at
1170 cm−1 are unidentified background. Excitation conditions are 1.9
mW blue pump, 13.2 mW red pump, and 2.8 mW probe, with the laser
repetition rate set to 7.5 MHz. 3 second integration time is used.
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Figure 5.19: Surface-enhanced CSRS data from Klariter substrate without ben-
zenethiol. Excitation conditions are 1.9 mW blue pump, 13.2 mW red
pump, and 2.8 mW probe, with the laser repetition rate set to 7.5 MHz.
100 ms integration time is used.

One possible explanation of this data is found in the work of Novotny, et al., who

have recorded nonlinear four-wave mixing on the nano-structured gold substrates

[52, 53]. They first demonstrated the nonlinear excitations of surface plasmons on a

gold film by four-wave mixing, inducing a nonlinear polarization at frequency ω4wm =

2ω1 − ω2, which in turn excited the surface plasmons at the same frequency [52].

Similarly, in 2010, they reported on a very strong surface-enhanced nonlinear response

from nanostructured gold surfaces [53]. They were able to detected emitted four-wave

mixing radiation at a specific angle based on the incidence angles of the excitation

beams. Notably, they explain that the nanostructured surface aids in the in and out

coupling of radiation to evanescent waves generated by four-wave mixing in the metal

surface. It is important to note that while this is considered an undesired background

in our experiment, other groups have successfully used four-wave mixing on metal

nanostructures for imaging [54].
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These results are consistent with the data presented in this chapter. We failed to

detect signal on the flat (non-nanostructured) section of Klariter, but the four-wave

mixing signal was readily detected on the structured portion of the substrate. This is

consistent with the assertion that the nanostructure aids in coupling radiation in and

out of the substrate. While the Novotny group detected an angular dependence to the

emitted radiation, they used long focal length (50 mm) lenses for excitation and signal

collection [53]. We use an objective lens (NA 0.4) for our measurements, meaning

that we excite and collect radiation at a large range of angles. In this configuration,

we can be expected to detect the four-wave mixing signal due to the large angular

collection efficiency of our setup. To test whether we are detecting radiation from

the benzenethiol or the Klariter substrate itself, we take the same four-wave mixing

measurements on a Klariter substrate without benzenethiol adsorbed to the surface.

Figure 5.19 shows the four-wave mixing signal from Klariter without benzenethiol

adsorbed to the surface, indicating that the signal detected is indeed a product of the

substrate, rather than the analyte.

Our measurements of signal dynamics are also consistent with many recent stud-

ies of surface plasmon lifetimes. While the distribution of surface plasmon lifetimes

is very broad and highly dependent on the geometry of the nanoscaled structures,

many experiments have demonstrated picosecond-scale surface plasmon lifetimes in

a variety of structures. Lowman’s group used transient absorption to observe elec-

tron relaxation dynamics in isolated and aggregated hollow gold nanospheres, finding

short and long lifetime components of (300 ± 50) fs and (730 ± 140) fs, respectively

[55]. Popp’s group also used transient absorption to study the surface plasmon dy-

namics on nanorhomb and nanosquare SERS substrates, similarly finding a surface

plasmon decay lifetime of 1.1 picoseconds [56]. Finally, El-Sayed’s group detected

visible photoluminescence from gold nanoparticles (nanospheres and nanorods) using

time-resolved fluorescence upconversion spectroscopy and used transient absorption
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to measure the ultrafast dynamics of nanospheres [57]. They also found a decay on

the timescale of picoseconds (τ3 ≈ 1.5 ps). These timescales are consistent with the

timescales measured in our experiment, confirming that we are likely seeing four-wave

mixing on the nanostructured substrate of Klariter that excites localized surface plas-

mons, followed by the subsequent emission of radiation coupled via the nanostructure

and decaying on the timescale of the surface plasmon lifetime.

The SECARS study on Klariter substrates published during the writing of this

dissertation finds an enhancement of 103 for SECARS over SERS for equal excitation

power [28]. In our case, we measure (0.4± 0.2) CCD counts for SERS using 0.2 mW

excitation power (see Figure 5.15c). This level of signal is consistent with what we

expect given our SERS measurements taken in the Morris lab on the same sample.

If the enhancement factor of 103 for SECARS over SERS measured by Steuwe we al.

holds, we could expect to see a few thousand counts of SECARS signal on Klariter

. As Figure 5.15a shows, we detect only just over a hundred counts of total signal

(including the dominant background), falling about an order of magnitude short of

what we expect using their reported enhancements. It is difficult to compare the

lineshapes of the results of Steuwe et al. to our work, primarily due to their > 50

cm−1 spectral resolution [28]. The omission of surface-enhanced spontaneous Raman

data from their results also makes it difficult to verify the Raman peak locations

relative to the peak locations in the SECARS spectra. We note that our experiments

were performed at considerably lower excitation conditions than theirs. While they

claim to have used a polarization scheme to remove background signals, they provide

no detail about how this was accomplished. Further studies on Klariter should offer

a clearer picture of what kind of enhancements are possible on the substrate and

whether narrow Raman lineshapes can be achieved through suppression of the broad

four-wave mixing background.
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5.6 Conclusions and Future Directions

We have successfully taken early steps toward improving sensitivity of Raman

spectroscopy in our lab using surface-enhanced effects in nanostructured substrates.

Our experiments here have shown spontaneous Raman measurements taken on struc-

tured Klariter substrates show significant enhancement over the same measurements

taken on flat gold portions of the same substrate. In attempting to perform spectral-

domain CSRS on the same samples, we have encountered an unexpected source of

signal likely related to four-wave mixing excitation of surface plasmons that subse-

quently couple to radiation through nanostructures on the surface of the gold sub-

strate. Lifetime measurements are consistent with this hypothesis, matching lifetime

measurements of surface plasmons reported by other groups. Measurements on plain

Klariter without adsorbed analyte further support this conclusion. This background

ultimately makes it difficult to perform spectral-domain coherent Raman measure-

ments on the surface of such substrates in this experimental configuration.

Future directions for similar experiments include testing polarization dependence

of the emitted radiation. If there is a strong polarization dependence on the emit-

ted radiation, surface-enhanced CSRS may still be possible by blocking the four-wave

mixing signal due to the gold surface, similar to polarization-based nonresonant back-

ground suppression techniques used in CARS [58]. Other substrates should also be

explored to test whether the properties of the emission observed here are unique to

this substrate. Being able to utilize the high-enhancement factor in many SERS

substrates may pave the way for high-sensitivity measurements of low-concentration

biological analytes.
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CHAPTER VI

Conclusion

In this thesis, we have presented a variety of techniques for Raman spectroscopy

and microscopy with the goal of finding methods with high sensitivity for imaging

and sensing of biological samples. The most popular coherent Raman method, co-

herent anti-Stokes Raman spectroscopy (CARS) has long been touted as the sensible

technique for biological imaging because of its purported orders of magnitude sig-

nal advantage over spontaneous Raman scattering. We have shown that under the

low-concentration, low-excitation power conditions encountered in biological imaging,

spontaneous Raman often provides higher signal levels than coherent anti-Stokes Ra-

man scattering [1–3]. Spontaneous Raman has a linear dependence on concentration

and power compared to the quadratic and cubic dependence of CARS on concen-

tration and power, respectively. This gives rise to a critical power at which the two

methods provide equal signal levels, given a specific sample concentration. Below this

power, spontaneous Raman methods give higher signal level. As shown in Chapter

III, this critical power is often at power and concentration levels used in biological

imaging.

While signal level is one of the most important aspects in choosing a particular

technique for a Raman imaging application, other factors are important as well. For

example, coherent Raman methods will provide automatic 3D sectioning in imag-
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ing applications, owing to the multiphoton nature of the process. In applications

where out-of-focus signal will be a major problem for producing images, this is an

important factor. While this can be mitigated with spontaneous Raman using a con-

focal microscopy technique, it carries with it a concomitant loss of signal. Because

its signal is blue-shifted with respect to the excitation wavelengths, CARS has the

advantage of avoiding most fluorescence background (although multiphoton fluores-

cence can still be a problem). On the other hand, spontaneous Raman automatically

provides high-resolution broadband spectra without the presence of a nonresonant

background, while CARS is limited by the same nonresonant background. CW lasers

can provide experimental simplicity for spontaneous Raman experiments, as well as

significantly reducing laser-induced sample photodamage. All of these considerations

must be taken into account when choosing the Raman technique for a particular

imaging application.

In Chapter IV, we have demonstrated the first multiplexed Raman-induced Kerr

effect microscopy experiment [4]. Using a narrowband fiber laser and a continuum gen-

erated by photonic crystal fiber, we have shown the ability to get high-resolution spec-

tra in a variety of materials with low background levels. The setup is designed such

that it is easy to switch between Raman-induced Kerr effect spectroscopy (RIKES)

and femtosecond stimulated Raman scattering spectroscopy (FSRS) for direct com-

parison of the two methods without any disturbance to the experimental setup or

sample position. For samples in solution, we have shown that RIKES provides a

higher signal to noise ratio than FSRS under the same excitation conditions. For

Raman imaging of polystyrene bead samples, we have shown that RIKES provides

higher signal to noise when implemented with a chopping scheme to reduce the effect

of the birefringent background. For samples with high birefringence, the signal to

noise advantages of RIKES are mitigated. In real-world imaging applications, the

relative S/N ratio of the two methods depends highly on the particular sample be-
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ing studied, making knowledge of the sample’s birefringence properties vital when

deciding whether to perform imaging using RIKES or FSRS.

With the discovery of surface-enhanced effects in Raman scattering, a large field

was born based on increasing the enhancement and reproducibility of Raman signals

on nanostructured metal surfaces. Small, sub-wavelength nanostructures on the sur-

face of metal films have been used to enhance Raman scattering signals by several

orders of magnitude. Metal nanospheres and nanorods have been used in similar

fashion. In Chapter V, we have performed studies of surface-enhanced effects for

spontaneous and coherent Raman techniques. Using the commercial surface-enhanced

Raman scattering (SERS) substrate Klariter, we have measured large enhancement

of spontaneous Raman signals with inverted pyramid nanostructures on the surface

of gold films. Using the same sample with the CSRS technique used in chapter III,

we have encountered a large four-wave mixing background that appears to be in-

dependent of the analyze (in our case, benzenethiol) adsorbed to the surface of the

Klariter. Measurements on blank Klariter support this hypothesis, indicating that

we are likely seeing four-wave mixing radiation coupled to the nanostructures on the

substrate itself. This makes spectra detection of SECARS difficult. To perform coher-

ent Raman detection on the substrate, methods of suppressing this four-wave mixing

background must be developed.

6.1 Future Directions

While the work presented here has made significant strides towards improving Ra-

man sensitivity with the ultimate goal of high-sensitivity biological imaging, there are

many future directions to take to improve Raman methods for imaging and sensing.

The results for our coherent versus spontaneous Raman experiment are very specific

to the focusing conditions, laser pulse width, wavelength, and laser repetition rate of

our experiment. An important step to take next is to perform a similar comparison
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using picosecond pulses and at longer wavelengths (where photodamage limits may

be different). While picosecond pulses do not offer the ability to probe a broad band-

width of Raman vibrational modes, they are commonly used in single-mode imaging

applications. Because video rate imaging currently relies on the excitation of only a

single Raman band (multiplex detectors are too slow to perform video-rate imaging),

picosecond pulses are often used in these applications for their narrow bandwidth and

long pulse length, which mitigates sample photodamage by offering lower peak inten-

sities. We expect similar conclusions for picosecond pulses, implying that video-rate

spontaneous Raman imaging may be possible if restricted to imaging single strong

Raman modes such as the C-H stretch.

The next step in future RIKES experiments is to perform similar imaging tech-

niques on biologically interesting samples (tissue, etc.). RIKES imaging performed

on such samples will provide information about the feasibility of the technique in

real-world imaging applications. If the birefringence induced on the probe pulse is

too high in tissue, FSRS will likely be the method of choice as it is insensitive to

the birefringence of the sample. On the other hand, if the birefringence is not a

problem in such samples, RIKES can be readily implemented in many of the clinical

applications currently occupied by coherent anti-Stokes Raman scattering microscopy

and stimulated Raman scattering microscopy. Potential improvements to the RIKES

experiment would be the implementation of a lock-in camera to perform high-speed

multiplex imaging. A balanced heterodyne detection scheme could also improve sen-

sitivity for RIKES imaging.

Future experiments on SERS substrates should involve the investigation of the

four-wave mixing background we encountered in trying to perform SECARS. The

background appears to be long-lived compared to the nonresonant background of

CARS, making the time-delay CSRS implementation of our setup ineffective. If this

background can be suppressed using polarization techniques or other methods, SE-
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CARS may be able to be performed in the spectral domain. Future studies should

include an experimental setup that can be conveniently switched between coherent

and spontaneous Raman excitation for direct comparison on SERS substrates, similar

to our setup implemented in Chapter III. The experiments should also be repeated

on a variety of other SERS substrates and analytes. If the four-wave mixing signals

from the substrate can be fully understood and suppressed, surface-enhanced CARS

may be extremely useful in the detection of biological samples, particularly those of

extremely low concentration. Ultimately, it could enable high sensitivity tip-enhanced

CARS imaging.

The ideal Raman imaging experiment would be a video-rate, high-sensitivity, mul-

tiplex Raman setup with high spectral resolution. While none of these techniques are

able to achieve that (with the improving technology of lock-in cameras, this should be

possible, provided the Raman signal is large enough), they all represent small steps in

the direction of increasing sensitivity and thus imaging speed. As laser sources, detec-

tor technology, and measurement techniques improve, these and future experiments

will continue to approach this ideal Raman imaging setup.
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