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ABSTRACT

High Intensity Organic Light-emitting Diodes

by

Xiangfei Qi

Chair: Stephen Forrest

This thesis is dedicated to the fabrication, modeling, and characterization to achieve

high efficiency organic light-emitting diodes (OLEDs) for illumination applications.

Compared to conventional lighting sources, OLEDs enabled the direct conversion of

electrical energy into light emission and have intrigued the world’s lighting designers

with the long-lasting, highly efficient illumination.

We begin with a brief overview of organic technology, from basic organic semi-

conductor physics, to its application in optoelectronics, i.e. light-emitting diodes,

photovoltaics, photodetectors and thin-film transistors. Due to the importance of

phosphorescent materials, we will focus on the photophysics of metal complexes that

is central to high efficiency OLED technology, followed by a transient study to ex-

amine the radiative decay dynamics in a series of phosphorescent platinum binuclear

complexes.

The major theme of this thesis is the design and optimization of a novel archi-

tecture where individual red, green and blue phosphorescent OLEDs are vertically

stacked and electrically interconnected by the compound charge generation layers.

We modeled carrier generation from the metal-oxide/doped organic interface based

xvii



on a thermally assisted tunneling mechanism. The model provides insights to the

optimization of a stacked OLED from both electrical and optical point of view.

To realize the high intensity white lighting source, the efficient removal of heat

is of a particular concern, especially in large-area devices. A fundamental transfer

matrix analysis is introduced to predict the thermal properties in the devices. The

analysis employs Laplace transforms to determine the response of the system to the

combined effects of conduction, convection, and radiation. This perspective of con-

structing transmission matrices greatly facilitates the calculation of transient coupled

heat transfer in a general multi-layer composite. It converts differential equations to

algebraic forms, and can be expanded to study other thermal issues in more sophis-

ticated structures.

xviii



CHAPTER I

Introduction to Organic Light-emitting Diodes

This chapter is an overview of lighting technology. Our purpose is to establish a

foundation for the work that follows. To understand the operation of lighting systems,

we start with a review on lighting metrics, followed by a brief review of solid-state

lighting (SSL). Then we introduce the concept of conjugated small molecules and

electron delocalization, which is one of the principal reasons for their exciting pos-

sibilities in electrical engineering research and applications. A selective introduction

of active organic devices follows, and we conclude with a summary of a variety of

commonly used processing techniques in this field.

1.1 Lighting: Metrics and Beyond

1.1.1 Lighting Metrics

Luminance is a photometric measure of the luminous intensity per unit area of

light traveling in a given direction. It indicates how much luminous power will be

perceived by an eye looking at the surface from a particular angle of view.[1] The SI

unit for luminance is candela per square meter (cd/m2), also called nits. A computer

display typically emits 100 to 300 cd/m2, and the sun has a luminance of about

1.6×109 cd/m2 at noon. The perception of colors by cones in the retina requires at

least several cd/m2.[2]

1



Figure 1.1: The CIE 1931 color space chromaticity diagram. Point A is tungsten at
2856K, B is direct sunlight at 4870K, C is overcast sunlight at 6770K,
D65 is daylight at 6504K, and E marks equal energy. Adapted from A.
Zukauskas, Introduction to Solid State Lighting, Wiley (2002).

Luminous efficacy is a measure of the efficiency with which the source provides

visible light from electricity, i.e. the ratio of luminous flux to power. It is usually

measured in lumens per watt (lm/W). An illumination source often uses light fixtures

that come in a wide variety of styles for various functions. Luminous efficacy is an im-

portant property of light fixtures. Typical values are 10 to 18 lm/W for incandescent

bulbs, and 35 to 60 lm/W for compact fluorescent lamps.[3]

Other than being bright and efficient, an illumination source is meant to ap-

proximate the blackbody solar spectrum, and needs to have a broad lineshape with

roughly equal intensity across the entire visible spectrum.[4] Two matrics for color

quality are the Commission Internationale de L′Eclairage (CIE) coordinates, and the

color rendering index (CRI).[5]
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The CIE 1931 XYZ color space was created by the International Commission

on Illumination in 1931. This 3D color space is the basis for all color management

systems. Shown in Figure 1.1, this color space represents the chromaticities visible

to the average person, i.e. the human color gamut. The curved edge of the gamut

is called the spectral locus, and corresponds to monochromatic light. If one chooses

any two points of color on the chromaticity diagram, then all the colors that lie in a

straight line between the two points can be formed by approximate mixing of these

two colors. Figure 1.1 shows the color temperature for the Planck radiator from

2000K to 10000K. White is located at (0.33, 0.33), with typical color temperature of

5500K.[6]

The CRI is a quantitative measure of the ability of a light source to reproduce the

appearance of different colors under illumination in comparison with a reference light

source, such as an ideal black-body source with a defined CRI=100. Light sources with

high CRI are desirable. Incandescent lamps have CRI approaching 100, indicating a

perfect match to a black body, while fluorescent lamps typically have lower CRI in

the range of 60 to 90. The CRI is evaluated by comparing the appearance of eight

color samples which have relatively low color saturation, and are evenly distributed

over the complete range of hues. The CRI rating of 100 means that the eight samples

look exactly the same as they would under a black body radiator. However, an ideal

light source for color rendering will have both a high CRI and a color temperature

similar to that of the sun. For example, with a color temperature of only 2700K, it

is impossible to distiguish between various hues of blue. The same can be said for

lamps that exceed 6000K in color temperature as they are too weak at the red end of

the spectrum, making reds and oranges appear too similar. The northern sky with a

color temperature of about 7500K and a CRI=100 is not necessarily the ideal color

rendering light source either. Table 1.1 summarizes the color temperature and CRI

for some light sources.[7, 8]
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Table 1.1: Examples of color temperature and CRI.

Light Source Color Temperature CRI
Candle 1700K 100
High Pressure Sodium 2100K 25
Incandescent 2700K 100
Tungsten Halogen 3200K 95
Natural Sunlight 5000-6000K 100

Figure 1.2: (Upper) Comparison of light sources with different CRI. A CRI of 70 and
above is required for most lighting applications. Image Courtesy of Javier
Ten. (Lower) Comparisons of varied color temperature.
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1.1.2 Solid-state Lighting

Solid-state lighting (SSL) refers to the type of lighting that utilizes semiconductors

to convert electricity into light, e.g. light-emitting diodes (LEDs), and OLEDs. Com-

pared to traditional lighting technologies such as incandescent bulbs or fluorescent

lamps, SSL differs fundamentally in terms of materials, drivers, system architecture,

controls, and photometric properties. [9]

The LEDs are increasingly used in a variety of lighting applications due to their

long life, energy savings, durability, compactness, and cool operation. They are grad-

ually replacing incandescent bulbs in many applications, such as traffic lights and exit

signs. Although SSL still costs more than incandescence at the point of purchase, the

energy savings over the long term can be significant, along with reduction in carbon

dioxide emissions. Ann Arbor, Michigan has been piloting LED street lights for the

last several years. The initial installation will save the city over $100,000 per year in

energy costs, and reduce annual greenhouse gas emissions by 267 tons.[10]

OLEDs are LEDs based on organic compounds. Compared to their inorganic

counterpart, OLEDs are substantially cheaper, and have better color range and view-

ing angle. Shown in Figure 1.3, the flexibility of OLEDs introduces a variety of artistic

lighting possibilities that emphasize their immense potential.

1.1.3 Organic Light-emitting Diodes

The first bilayer OLED was reported by Tang and Van Slyke in the late 1980s[11,

12], and an industry has formed around the continued development and commercial-

ization of OLED technology since then. OLEDs have the promise to make an impact

in lighting and full color display applications due to their high efficiency, long lifetime,

as well as low-cost fabrication.[13]

For display applications, OLEDs have some markedly better properties compared

to their liquid crystal display (LCD) counterparts.[14] OLED displays are thinner and
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Figure 1.3: (Upper) Prototype bus stop featuring flexible OLED lighting. (Lower)
Novaled and Philips OLED lighting designs.
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Figure 1.4: (Left) White OLED panel with decent CRI index. (right) A SONY OLED
display showing saturated RGB pixels.

lighter, with wider viewing angles, and more saturated colors. Functioning without a

backlight, they display deep black levels and can be more energy efficient than LCDs.

In 2008, SONY introduced its 27-inch high-difinition display with 3-mm thickness,

and a one-million-to-one contrast ratio.

The requirements for devices that serve as illumination sources are different than

that for the monochromatic OLEDs targeted for RGB displays which give electrolumi-

nescent spectra with a relatively narrow lineshape centered around a peak wavelength.

For lighting applications, OLEDs have high light quality, close to that of sunlight.

OLED panels have the advantage of being a flat light source over a large area without

the necessity of light distribution elements. OLEDs also have the potential to be more

efficient than current energy-saving light bulbs. Figure 1.4 shows OLEDs that are

used both as efficient white panels with high CRI and the SONY display with highly

saturated RGB pixels.

There are two main families of OLEDs: one based on polymers and one that

employs small molecules. While small molecules are often thermally evaporated (de-
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Figure 1.5: (a) Basic structure of OLEDs. (b) Solid State Solvation (Image courtesy
of V. Bulovic). (c) The OLEDs lifetime progress since 1987.

tailed in Section 1.2.3), polymer molecules are too massive for this technique to be

practical. Instead, the majority of conjugated polymer thin films are cast from a

dilute solution, such as toluene or chloroform.[15] Since the film thickness depends

on the solution concentration and spin speed, thickness control can be imprecise. We

will focus on the fabrication and characterization of small molecule OLEDs in this

thesis.

The basic OLED structure is shown in Figure 1.5(a). The device is frabricated on

a glass substrate with a transparent bottom electrode of indium tin oxide (ITO) and a

metal top electrode, with organic thin films sandwiched in between, i.e. a hole trans-

port layer (HTL), a emission layer (EML), and a electron transport layer (ETL).

When an appropriate voltage (typically a few volts) is applied to the device, the

injected holes and electrons recombine in the EML, and emit light.[13] The struc-

ture of the organic layers and the choice of electrodes are designed to maximize

the recombination process in the EML. Film thicknesses of 500Å or less lowers the

voltage to between 5V and 10V for efficient charge carrier injection, which leads

to exciton formation and ultimately emission as the exciton decays to the ground
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state. Shortly after the introduction of thin film heterostructure based OLEDs, it

was demonstrated that the host-dopant system with emitter molecules doped into

a host matrix increases the device efficiency due to the improved level of charge

recombination. The structure also helps exciton confinement and eliminates self-

quenching of the emitting dopants. Figure 1.5(b) shows the spectral shift with increas-

ing concentration of the 2-methyl-6-[2,3,6,7-tetrahydro-1H,5H-benzo[ij](quinolizin-9-

yl)ethenyl]-4H-pyran-4-ylidene] propane-dinitrile (DCM2) suspended in a solid ma-

trix of tris-(8-hydroxyquinoline)-aluminum (Alq3). This is the energy shift due to

self-polarization.[16] Figure 1.5(c) shows the OLEDs lifetime progress since 1987.

Phosphorescent OLEDs have higher internal efficiencies than their fluorescent

counterparts.[17] Only about 25% of the excitonic energy generates light in fluo-

rescent emission, with the remaining lost in the form of heat. For phosphorescent

materials, up to 100% of the excitonic energy can be converted into light. This is

up to four times more efficient than previously thought possible, enabling OLEDs

to compete with LCDs as well as incandescent and fluorescent lighting. Figure 1.6

shows the chemical structure and electronic charge density of tris (phenylpyridine)

iridium (Ir(ppy)3), which is one of the complexes that possess chemically stable oc-

tahedral symmetry.[18]

1.2 Organic Optoelectronic Devices

Inorganic semiconductors, such as silicon and gallium arsenide, play a fundamen-

tal role in modern integrated circuits and microchips. Since the discovery of the first

highly conducting polymer by Shirakawa, MacDiarmid and Heeger in 1977, organic

semiconductors have generated entirely new physics for their application in molecular

electronics.[19] Drastic improvements in synthesis and processing of organic semicon-

ductors have been observed in the past two decades. Today, organic semiconduc-

tors are extensively used in the fabrication of solid-state devices, i.e. light-emitting
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Figure 1.6: (a) Chemical structure and (b) Electronic charge density difference be-
tween the singlet excited state and the ground state of Ir(ppy)3.

diodes, photovoltaic cells, photodetectors and transistors, etc. Distinctively different

from their inorganic counterparts in the optical and electronic properties, they are

also light in weight, mechanically flexible, allow for a wide variety of chemical modi-

fications, and low-cost processing.[20, 21, 22] This section reviews the characteristics

of two groups of organic semiconductors: small molecular weight materials mainly

prepared by thermal evaporation, and polymers by solution processing. It is followed

by a brief review of material purification and patterning techniques.

1.2.1 Conjugated Small Molecules

Organic molecules are defined to contain both carbon and hydrogen atoms. Their

structural and functional diversity emerge from the versatility of the carbon atom,

with its four valence electrons participating in covalent bonding, i.e. the overlapping

of atomic orbitals for electrons to be shared by neighboring atoms. Different types

of carbon-carbon bonds can be identified in three classes of hydrocarbons, namely

alkanes, alkenes, and alkynes. Alkanes constitute the class of simple hydrocarbons

with only carbon-carbon single bonds (C-C), which are also called σ-bonds. In σ-
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bonding[23], the overlapping atomic orbitals lie directly between two nuclei. The

other classes are alkenes with at least one double bond (C=C), and alkynes with one

triple bond (C≡C).

Atomic bonding properties can be qualitatively described by orbital hybridization,

which is created by the Valence Bond Theory.[24] For an isolated carbon, the 2s, 2px,

2py, and 2pz wave functions are used to describe the atomic orbitals, whose basic

shapes are shown in Figure 1.7. For carbons joined in bonding, hybrid orbitals are

employed to describe the electron movement in the valence shell. There are three

important types of hybridizations: sp3, sp2, and sp, also shown in Figure 1.7. The

primary aspect of sp2 and sp hybridization is that they allow carbon atoms to form

C=C and C≡C bonds. The C=C bond is formed with an sp2 hybridized orbital

and a p-orbital, while the C≡C bond is formed by an sp hybridized orbital and two

p-orbitals from each atom.[25]

The π-bond involves the electrons in the leftover p-orbitals with the overlap occur-

ing above and below the σ-bond. The combination of a σ-bond and a π-bond between

the same two carbon atoms is a double bond. This double bond is stronger than the

single covalent bond (611kJ/mol for C=C vs. 347kJ/mol for C-C) with shorter bond

length (1.33Å for C=C vs. 1.53Å for C-C), while C≡C is made up of one σ-bond and

two π-bonds with bond strength of 839kJ/mol and a bond distance of 1.21Å. One

important characteristic of both C=C and C≡C is restricted rotation between atoms

since it requires a large amount of energy to break the π-bond. Figure 1.8 shows

the electron arrangements in carbon-carbon single, double, and triple bonds. Here,

ethane, ethylene, and acetylene represent the simplest forms of alkanes, alkenes, and

alkynes, respectively. For C=C in the 3D model of ethylene, both the σ-bond and

carbon atoms lie in a flat plane with the π-bond extending above and below.

Linear combination of atomic orbitals (LCAO) theory is commonly used to esti-

mate the molecular orbitals that are formed upon bonding. The theory states that
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Figure 1.7: (a) Atomic s and p orbitals. (b) Shapes of the hybrid orbitals. Here two
sp hybrid orbitals form a linear shape, three sp2 orbitals in a trigonal
planar structure, and four sp3 orbitals in a tetrahedral structure.

Figure 1.8: Scheme of electron arrangements C-C(left), C=C(middle), and C≡C
(right). Rotation of C-C bond allows for two arrangements for ethane,
while the twisted C=C bond requires the breaking of the π-bond in ethy-
lene.
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the Schrödinger equation for a molecular orbital can be constructed from the linear

combinations of constituent atomic orbitals.[26] For simple diatomic molecules, the

wavefunctions are represented mathematically by the equations:

ψ = c1ψ1 + c2ψ2 (1.1a)

ψ∗ = c1ψ1 − c2ψ2 (1.1b)

where ψ and ψ∗ are the molecular wavefunctions for the bonding and antibonding

molecular orbitals, respectively, ψ1 and ψ2 are the atomic wavefunctions from atoms

1 and 2, respectively, and c1 and c2 are adjustable coefficients.

Depending on the energies and symmetries of the individual atomic orbitals, c1

and c2 can be positive or negative. Take hydrogen molecular formation for example:

as the two atoms approach each other, their 1s atomic orbital overlap results in

two molecular orbitals. One is a bonding orbital (σ) that concentrates in regions

between the nuclei, and the other is an antibonding orbital (σ∗) that locates outside

the region of the two nuclei. Antibonding orbitals (often labeled with an asterisk,

∗) are normally higher in energy than bonding orbitals. Similar rules are applied for

π- and π∗-orbital.[25, 26] Note that only orbitals of matching symmetry can mix or

interact.

A schematic molecular orbital diagram of ethylene is shown in Figure 1.9. Dis-

tinct σ and σ∗ bonds are formed from sp2 hybridization while π and π∗ bonds from

pz hybridization.[27, 28] Here, the highest occupied molecular orbital (HOMO) and

lowest unoccupied molecular orbital (LUMO), the so-called the frontier orbitals, are

identified. The HOMO is the orbital that acts as the electron donor, while the LUMO

is the electron acceptor, and the energy difference between the two is termed the en-

ergy gap.[23, 29]
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Figure 1.9: A schematic molecular orbital diagram of the ethylene molecule with dis-
tinct σ-bond(from sp2) and π-bond(from pz) with different bond energies.

The organic conjugated materials are reported to show remarkable optoelectronic

properties. The presence of alternating π- and σ-bonds in a molecule is known as

a conjugated system.[30, 31] Conjugation is also possible in other ways as long as

each contiguous atom in a chain has an available p-orbital. Conjugated systems can

extend across the entire molecule, or they can comprise only part of a molecule.

Shown in Figure 1.10, is the classic example of benzene with its system of six

electrons above and below the planar ring. Electron delocalization in conjugated

small molecules is responsible for electron conduction, with the electronic conduc-

tivity (10−9 ∼ 103 Ω−1cm−1) lying between that of metal and insulators. The gap

between the HOMO and LUMO is typically 1.5 to 3.0eV, leading to strong absorp-

tion at or near the visible spectral range. The gap becomes smaller with increasing

delocalization.

Besides electronic conductivity, high mobility is also required for most high per-

formance organic semiconductors.[21, 22] Small molecules can be easily evaporated
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Figure 1.10: (a)Electronic and (b) energy structure of a benzene ring.

to form a polycrystalline film with mobility as high as ∼10−2cm2/Vs, or amorphous

film with mobilities ∼10−5cm2/Vs at room temperature. Small molecules prepared

as molecular single crystals have shown remarkable transport properties, with a mo-

bility of 1 to 10 cm2/Vs.[32] Conjugated polymers, commonly dissolved in solvents

for low-cost fabrication, have generally lower mobility compared to small molecules.

However, by varying the processing parameters, e.g. solution concentration, spin

speed, and annealing methods, the packing of polymer chains can be altered and the

electronic properties optimized. Most high performance polymers tend to have the

long axes of the molecules oriented normal to the substrate surface with the typical

grain size on the order of micrometers.

A material can be characterized by the long-range periodic configuration of atoms

(crystalline structure), or by short-range ordering (amorphous structure), shown in

Figure 1.11. The latter can form uniform thin films either by vapor deposition for

small molecules and spin-coating methods for polymers.[33] Thermal evaporation is

capable of growing continuous films with smooth interfaces and no pinholes, allowing

vertical device feature sizes approaching molecular scales. Amorphous small molecules
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Figure 1.11: The structural difference between crystalline (left) and amorphous
(right) structures. A crystalline structure has a periodic, long-range
atomic ordering and an amorphous structure has no long-range atomic
ordering.

have found their successful application in organic electroluminescent (EL) devices, e.g.

photochromics, photovoltaics, and transistors, etc.[34]

In contrast to single crystals and liquid crystals which show anisotropic proper-

ties, amorphous small molecule films exhibit isotropic properties due to the absence

of grain boundaries. In contrast to polymers, they are materials with well-defined

molecular structures and definite molecular weights. Although disordered films pos-

sess inferior electron transport characteristics, they often satisfy the requirement for

extremely thin, low voltage, organic devices. Moreover, their compatibility with flex-

ible substrates promises low-cost processing. Flexible electronic devices (circuits,

displays, and sensors) based on organic active materials will enable future generation

of electronics products that will enter the mainstream electronics market.

1.2.2 Purifying Organic Materials

When organic semiconductors are tested in optoelectronic devices, their electronic

properties are sensitive to small densities of impurities.[35] Experience has shown that

the lifetime and yield of devices fabricated from low purity materials are poor.[35, 36]
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Figure 1.5 Schematic of typical gradient sublimation setup. (Adapted from Ref. 7)

in the materials science community. In the zone refining scheme,46,47 a cylindrical tube

containing the material is slowly (∼mm/hr), and repeatedly drawn through a locally heated

region. This creates a locally molten region that moves through the material, down the

length of the tube as it is drawn through the ‘hot zone’. Recrystalizing material behind

the molten zone cannot incorporate impurities into its lattice, so they remain dissolved in

the liquid and are slowly driven to the tube bottom. This technique arguably produces the

highest quality of purified material, attaining sub-ppm impurity levels, although it requires

that the compound have both a solid→ liquid melting transition, and stability over the long

term at this temperature and pressure.47 Unfortunately, these conditions are met only for a

few, very simple molecules (i.e. short linear acenes), as most organics tend to be unstable at

high temperature and sublime directly from the solid to the vapor phase.

Gradient sublimation7 is the most widely applicable and heavily used of the small-

molecule purification techniques. It involves maintaining a thermal gradient along the length

of a continuously evacuated tube that has been loaded at one end with a crucible of starting

material (see Fig. 1.5). As the temperature is raised, the compound sublimes and diffuses

11

Figure 1.12: Schematic of gradient sublimation.[37]

Therefore, extensive purification is required to separate intrinsic from extrinsic effects.

In our laboratory, we purify organic semiconductors that can be processed from the

vapor phase using thermal gradient zone sublimation.[37]

This method is based on the fact that each material has its own particular subli-

mation point.[37] The idea is to heat the source material in a multiple zone furnace

in vacuum for a given time, and retrieve the purified materials from a sliding tube in

the middle zone. Shown in Figure 1.12, a cylindrical tube is maintained at a ther-

mal gradient along its length. Being continuously evacuated, it contains the material

which slowly sublimes and diffuses away from the hot zone. After recrystalization in a

cooler zone, the high quality purified material is produced. A sub-ppm impurity level

can be obtained by this technique, although this process is usually time-consuming

with a cycle of weeks. Materials processed from solution are purified by multiple

recrystallization processes.[38, 39]
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1.2.3 Growth Techniques

Figure 1.13 illustrates the working mechanism of a thermal evaporator. High cur-

rent flows through the boat containing small molecules, heating them to their subli-

mation temperature. High vacuum allows the vapor to reach the substrate without

reacting with other atoms in the chamber, and reduces the incorporation of impuri-

ties from the residual gas in the chamber. A crystal monitor is mounted close to the

substrate to estimate the quantity of material being deposited. The distance between

the source and the substrate is far enough to prevent solid particles reaching the

substrate.

With relative simplicity and high precision of layer thickness, typically within

±5Å, vacuum thermal evaporation (VTE) is currently the most commonly used tech-

nique for the deposition of organic molecular solids.[37, 40] It allows for high degree

of material purity and deposition control (film thickness, dopant concentration, etc.).

However, control over large areas can be difficult using vacuum evaporation. In ad-

dition, a considerable fraction of the evaporant coats the cold walls of the deposition

chamber, leading to low materials use efficiency and contamination of the system and

substrate. The potential throughput for vacuum evaporated organic thin film devices

is low, resulting in high production costs.

Sputtering is another high vacuum physical deposition process that relies on a

plasma (high energy noble gas atoms, such as Argon) to release the source mate-

rial. Shown in Figure 1.13, sputtering is performed in a vacuum chamber where the

substrate is mounted on a negatively charged plate. The high energy ions induce

atoms at the surface of the substrate to be ablated. These ablated atoms form a thin

film coating after condensing on the substrate. This technique is especially useful for

compounds or mixtures, such as ITO, where different components would otherwise

tend to evaporate at different rates.

To avoid many of the drawbacks of VTE, an alternative method called organic
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Figure 1.13: The process of VTE (left) and sputter (right) deposition.

vapor phase deposition (OVPD) has been introduced (Figure 1.14). This method

significantly improves control over doping, and is adaptable to rapid and uniform

deposition on large-area substrates.[41, 42] Organic compounds are thermally evapo-

rated (at temperatures below 400oC) into an inert carrier gas stream such as nitrogen,

and then transported in a hot-walled reactor toward the substrate where condensation

occurs. Flow patterns may be engineered to achieve a uniform distribution of organic

vapors, resulting in a uniform coating thickness and minimized materials waste. This

allows for positioning of evaporation sources outside of the reactor tube. By separat-

ing the functions of evaporation and transport, this technique leads to precise control

over the deposition process.[43, 44] To grow doped films with uniform composition

across the entire substrate area, the component streams are mixed prior to deposition.

Organic vapor-jet printing (OVJP) is a natural extension of OVPD. As an analog

to ink-jet printing, the deposition of individual pixels on extended substrates and in

close proximity can be achieved.[45, 46] Shown in Figure 1.14, the solvent is a hot inert

carrier gas that vaporizes the organic source, creating a flow of volatilized molecules.

These molecules are deposited through nozzle apertures to form organic patterns onto

a cold substrate surface placed in close proximity (10∼100µm) to the nozzle tip. The
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Figure 1.14: (a) Schematic of the OVPD process. (b) Schematic of the OVJP
process.[44]

deposit resolution achievable by this method is determined by the distance from the

nozzle to the substrate, the gas flow velocity, the background pressure, temperature,

and the diameter of the orifice. This process has the possibility of revolutionizing

the growth of small molecule organic thin films by rapidly and simply depositing

nanometer scale organic thin film patterns.

1.2.4 Patterning Techniques

Patterning is fundamental to obtaining small features for the applications men-

tioned above. It is crucial in terms of device speed, power consumption, and low-cost

manufacture. We will introduce the concepts of several lithography techniques, i.e.

photolithography, electron beam lithography, and X-ray lithography, followed by cold

welding as an example of non-lithography-based patterning.

Photolithography is a fundamental process in integrated microelectronic manufac-

ture in which parts of a thin film are selectively removed from a substrate.[47] Fine

lithographic patterns can be transferred to the substrate when light interacts with

the light-sensitive chemical photoresist serving as a substrate mask, which is used to

define the patterns on the exposed materials. Depending on the chemical composi-

tion, the photoresist can react in two ways: a positive resist becomes polymerized

when exposed to the light while a negative resist has the reverse property. The devel-
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Figure 1.15: (a) Photolithography Process. (b) Schematic view of a typical exposure
optical system. Resolution enhancement techniques may be applied at
various points in the optical path.[49]

oping process decomposes the resist, followed by a post-bake process to harden the

pattern and remove any residue of the developer. Figure 1.15 demonstrates the steps

for positive and negative lithography.[48]

The resolution limit in this conventional projection optical lithography is deter-

mined largely by the well-known Rayleigh equation. The resolution, R, and the

corresponding depth of focus are given by: [49]

R = k1 × λ/NA (1.2a)

DOF = k2 × λ/NA2 (1.2b)

where λ is the exposure wavelength, NA is the numerical aperture of the optical

system, and k1 and k2 are constants that depend on the specific resist material,

process technology and image formation technique used. To obtain high resolutions,

shorter wavelength light and lens systems with larger numerical apertures can be

used. In general, the minimal feature size that can be obtained is almost the same as
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Figure 1.16: Resist patterns on different substrates with proximity X-ray
lithography.[49]

the wavelength of light used for the exposure, for which one needs a relatively large

numerical aperture (typically ≥ 0.5). Figure 1.15(b) shows a typical optical exposure

system. Resolution enhancement techniques may be applied at various points in the

optical path, as illustrated to the left of the figure.

Electron beam (e-beam) lithography uses a beam of electrons rather than photons

as the exposure source.[50] The purpose is to create small structures in the resist that

can be subsequently transferred to the substrate materials by etching. The primary

advantage of e-beam lithography is the extremely high resolution combined with a

large depth of focus. The key limitation of electron beam lithography is its low

throughput, so this technique is used mainly in the production of masks, low-volume

production of semiconductor components, and research and development. Several

techniques have been developed to expand the throughput, such as making use of

parallel exposure and ion beams. The microelectronics industry drive for ever smaller,

faster and cheaper components, has rapidly pushed this technology to its limit.

X-ray lithography has a large range of wavelengths, from about 0.4nm to 100nm,

with a resolution ∼1nm.[50] In the exposure system, X-rays are first collimated using

a silicon carbide mirror, then passed through a transparent window of beryllium into
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(a) (b) 

Figure 1.17: (a)Schematic illustration of the direct micro-patterning process by cold-
welding followed by lift-off. (b) Optical micrograph of an array of
230-µm-diameter Mg:Ag contacts patterned by cold-welding followed by
cathode life-off.[54]

a chamber containing the mask and wafer. The mask is prepared on a membrane

of silicon carbide, and a layer of tantalum (patterned by direct-write electron-beam

lithography) serves to absorb the X-rays and so generate the shadow on the semicon-

ductor wafer. Figure 1.16 shows the resist patterns produced on different substrates

using proximity X-ray lithography.

Other than the three lithographies introduced above, several other approaches

have been proposed for delineating patterns at resolutions below 100nm, e.g. ultravio-

let lithography[51], nano-imprint lithography[52], and near-field optical lithography[53],

etc. Although such approaches are useful for producing individual nanostructures for

the investigation of nanometre-scale devices, the throughput is too low for commercial

application.

The cold-welding technique, demonstrated by Kim, is especially suitable for pat-

terning flexible thin films for organic electronic devices.[54] Shown in Figure 1.17(a),

selective lift-off of the metal cathode layer is achieved by pressing a pre-patterned,
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Figure 1.18: Schematic of additive cathode patterning process.[55]
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Figure 1.19: Schematic of a roll-to-roll process employing the additive cold-welding
technique for the electrode patterning.[57]

metal-coated silicon stamp onto unpatterned device layers. Under pressure, the metal

coating on the stamp cold-welds to the metal cathode coating. Subsequent separation

of the stamp from the substrate removes the cathode metal in the regions contacted

by the stamp, resulting in submicrometer feature definition. Figure 1.17(a) shows

a patterned array of 230-µm-diameter dots and the edge of a 12-µm- wide stripe

pattern, demonstrating a high yield. Cold-welding followed by lift-off of the cath-

ode metal allows simple, cost-effective, and high-throughput large-area fabrication of

organic electronic devices.

Similar formation of metallic bonds can be used in an analogous additive process.[56]

A thin (about 10nm) metal ”strike layer” is deposited on the substrate, and the stamp

coated with a metal layer is pressed onto the substrate to transfer a metal pattern.

When pressure is larger than the potential barrier at the surface, cold welding between

the two contacting metal layers occurs and patterns are transferred. The following

steps involve etching to remove the residual strike layer, etc. To ensure the success

of the pattern transfer, adhesion between the metal layer and the stamp should be

weaker than the interface adhesion at the substrate.

The cold-welding technique has several advantages over previously reported pat-
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terning methods. First, it is cost-effective, since the stamps are reusable after the

metal layers are removed by chemical dissolution. Second, this technique offers high

throughput, since the entire electrode area of the circuit is patterned in a single step.

Due to its capability for very high pattern resolution, this method is especially suit-

able for the fabrication of micro-displays. And finally, roll-to-roll fabrication processes

that use flexible plastic substrates can employ this technique (Figure 1.19).[57]
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CHAPTER II

Excitation in Organic Semiconductors:

A Case Study

2.1 Molecular Electronic Structures

This chapter introduces the theoretical concepts needed for the work that follows.

Starting with the Born-Oppenheimer (B-O) approximation, we give a review on the

quantitative analysis of dynamic processes at the molecular level. Computation of

molecular energy and wavefunctions for an archetype molecule will be discussed,

followed with the energy transfer fundamentals. As an example, we provide a complete

transient lifetime study on a set of binuclear compounds.

2.1.1 Born-Oppenheimer Approximation

Proposed by Max Born and J. Robert Oppenheimer in the 1920s, the B-O approx-

imation simplifies the Schrödinger equation for a molecule, and introduces a mathe-

matical description for the molecular orbitals.[26] First we write the Hamiltonian for

the nuclei-electron systems as a sum of five terms:[58]

H = −1

2

∑
A

∇2
A

MA

− 1

2

∑
i

∇2
i

mi

−
∑
i,A

ZA
riA

+
1

2

∑
A 6=B

ZAZB
RAB

+
1

2

∑
i 6=j

1

rij
(2.1)
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where MA and mi are the nuclear and electron masses, respectively, ZA and ZB are the

nuclei charge numbers, RAB, rij, and riA refer to the relative nuclei-nuclei, electron-

electron, and nuclei-electron distances, respectively. The first two Hamiltonian terms

are for kinetic energy for each nucleus and electron in the system, followed by the

Hamiltonian for the potential energy between the electron and nuclei, with the last

two terms describing the potential energy arising from the Coulombic nuclei-nuclei

and electron-electron repulsions, respectively.[58]

This approximation is based on the fact that the nucleus and electrons are at-

tracted to each other with the same magnitude of momentum. Therefore, the nucleus

has a velocity that is almost negligible due to its much larger mass in comparison

to the electron. Since the nucleus is assumed to be stationary with electrons moving

around it, the motion of the nuclei and the electrons can be solved with independent

wavefunctions. Furthermore, the electron spin may be treated separately from the

motion of both electrons and nuclei since spin is due to magnetic interactions, which

are weak for most organic molecules. The B-O approximated molecular wavefunction,

ψ, is therefore summarized as the product of the individual vibrational wavefunction,

ψv, (depending on spatial coordinates of the nuclei), electronic wavefunction, ψe, and

spin wavefunction, ψs:[31, 29]

ψ = ψvψeψs (2.2)

This separation of the electronic and vibrational wavefunctions is the fundamental

assumption of the Franck-Condon principle.

The Franck-Condon principle states that since electronic motions are much faster

than nuclear motion, electronic transitions occur most favorably when the nuclear

structure of the initial and final states are similar. Suppose an electron in a diatomic

molecule makes a jump from one orbital to another as a result of some external

perturbation such as absorption of light or an energetic collision. The transition
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probability (P ) between two electronic states of different nuclear configuration is:[29,

21]

P = 〈ψ′|µ|ψ〉 =

∫
ψ′?µψdτ =

∫
ψ′?v ψ

′?
e ψ
′?
s (µe + µN)ψvψeψsdτ

=

∫
ψ′?v ψvdτn

∫
ψ′?e µeψedτe

∫
ψ′?s ψsdτs

(2.3)

where ψ and ψ′ are the total wavefunctions of the initial and final state, respectively,

µ is the molecular dipole operator determined by the charge and locations of the

electrons and nuclei. Here
∫
ψ′?v ψvdτn is the Franck-Condon factor–the selection rule

for vibrational transitions. It states that a change from one vibrational energy level

to another will be more likely to happen if the two vibrational wave functions overlap

more significantly. The second integral
∫
ψ′?e µeψedτe contributes to the probability

amplitude that determines the electronic spatial rule. If the equilibrium separation of

the nuclei is the same in the initial (ri) and final state (rf ), the transition may occur

with no restriction with respect to nuclear motion. However, under the condition

that ri 6= rf , the transition rate depends on the ability of the system to change its

nuclear motion. The last integral
∫
ψ′?s ψsdτs accounts for the probability amplitude

for spin subject to spin selection rules.

Using the Franck-Condon principle, we are able to calculate the intensities of tran-

sitions between vibrational states of the electronic energy levels. This concludes that

the conversion of electronic energy into vibrational energy may be the rate determin-

ing step in an electronic transition between states of different nuclear geometry.[29, 30]

2.1.2 Energy Structure Measurement

Photoelectron spectroscopy (PES) utilizes the kinetic energy distribution of the

emitted photoelectrons to study the composition and electronic state of the surface

region of a sample. There are two subdivisions according to the source of excit-

ing radiation: X-ray photoelectron spectroscopy (XPS) and ultraviolet photoelectron
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(a) (b)

Figure 2.1: (a) Nuclear coordinates. (b) Electronic absorption and emission band.
Mirror-image relationship arises between electronic absorption and emis-
sion bands.

spectroscopy (UPS).[59]

XPS uses soft X-rays with photon energy of 200∼2000eV. During the process, a

photon is absorbed by an atom in a molecule or solid, leading to ionization and the

emission of a core (inner shell) electron. By contrast, UPS uses vacuum UV radiation

with a photon energy of 10 to 45eV. In UPS, the photon interacts with valence levels of

the molecule or solid, leading to ionization by removal of one of these valence electrons.

The kinetic energy distribution of the emitted photoelectrons (i.e. the number of

emitted photoelectrons as a function of their kinetic energy) can be measured using

any appropriate electron energy analyser and a photoelectron spectrum can thus be

recorded.[60]

Inverse photoelectron spectroscopy (IPES) is used to study the unoccupied elec-

tronic structure of the thin film surfaces. A well-collimated beam of electrons directed

at the sample, and these electrons couple to high-lying unoccupied electronic states
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Figure 2.2: Principles of photoemission (blue) and inverse photoemission (red) with
the corresponding electronic structure of an organic film.

and decay to low-lying unoccupied states with a subset of these transitions being

radiative. The photons emitted in the decay process are detected and an energy

spectrum (photon counts vs. incident electron energy) is generated.[60, 61] Due to

the low energy of the incident electrons (typically ≤20eV), their penetration depth

is only a few atomic layers, making inverse photoemission a particularly surface-

sensitive technique. As inverse photoemission probes the electronic states above the

Fermi energy of the system, it is a complementary technique to PES.

Figure 2.2 presents the fundamental parameters of organic films directly probed

by photoemission characterization such as the HOMO, LUMO, electron affinity (EA),

ionization energy (IE), and work function (φ), related to the Fermi level (EF ), and

vacuum level (EV AC). Here hν is the energy of an incident photon involved in the

photoemission process.[29]

2.2 Excited States of Organic Semiconductors

2.2.1 Singlets and Triplets

Consider two electrons in a chemical bond with spin vectors S1 and S2, quantized

as ±~/2. The electron spins can be paired (antiparallel), or unpaired (parallel). If
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two spins are antiparallel, the total spin is S = S1 + S2 = 0. In this case, the only

allowed spin quantum number ms is 0 (|s,ms〉 = |0, 0〉). This state remains a single

state in the presence of an external magnetic field. It is termed a singlet state, S.

However, if two spins are parallel, the total spin has a magnitude of ~ with possible

ms=0, ±1 (|s,ms〉 = |1, 1〉, |1, 0〉, and |1,−1〉).[62] This state possesses a net spin

magnetic moment and splits into three quantized states under an external magnetic

field. It is termed as triplet state, T , indicating a threefold degeneracy of the state.

To sum up, we have:[63, 64]

s = 0 |0, 0〉 =
1√
2

(↑↓ − ↓↑) (2.4)

s = 1 |1, 1〉 =↑↑

|1, 0〉 =
1√
2

(↑↓ + ↓↑)

|1,−1〉 =↓↓

(2.5)

The results are visualized in Figure 2.3.

According to the valence bond theory, the symmetric spatial wavefunction has a

slightly lower energy than the antisymmetric state. Therefore, the ground state is a

singlet (S0). From the selection rule, the first excited singlet state (S1) is realized by

exciting one of the 1s states to a 2s state, while the first excited triplet state (T1) is

formed by promoting the spatial wavefunction from symmetric to antisymmetric in

the 1s orbital. In general, T1 is lower in energy than S1.

Due to conservation of angular momentum, absorption of a photon cannot change

the spin state from a singlet to a triplet. Hence, absorption of a singlet ground state

will yield a singlet excited state. Direct formation of a triplet is a very improbable

process since both the orbit and spin of the electron would have to change simul-

taneously. Generally, singlet excited states decay quickly back to the ground state
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Figure 2.3: Schematics of the singlet and triplet states of two identical spin 1/2.[62]

(10−9 ∼ 10−7 seconds), although the resulting vibrational or rotational state might be

different. This process is known as fluoresence. On occasion, the singlet excited state

can become a triplet state via intersystem crossing. Once in the triplet excited state,

decay back to the ground state turns out to be quite slow (10−3 ∼ 10−2 seconds),

known as phorphoresence.[65]

Figure 2.4 shows the Jablonski diagram that illustrates the electronic states of a

molecule and the transitions between them. There are three significant non-radiative

processes: internal conversion (IC), intersystem crossing (ISC) and vibrational relax-

ation. The process, IC, occurs when a vibrational state of an electronically excited

state couples to a vibrational state of a lower electronic state. This is the radiation-

less transition between energy states of the same spin. On the contrary, ISC is a

transition to a state with a different spin multiplicity. ISC is much more important

in molecules with larger spin-orbit coupling since this type of nonradiative transition

gives rise to phosphorescence. The third type, vibrational relaxation, is the most

common of the three. It occurs very quickly (10−14 ∼ 10−11 seconds) and is enhanced
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Figure 2.4: Jablonski Energy Diagram. The states are arranged vertically by en-
ergy and grouped horizontally by spin multiplicity. Here, straight arrows
indicate radiative transitions and squiggly arrows indicate non-radiative
transitions. Higher vibrational states are indicated with thiner lines com-
pared to the vibrational ground states.
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by physical contact of an excited molecule with other particles with which energy can

be transferred through collisions.[29, 66]

2.2.2 Excitons

Excitons are electronically neural quasi-particles consisting of a bound electron

and hole pair. An exciton forms when a photon is absorbed by a semiconductor.

This excites an electron from the valence band into the conduction band, leaving

behind a localized positively charged hole. The electron and hole are stabilized by the

Coulomb force. Excitons mediate the absorption and emission of light, particularly

in disordered and low-dimensional materials, i.e. it is the migration quantum of

electronic energy.[67]

There are three types of excitons: Wannier-Mott excitons, Frenkel excitons, and

charge-transfer (CT) excitons. Wannier-Mott excitons typically have radii larger than

the lattice spacings. As a result, the binding energy is on the order of 0.01eV. Such

a weak binding energy explains the ease of charge separation in a silicon p-n junc-

tion where the built-in electric field is large enough to dissociate any light-produced

excitons. In contrast, for a material with small dielectric constant, the Coulomb in-

teraction between electron and hole is strong and the excitons tend to be small, of

the same order as the size of the unit cell. Frenkel excitons are localized in a single

molecule, with typical binding energies in the range of 0.1 to 1.0eV. In comparison,

CT excitons have the electron and hole component on adjacent molecules.[68, 69]

Once excitons are created in the organic semiconductor, the excitons will diffuse

before their energy is released along radiative or non-radiative pathways. However,

the diffusion of the exciton is accompanied by an energy transfer between molecules.

Efficient energy transfer is required for the modification of emission properties in

phosphorescent OLEDs.

We now look at the exciton energy transfer from the host molecules to the dopants
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Figure 2.5: Wannier Excitons and Frenkel Excitons.

in the host-guest matrix. Energy transfer occurs in three different ways: (i) Förster

type energy transfer, (ii) Dexter type energy transfer, and (iii) trap-assisted carrier

recombination. In general, the probability of energy transfer can be described by the

Fermi Golden Rule, shown in Equation 2.6.[64]

Probability (D∗A→ DA∗) = (2π/h)|H|2ρ, (2.6)

where D∗ is an excited state donor and A is a ground state acceptor. Here, the

Hamiltonian operator, H, describes the specific type of system perturbation occurring

between the initial state (D∗A) and the final state (DA∗), and ρ is the density of the

final state at the energy of the initial state.[21]

Förster transfer arises from dipole-dipole interaction between the electronic states

of the donor and the acceptor. Transfer occurs when the oscillations of an optically

induced electronic coherence on the donor are resonant with the electronic energy

gap of the acceptor.[70] The strength of the interaction depends on the magnitude

of transition dipole interaction, which depends on the magnitude of the donor and

acceptor transition matrix elements, and the alignment and separation of the dipoles.
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Figure 2.6: (a) Absorption and photoluminescence of Alq3 and DCM. (b)Diagram for
Forster transfer between Alq3 and DCM (Image courtesy of V. Bulovic).

Förster showed the following dependence of the rate of transfer:

kET = (2π/~)| < D,A∗|HDA|D∗, A > |2
∫
gD(E)gA(E)dE = kD(R0/R)6 (2.7)

where, kET is the rate of the energy transfer, kD is the decay rate of the donor, R is

the distance between the donor and acceptor, and R0 is what is known as the critical

transfer distance, and is related to the spectral overlap of the donor emission with the

ground state absorption of the acceptor. For efficient transfer, donor emission and

acceptor absorption must overlap. The R−6 dependence on distance is often used in

spectroscopic characterization of the proximity of donor and acceptor.

Energy transfer via the dipole-induced mechanism primarily depends on the mag-

nitude of the spectral overlap integral as shown in Figure 2.6. Hence, the singlet-

singlet transition is the only process that is viable by this mechanism. Since the

oscillator strength and therefore the molar absorbability of S→T transition is nor-

mally not significant, the magnitude of the overlap integral is usually vanishingly

small, making triplet-triplet transitions by this mechanism inefficient.
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Dexter transfer is a non-radiative energy transfer by the exchange interaction

which occurs as a result of the overlap of the wave functions of the donor and the

acceptor.[71] The transfer process has been described as electron tunneling, where

one electron moves from the excited donor LUMO to the acceptor LUMO while

simultaneously an electron moves from the acceptor HOMO to the donor HOMO.

This is a very short range process since it requires the overlap of the wavefunctions of

the energy of the two species. In Dexter’s model, the interaction strength decreases

exponentially as a function of distance:

kET =
2π

~
KJe−2RDA/L (2.8)

where K is related to specific orbital interactions, J is the normalized spectral overlap

integral, RDA is the donor-acceptor separation relative to their van der Waals radii,

and L depends on the system under consideration. Dexter energy transfer is insignif-

icant beyond a separation distance of 10Å between the donor and the acceptor due

to the exponential (tunneling) term.

2.2.3 Excimers and Exciplexes

In certain cases, two or more molecules may participate in cooperative absorption

or emission. An absorption complex exists when two molecules act cooperatively to

absorb a photon. And an exciplex exists if two molecules act cooperatively to emit

a photon.[72, 73] In the special case that components of the complex are of the same

type, the excited molecular complex is termed an excimer.[74]

An electronically excited state may be a polarizable species and may participate

in charge-transfer interactions with other polar or polarizable species because of the

occurrence of an electrophilic half-filled highest occupied orbital and a nucleophilic

half-filled lowest unoccupied orbital. As a result, a collision complex between an

electronically excited species, M∗, with any polar or polarizable ground state molecule,
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N, will generally be stabilized by some charge-transfer interaction.

M∗ +N →M ! N(exciplex) (2.9a)

M∗ +M →M !M(excimer) (2.9b)

2.3 Binuclear Compounds: A Case Study

Transient studies can be used to examine the radiative decay dynamics in a series

of phosphorescent platinum binuclear complexes. The complexes studied in our work

consist of square planar (2-(4′ ,6′-difiuoro-phenyl) pyridinato-N, C2′)Pt units bridged

by either pyrazole or thiopyridine ligands. We observe an increase in radiative lifetime

as temperature is reduced from 300 K to 4 K when the binuclear complexes, named 1,

2, and 3, (see Figure 2.7), with Pt-Pt spacings 3.19Å, 3.05Å, and 2.83Å, respectively,

are doped into a p-bis(triphenylsilyly)benzene (UGH2) wide energy gap host. The

lifetimes for 1, 2, and 3 are τ = (6.3±0.1)µs, τ = (2.3±0.1)µs, and τ = (2.0±0.1)µs

at T= 295K, respectively. At T=4K, those values increase to τ = (8.6 ± 0.1)µs,

τ = (14.4 ± 0.1)µs, and τ = (17.0 ± 0.1)µs, suggesting that the neighboring heavy

metal centers in compounds 2, and 3 have significant orbital overlap. A three-level

zero-field splitting model yields the lowest triplet energy splittings of (28±3)cm−1,

(142±9)cm−1, and (113±10)cm−1 for compounds 1, 2, and 3, respectively.

2.3.1 Structures

Spin-orbit coupling between singlet and triplet states in organic molecules is known

to be an effective means to promote rapid, radiative triplet emission. When this pro-

cess is electrically excited, it results in electrophosphorescent emission in OLEDs,

leading to unity internal quantum efficiency[17]. The typically slow (�10−6s) and

inefficient, room-temperature phosphorescence in organic molecules is enhanced by
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1 3Compounds 1-3

FPT2

FPT1

Figure 2.7: The structures of FPt1, FPt2, and binuclear complexes 1, 2, 3.
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Figure 2.8: Phosphorescent spectra of compounds 1 (solid line), 2 (dotted line), and
3 (dashed line) at room temperature (T = 295 K). Compounds emit blue,
green, and red light, respectively.

introducing a heavy metal atom in the molecular complex [67]. The magnitude of the

spin-orbit interaction by the presence of the heavy metal atom with atomic number

Z, scales as Z4. The first efficient electrophosphorescent OLED was based on plat-

inum(II) octaethylporphine (PtOEP) [65], whose emissive state is a mixture of ligand-

centered triplet (3LC) and metal-ligand charge transfer triplet (3MLCT) states. A

number of other square planar platinum complexes have also been utilized in OLEDs,

emitting from a similar mixture of 3MLCT and 3LC states [75, 76, 77]. A related

class of phosphors is comprised of the binuclear Pt complexes, where the emissive

state arises from charge transfer involving the metal-metal-to-ligand charge transfer

triplet (3MMLCT) interaction. The photophysical properties of this latter class of

materials are explored in this work as a function of the Pt-Pt spacing.
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Recently, Ma et al. reported a series of phosphorescent pyrazolate-bridged cy-

clometalated platinum(II) complexes [78] with the formula: C∧NPt (µ− pz)2PtC∧N.

Similar structures for binuclear Pt(II) and Ir(III) have also been previously reported

[79]. The pyrazolate ligand can be used to control the degree of metal-metal interac-

tion by adjusting the angle between opposing ligands, and thus the emission spectra.

For example, compounds 1, 2, and 3 in Figure 2.7 (a) with Pt-Pt spacings (1) 3.19Å,

(2) 3.05Å, and (3) 2.83Å, lead to efficient phosphorescence in the blue, green and

red, respectively, as shown in Figure 2.8[80]. The bridging ligands rigidly link the two

metal centers of the three binuclear compounds [81]. For compound 1, the emission

spectrum indicates a mixed 3LC/3MLCT excited state [78], providing evidence for

a weak interaction between the two metal centers. In addition, broad and feature-

less emission spectra of compounds 2 and 3 are observed, and assigned to 3MMLCT

[82]. This occurs when the metal centers are in close proximity, and their interac-

tions are enhanced. An analogous Pt complex, [(2-(4′,6′-difluoro-phenyl)pyridinato-

N,C2′)Pt(2-thiopyridyl)]2 (FPt2) with a peak emission at a wavelength of λ=610 nm

has also been studied, and has a Pt-Pt distance of 2.87Å. [83].

Table 2.1: Ligands of Pt compounds and their parameters.

Compound R,R’ Pt-Pt Distance (Å) λmax(nm)
FPt1 - - 462

1 H,H 3.38 466
2 Me,t-Bu 3.06 546
3 t-Bu,t-Bu 2.83 630

FPt2 - 2.87 610

Here time-resolved photoluminescence of four, Pt-based binuclear complexes are

investigated, and large triplet energy splittings of compounds 2, and 3 and FPt2 are

observed. Theoretical analysis of the phosphorescent properties of the complexes is

provided, followed by experimental techniques and details. Results from the transient

measurements are given, as well as analysis and simulations based on density function
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Figure 2.9: Schematic energy level diagram for the splitting of the lowest triplet state
(T1) into three sublevels E1, E2, and E3, which has a radiative decay rate
of k1, k2 and k3, respectively. S0 is the ground state and S1 the lowest
singlet state.

theory (DFT) to interpret the spectral properties.

2.3.2 Theory

Zero-field splitting (ZFS) refers to the difference between otherwise degenerate

triplet states in the absence of an external magnetic field [29]. In the case of a triplet

organic molecule, the interaction between spins is anisotropic, i.e., the interaction

energy will be different in different directions. In effect, the spins are coupled to

the molecular framework and this is equivalent to quantization of spin along some

arbitrarily defined x, y, and z axes due to a local magnetic field within the molecule

due to spin-spin interactions. In practice this molecular magnetic field amounts to

∼0.2−1, namely the effective molecular magnetic field. The separation of the triplet

sublevels (Tx, Ty, and Tz) is termed the ZFS.

For transition metal complexes, ZFS is the leading term in the spin Hamilto-

nian resulting from dipolar magnetic interactions of the unpaired electrons. For most

materials, the dipolar interactions between spins average to zero since the spins are
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in a rapid isotropic motion in the molecular frame. However, splitting arises where

there is large overlap of the orbitals containing the unpaired spins, which results

in electron exchange and spin quantization. Using perturbation theory, ZFS has two

contributions: a first-order term resulting from dipolar spin-spin (S · S) coupling, and

second-order L · S coupling which is dominant in high Z transition metal molecular

complexes [84]. The ZFS values for most of the transition metal compounds are deter-

mined using high resolution optical spectra. For example, [Rh(bpy)3]3+, [Pt(bpy)2]2+

have small ZFS of only ∼0.1cm−1, while the splitting of [Os(bpy)3]2+ reaches 211

cm−1 due to its increased metal character. Alternatively, details of the energetics of

ZFS can be obtained by studying temperature-dependent photoluminescence decay

dynamics. Assuming a Boltzmann distribution among the field-split sublevels, the

transition rate follows [85]:

ktherm =
k1 + k2e

−∆E21/kBT + k3e
−∆E31/kBT

1 + e−∆E21/kBT + e−∆E31/kBT
(2.10)

where ∆E31 and ∆E21 are the energy differences between triplet sublevels 3 and 1,

and 2 and 1, respectively, as shown in the proposed energy level scheme of Figure 2.8

(c). Also, T is the temperature, kB is Boltzmann’s constant, and k1, k2 and k3 are

decay rates from the three sublevels. This equation is simplified at low temperature,

where:

kLTtherm = k1 (2.11)

since the population is frozen into the lowest sublevel 1. Furthermore, at high tem-

perature, where Equation (2.10) simplifies to:

kRTtherm = (k1 + k2 + k3) /3 (2.12)
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2.3.3 Experimental

Each metallorganic phosphor was codeposited at 8wt% with the large energy gap

host, UGH2 [86] onto a clean Si substrate by thermal evaporation in a vacuum cham-

ber with a base pressure of 10−7 Torr. The large energy gap of UGH2 ensures that ex-

citon formation by optical pumping occurs directly on the guest phosphor molecules.

The thickness of the organic layer was fixed at 180nm.

Samples were mounted in a cryostat where the temperature was varied from 4K

to 295K. Photoluminescence (PL) was excited using a N2 laser with a wavelength of

λ=337nm at a 10Hz repetition pulse rate. The 18µJ pulse with a duration of 0.7ns

was focused on the sample to a 1.5mm diameter spot. The resulting PL was focused

into a streak camera (Hamamatsu C4334) that monitored the time-resolved spectral

decay.

2.3.4 Results

The PL spectra for three compounds as solid solutions in UGH2, are shown in

Figure 2.8 (b). For compound 1, the emission spectrum shows vibronic features

that are typical for 3LC/3MLCT mixed excited states. A fit of the spectrum of

compound 1 to its three vibronic components is shown in Figure 2.10. In contrast,

compounds 2 and 3 show broad and featureless emission spectra, similar to those

of excimers. Emission from 2 and 3 results from a 3[dσ?, π?] state, where the σ?

orbital is formed by the two occupied dz2 orbitals of the co-facial Pt centers[78]. The

locations of the emission peaks are temperature independent for both complexes,

although they broaden with increasing temperature, as shown in Figure 2.11 (a) and

(b). For compound 2, the full width at half maximum (FWHM) increases from 62nm

at 12K, to 92 nm at 295K, while for compound 3, the FWHM increases from 77nm

at 12K to 114nm at 295K. Integrating the area under the PL spectra can yield the

total luminescence efficiency. Normalized integrated PL intensities and efficiencies
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(a) (b)

Figure 2.10: Phosphorescent spectra of compound 1 at (a) room temperature (T =
295 K) and (b) T = 12 K. Complexes are doped into the wide energy gap
host UGH2 at 8wt%. Vibronic spectra corresponding to 0→0, 0→1, and
0→2 transitions are fit by Gaussian distributions (dashed lines). Their
sum is shown by the solid line. Insets show the peak locations and full
width at FWHM for each vibronic peak. Emission peaks narrow at low
temperature, although their intensities are temperature insensitive.

for compounds 2 and 3 doped in UGH2 are provided in Figure 2.11 (c) and 3(d),

respectively.

The dimer properties of the complexes can be understood in terms of their phos-

phorescent decay transients. In Figure 2.12, we show the phosphorescent decay at

T= 4K and 295K after pulsed photoexcitation for compounds 1,2,3 and FPt2. For

FPt2, we observed significant non-linearities in the transients, suggesting the presence

of non-radiative loss channels due to triplet-triplet (T-T) annihilation [87]. In this

case, the phosphorescent emission intensity follows:

L(t) =
L(0)

(1 +Kτ) et/τ −Kτ (2.13)

where

K =
1

2
kTT

[
3M?(0)

]
. (2.14)
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Figure 2.11: Temperature dependence of the peak PL intensity of compounds (a) 2
and (b) 3 doped into UGH2 at 8wt%. The corresponding integrated PL
intensity of 2 and 3 are shown in (c) and (d), respectively. Data were
taken between T=295K and 12K.

Here, [3M?(0)] is the initial triplet excited state concentration, τ is the natural

phosphorescent recombination lifetime, kTT is the rate of triplet annihilation, and L(t)

is the luminescence intensity at time t. The radiative lifetime is measured between

room temperature to T=30K, yielding τ=(2.0±0.1)µs and τ=(12.0±0.1)µs at these

extremes, respectively. We note that the low triplet mobility prevents rapid diffusion

of excitons to the dopant from nearby host sites, contributing along with ZFS, to

the longer lifetime for FPt2 at T<30K, and hence those data are not included in the

analysis.

For compound 1, the lifetime shows only a slight temperature dependence, ranging

from τ=(6.3±0.1)µs at T=295K, to τ=(8.6±0.1)µs at T=4K. However, the lifetimes

of compounds 2, 3 and FPt2 all exhibit a pronounced dependence on temperature,

as listed in Table 2.2.

Table 2.2: Radiative lifetimes of binuclear complexes in this study.

Temperature 1 2 3 FPt2
(µs) (µs) (µs) (µs)

T=295K 6.3± 0.1 2.3± 0.1 2.0± 0.1 2.0± 0.1
T=4K 8.6± 0.1 14.4± 0.1 17.0± 0.1 12.0± 0.1
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Figure 2.12: Radiative lifetime of compounds (a) 1, (b) 2 (c) 3 and (d) FPt2 at
room temperature (T=295K) and 4K (30K for FPt2) after pulsed photo
excitation using a N2 laser at a 10Hz repetition pulse rate, and at a
wavelength of λ=337nm. Dots are experimental data and solid lines are
fittings. Compounds 2, 3 and FPt2 exhibit strong temperature depen-
dent decay. The curves are normalized for comparison. The structure of
FPt2 is shown in the inset of (d).

48



2.3.5 Discussion

As shown in Figure 2.12, the emissive decay rate increases with temperature, while

the PL intensity for compounds 2 and 3 remains constant. This is evidence for the

thermal population [88] of the higher emitting sublevels E2 and E3, as suggested in

(2.10). Now, the relationship between the non-radiative and radiative emission rates

is determined from the PL efficiency via:

ηPL =
kR

kR + kNR
. (2.15)

Since the integrated PL intensity in Figure 2.11 shows no temperature dependence,

we therefore conclude that either kR� kNR and the observed temperature dependence

in lifetime is only due to changes in kR (i.e. ηPL∼1) or that the ratio, kNR/kR is

temperature independent. The latter possibility only occurs in the unlikely event

that the Arrhenius parameters are identical for kR and kNR in both 2 and 3, and

thus we favor the former explanation.

Figure 2.13 shows the Arrhenius plots of the temperature dependent decay rate

measurements (filled triangles) for compounds 1 − 3. Equations (2.10)-(2.12) are

used to fit the data (open circles) and obtain the corresponding ZFS values. Thus,

∆E31=(142±9)cm−1 and ∆E31=(113±10)cm−1 for compounds 2 and 3, respectively,

which are considerably larger than that of 1, with ∆E31 =(28±3)cm−1. The complete

fitting parameters are listed in Table 2.3. Note that for compound 1, the energy split-

ting is small. In this case, the condition of ∆E21�kT required for the approximation

in (2.12) is not valid at T=4K. Hence, to check the result, the fits yielding ∆E31,

∆E31, and k2, were used directly in (2.10) to obtain a non-radiative rate to within

the error range of the data.

To further understand the experimental results, we estimated the metal partici-

pation in the triplet state, which is expected to influence the magnitude of the ZFS.
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Figure 2.13: Arrhenius plots and zero-field splitting fitting of temperature dependent
decay rates of compounds (a) 1, (b) 2, and (c) 3. Fitting parameters
are provided in Table 2.2.
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Table 2.3: ZFS energies and transition rates for binuclear Pt complexes.

Compound ∆E31 ∆E21 k1 k2 k3

(cm−1) (cm−1) (µs−1) (µs−1) (µs−1)
1 28± 3 <4 0.12± 0.001 0.11± 0.02 0.25± 0.02
2 142± 9 31± 5 0.07± 0.001 0.42± 0.08 0.81± 0.08
3 113± 10 33± 6 0.06± 0.001 0.32± 0.06 1.12± 0.06

The calculated orbital distribution is shown in Figure 2.14. No pronounced change in

spin density takes place at the pyridyl ring, whereas the triplet spin density surfaces

at the Pt-Pt center for compounds 2 and 3 are double that of 1. The spin densities

normalized to that on the ligand are listed in Table 2.4 . Indeed, twice the electron

density resides on the Pt centers in compounds 2 and 3 compared to 1.

Table 2.4: The spin density at the metal center normalized to that on the ligand.

Compound Pt 1 Pt2
1 0.103 0.002
2 0.198 0.196
3 0.200 0.206

Based on the point dipole model [84], L · S coupling is enhanced as dipoles

are brought into close proximity, as in compounds 2, 3, and FPt2. According to

Figure 2.14, compounds therefore show a significant overlap of the d-orbitals of the

individual metal atoms that allows for strong interactions, thus lifting the triplet

energy degeneracy and leading to a pronounced ZFS.

We consider a simple two-spin model based on the DFT simulation to roughly

estimate the relative magnitudes of the ZFS in compounds 2 and 3 compared to their

mononuclear counterpart, compound 1. For simplicity, we assume that the LUMO

is localized at the center of the pyridyl ring, while the HOMO is centered on the

platinum atoms. A uniform spin density distribution over a sphere of radius r0 is

assumed for compound 1, and 2r0 for compounds 2 and 3, as listed in Table 2.4.

Compounds 2 and 3 are treated together since they have a similar spin density as
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Figure 2.14: Triplet spin density surfaces for compounds 1, 2, and 3. The spin density
surface in the triplet state at the Pt-Pt center for compounds 2 and 3
are double to that of compound 1. This indicates a large dz2 orbital
character in 2 and 3.

determined by DFT simulations.

Considering only L · S coupling, and assuming that the Coulomb potential, arises

from a nucleus of charge Ze, then the spin-orbit Hamiltonian follows:

Hso = − e~s

2m2
ec

2r

dφ

dr
L · S = ξ(r)L · S (2.16)

where

ξ(r) =
Ze2~2

2m2
ec

2r3
(2.17)

Here, e is the elementary charge, r is the distance between the metal center and

the unpaired electron of the ligand , and me is the mass of an electron. Then the spin-

orbit interaction energy for compound i=1, 2 and 3 follows Ei
so ∝ 1/r3. This behavior

allows us to calculate the integral over an ideal spherical spin density distribution.
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LUMO 
localized on 
pyridyl ring

HOMO
concentrated on 
the Pt-Pt orbital

concentrated on 
the pyridyl ring

LC/MLCT MMLCT

(a) (b)

(c)

Figure 2.15: (a) Formation of ligand exciton, typically on molecules with negligible
metal-ligand interaction, e.g. PtOEP. (2) Formation of 3MLCT exi-
tion, typically on molecules with pronounced metal-ligand interaction,
e.g. Ir(ppy)3. (c) Triplet spin density surface for molecules with Pt-
Pt distance of 3.376 Å and 2.834 Å. Smaller Pt-Pt distance introduce
3MMLCT where HOMO is concentrated on the Pt-Pt orbital instead of
on theh pyridyl ring. (Image courtesy of Tompson Research Group at
USC)
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Figure 2.16: Schematic molecular orbitals for Pt complexes. Dimer is formed when
there is strong metal-metal interaction.[29]

Therefore, we obtain ∆E2,3
31 /∆E

1
31 = E2,3

so /∆E
1
so = 6.3, which is comparable with

experimental results of ∆E2
31/∆E

1
31 = 5.1 ± 0.9, and ∆E3

31/∆E
1
31 = 4.1 ± 0.8 for

compounds 2 and 3, respectively (see Table 2.3). The difference between calculation

and experiment arises from our estimation of complete LUMO localization at a point

in the center of the ligand, in contrast to the actual situation where the electron

density is distributed over the pyridyl group. The assumption of a uniform spin

density distribution on the HOMO also introduces error, although the difference is

relatively minor compared to the approximations made. Hence, we conclude that

ZFS is enhanced due to the small Pt-Pt distance characteristic of this set of binuclear

complexes.

We have studied the radiative decay dynamics of a series of Pt binuclear com-

plexes used as phosphorescent dopants in OLEDs. By employing a three-sublevel,

non-degenerate triplet spin model, we report large zero field splitting energies for com-

plexes with strong metal-metal bonds, and have developed a detailed understanding

of the photophysics underlying those interactions. A distance of 3Å or less between

the platinum centers allows for significant overlap of the d-orbitals of the individual
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Compounds 2,3

Figure 2.17: Summary of ZFS for phosphors with increasing metal character.[89]

metal atoms, leading to large ZFS energies.

The photophysical properties of organometallic phosphorescent emitters rely on

a strong L · S coupling dependence on the metal-metal interaction, which controls

the magnitude of ZFS of the triplet state. The corresponding ZFS energies reported

here are much larger than those in other similar complexes [90]. When applied to

OLEDs, the increased metal character of the excited states enhances the intersystem

crossing rate [89], and hence increases the internal quantum efficiency of the triplet

emission. This understanding may lead to the design of new organic-based transition

metal complexes with optimized emission properties for a broad range of practical

device applications.
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CHAPTER III

High Intensity Organic Light-emitting Diodes

In this chapter, we will start with the carrier injection and transport properties in

OLEDs by highlighting some of the materials that have drawn considerable attention.

The device efficiency characterization is introduced in detail, followed by experimental

techniques including fabrication and testing. To conclude, we will give an example of

fabricating a stacked OLED for illumination applications.

3.1 Diode Basics

3.1.1 Carrier Injection

High efficiency OLEDs strongly depend on effective charge injection from the

electrodes to the organic medium. An unbalanced injection results in an enhanced

non-radiative recombination due to the interactions of excitons with the excess of

charge carriers. A characterization and understanding of the injection process as well

as the bulk conductivity process is important to further optimize and develop new

organic systems for electronics and photonics applications. Charge-carrier injection

from a metallic contact into solids, and especially into semiconductors, has been

extensively investigated, and it is well known that the energy barrier between the

contact and the organic dielectric controls the hole and electron injection. In the

absence of surface states and a depletion region due to impurity doping, the energy
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barrier is ∆h = I − Φanode for holes and ∆e = Φcathode − A for electrons, where Φ is

the work function of the contact material and I and A are the ionization energy and

electron affinity of the organic, respectively.

Injection of charge from most electrode materials requires overcoming a barrier

at the electrode/organic interface. The injection process may govern the perfor-

mance of organic devices if the supply of carriers can not achieve the maximum

that the material can transport. This would be the so-called injection-limited regime,

which is commonly described either by the Fowler-Nordheim (FN) model for tunneling

injection[91] or by the Richardson-Schottky (RS) model for thermionic emission[92].

The FN model assumes that the electrons tunnel from the contact through a triangu-

lar barrier into unbound continuum of states and predict the temperature independent

JFN characteristic[91]

JFN = BF 2exp

[
− b

F

]
(3.1)

where B = e3/8πh∆ and b = [8π(2m?)(1/2)∆3/2]/3he. Here e is the elementary

charge, h is the Planck constant, and m∗ the effective mass of the carrier of the

dielectric. The RS model assumes that the electron acquires sufficient thermal energy

to cross the potential maximum and the characteristic JRS is given by[93]

JRS = AT 2exp

[
−∆− (e3/4πεε0)(1/2)F (1/2)

kT

]
(3.2)

where A∗ is the Richardson constant, T is the temperature, and k the Boltzmann

constant.

3.1.2 Carrier Transport

When injection is achieved from both electrodes due to the negligible energy

barrier at the contacts, the relatively low mobility of organic materials (typically

57



10−5 ∼ 10−3 cm2/(Vs)) leads to charge accumulation and electric field redistribution.

In this limit, the only material parameters determining the current are the carrier

mobility and the dielectric constant, as described by Mott-Gourney square law, also

known as Child’s law in solid.[94]

JMG =
9

8
εε0µ

V 2

L3
(3.3)

where µ and ε are the mobility and dielectric constant of the material, ε0 is the

permittivity of vacuum, L is the distance between the contacts, and V is the applied

voltage. Equation 3.3 is valid for a mobility µ that is independent of the applied

electric field and the current density.

However, the typically low mobility of disordered organic materials means that

charge carriers are localized and transport involves discrete hopping. This makes it

difficult to rationalize the models described above which were developed for band-

type materials. A more detailed study on electron injection in an organic/inorganic

interface is provided in Chapter IV.

3.1.3 The Efficiency of OLEDs

The external quantum efficiency (EQE) is used to characterize the performance

of an OLED. It is defined as the number of photons emitted from a device out of the

number of injected charges per unit time:

ηEQE =
hc/e

I

∫
λΨ(λ)dλ = ηRχφPLηOC ≡ ηIQEηOC (3.4)

where Ψ(λ) is the spectral density at the emissive wavelength λ, c is the speed of light,

and I is the operation current. Here EQE is shown to be composed of four factors: the

probability of exciton formation from the injected charge carriers, ηR, the spin fraction

of emissive excitons χ, the photoluminescent efficiency of the emissive molecule φPL,
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and the outcoupling efficiency ηOC .

For ηR ∼1, the injected electrons and holes have to recombine and form excitons

without leaking all the way through the organic layers to the electrodes. By using

the multi-layer structure suggested by Tang and VanSlyke[12], carrier leakage can

be effectively prevented in the organic heterostructure. The hole-transporting layer

(HTL) and electron-transporting layer(ETL) help block the leakage of electrons to

the anode and holes to the cathode. Excitons are therefore formed at the organic

interface. Following exciton formation, efficient decay is also required. Since the

ratio of singlets to triplets is 1:3, χ ∼0.25 is achieved for fluorescent devices in which

only singlets are harvested, while χ ∼1 in phosphorescent devices since both singlets

and triplets are radiative.

The third factor, φPL, is generally a measure of the radiation efficiency of the

absorbed excitons. For a given excited state, φPL is decided by the competition

between the rates of various radiative (kR) and non-radiative (kNR) transitions, i.e.

intersystem crossing, internal conversion, etc. The phosphorescence quantum yield

is[95]

φPL =
kR

kR + kNR
=

kph
kph + kf + kIC + kISC

, (3.5)

where kph, kf , kIC , and kISC are the rates of phosphorescence, fluorescence, internal

conversion, and intersystem crossing, respectively. The presence of a metal atom

in complexes, such as Ir(ppy)3, increase the singlet-triplet mixing and have demon-

strated the principal advantage of phosphors. The emission energy for organometallic

phosphors is closely related to the structure of organic ligands, making it possible to

design a series of efficient phosphorescent emitters that covers most of the visible

spectrum. The metal center of the complex can also be used to fine-tune its emis-

sion energy. The emission from a transition metal complex originates from its lowest

energy triplet excited state. Spectroscopic analysis shows that this state is predom-
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By obliquely depositing material, a highly porous film can be created due to self-

shadowing.  The increased porosity, reduces the effective refractive index: n = 1.05 films 

have been demonstrated using this method.  The features are much smaller than the 

wavelength of emitted light making the film optically continuous.  The porous film is 
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Figure 16: This graphic shows how the emitted light is trapped in the high-index organic 

and ITO layers reducing the efficiency of the device. 

Figure 17:  The SEM micrograph on the left is the porous film patterned into a grid.  OLED 

materials have been deposited on the grid in the picture.  The graphic on the right shows how 

the porous material is deposited creating the self-shadowed region.  The micrograph below 

shows an example of the porous film that was grown on a Si substrate. 

Figure 3.1: Trapped light in high-index organic and ITO layer.

inantly localized on the cyclometalating ligands, mixed with singlet metal-to-ligand

charge transfer (1MLCT) character.[96] Modification of ancillary (non-emissive) lig-

ands affects the energy of the metal orbitals and thus the amount of 1MLCT character

in the excited state. Varying the ratio of ligand centered to 1MLCT character directly

affects the energy of the mixed excited state. With the optimized chemical design of

the phosphors in the state-of-the-art OLEDs, φPL =80-90%.

The primary limitations to the quantum efficiency of OLEDs is the outcoupling

fraction ηOC . The fraction of photons emitted in the forward-viewing direction is

reduced by absorption losses and waveguide modes, resulting in an outcoupling effi-

ciency ηOC=20%. A variety of techniques have been employed to increase the output

coupling fraction up to 50% by substrate surface modifications, such as gratings,

microlenses, and low index substrates, etc.[97, 98]

Another characteristic of OLED performance is power efficiency ηPE, defined as

the ratio of luminous power out as detected by the human eye L, to the electric power

input V I.

ηPE =
L

V I
= ΦηEQE

Vλ
V

(3.6)

where V is the voltage corresponding to the drive current I, Vλ = hc/eV is the

emissive photon energy in eV and the ratio, and Vλ
V

is defined as the electrical efficiency
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which can be increased by improving charge balance. Here the photopic response,

Φ, is defined as the responsivity of the eye, P (λ), to incident light with an arbitrary

spectrum φ(λ):

Φ =

∫
φ(λ)P (λ)dλ∫
φ(λ)dλ

(3.7)

Quantified in lumen (lm), Φ(λ) is responsive across the visible spectrum with a max-

imum 683 lm/W at λ=555nm.

3.2 Stacked Structure

White organic light-emitting devices (WOLEDs) have shown their potential for

a new generation of solid-state lighting sources.[99, 100] To attain complete cover-

age across the visible spectrum, an OLED used for illumination purposes typically

employs multiple emitters. A number of the different device architectures have been

reported to achieve efficient white electroluminescence. Conventional WOLEDs em-

ploy red, green, and blue (R, G, and B) phosphorescent and/or fluorescent dopants

in either a single EML, or multiple doped layers that allow for exciton formation in

an expanded region.[101, 102, 103] Although the latter structure has shown an EQE

approaching 20% in the forward-viewing direction, finding a suitable combination of

hosts and phosphorescent dopants can be difficult due to the constraints that are

placed on the relative energies of the constituent materials in these architectures.

Increasing attention has been directed toward the stacked organic light-emitting

diode (SOLED), where individual OLED emitting elements are electrically connected

in series in a vertical configuration.[104, 105, 106] The connecting charge generation

layer (CGL) is formed by contact of an n-doped (Li, Cs, etc.) ETL with either a

p-doped HTL[107, 108], or with transparent inorganic conductors such as vanadium

oxide (V2O5), molybdenum trioxide (MoO3), and tungsten trioxide (WO3).[109]
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Figure 3.2: (Upper) Energy diagrams of CGL under charge recombination and charge
generation. (Lower) Current density and voltage characteristics of CGL
under forward and reverse bias.
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Figure 3.3: Transmittance of MoO3 thin films with thickness of 50Å(dashed line),
100Å(short dashed line), and 200Å(solid line).

In the stacked structure, individual primary-color-emitting phosphorescent OLEDs

are interconnected by Li-doped 4,7-diphenyl-1,10-phenanthroline (BPhen) and MoO3

to form a compound CGL. Recent reports on analogous structures used fluores-

cent emitting layers in one or both EMLs to achieve white light [110]. In contrast,

our stacked architecture utilizes all electrophosphorescent R, G, and B elements to

achieve high luminance and high quality white emission. The luminance at a fixed

current density is approximately equal to the sum of that for each independent OLED

element.

Figure 3.2 demonstrates the J-V characteristics of the charge generation layer

(CGL). The device structure is ITO/MoO3(100Å)/Li:BPhen(200Å)/LiF(8Å)/Al(500Å).

Under efficient charge generation, the reverse current (corresponding to charge gen-

eration) is expected to be comparable to the forward current (charge recombination).

The comparison shows the Li:Bphen/MoO3 as a promising CGL unit in SOLED. An-

other metric for the CGL quality is transparency. Figure 3.3 shows the transmittance
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Figure 3.4: (Left) EQE and (Right) PE of SOLED with green and red components.

of MoO3 thin films with thickness of 50Å, 100Å, and 200Å. The thickness of 100Å is

chosen to be implemented in the SOLED structure. Up to 90% of transmittance is

achieved between the wavelength of 400Å to 800Å.

To test CGL performance in a stacked structure, we start from SOLED with

only green and red OLED components. In Figure 3.4, the EQE and PE of the two-

component SOLED are shown in comparison. The device structure is listed below:

Green: ITO/NPD(400Å)/Ir(ppy)3:CBP(250Å)/BPhen(400Å)/LiF/Al

Red: ITO/NPD(400Å)/PQIr:CBP(250Å)/BPhen(400Å)/LiF/Al

SOLED: ITO/NPD(400Å)/Ir(ppy)3:CBP(250Å)/BPhen(500Å)/Li:BPhen(100Å)/

NPD(400Å)/Ir(ppy)3:CBP(250Å)/BPhen(400Å)/LiF/Al

The forward-viewing PE of the SOLED peaks at 25 lm/W and rolls off to 15

lm/W at 1000 cd/m2. Figure 3.5 shows the spectra of the SOLED under various

current densities in comparison with each of the component. Under J=1, 10, and 100

mA/cm2, the CIE coordinate is (0.34, 0.57), (0.37, 0.55), and (0.38, 0.54) respectively,

and CRI is 35, 43, and 51, respectively.
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Figure 3.5: (Left) Spectra of SOLED under varied current density J=1mA/cm2,
10mA/cm2, and 100mA/cm2, in comparison with the spectra of green
and red OLED components. Spectra is normalized. (Right) CIE coordi-
nate of the two-component SOLED.

Blue component has to be introduced to achieve white illumination. Figure 3.6

shows the performance of a blue OLED based on bis-(4,6-difluorophenylpyridinato)

tetrakis(1-pyrazolyl)borate (FIr6) phosphor. Peak forward-viewing EQE of 8% and

PE of 5lm/W are achieved, and the spectra is stable under varied current density

from 1mA/cm2 to 100mA/cm2.

3.2.1 Fabrication

Based on the studies above, we demonstrate a white organic light-emitting device

where individual red, green and blue (R, G, and B) phosphorescent OLEDs are verti-

cally stacked and electrically interconnected by a compound MoO3/Li-doped charge

generation layer. Simulations based on weak microcavity effects are used to optimize

the device performance. For the order of B, G, and R cells positioned relative to the

ITO anode, the device yields a peak total External quantum efficiency (EQE) and

power efficiency (PE) of ηext = (36± 2)% at a current density of J = 82µA/cm2 and

ηp = (21± 1)lm/W at J = 17µA/cm2, respectively. The EQE and PE of the device
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Figure 3.6: (Left) EQE and PE of blue OLED based on FIr6 phosphor. (Right)
Spectra of FIr6 OLED under varied current densities, J=1, 10, and
100mA/cm2.
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Figure 3.7: (a) Structure of RGB SOLED. (b) Charge generation layer Bphen:Li(100
Å)/MoO3(100Å).
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roll off to (32 ± 2)% and (13 ± 1)lm/W at 1000cd/m2 and J=2mA/cm2. At this

luminance, the device shows CIE chromaticity coordinates of (0.45, 0.36), and a CRI

of 63.

Figure 3.8 shows the schematic energy level diagram of the RGB SOLED consisting

of three interconnected R, G, and B OLED elements. The highest occupied, and

lowest unoccupied molecular orbital energies are taken from the literature.[103, 111]

Devices were grown on glass slides precoated with ITO with a sheet resistance of

20Ω/sq. Substrates were ultrasonically cleaned in detergent solution for about 1

min, followed by thorough rinsing in deionized water. They were then boiled in 1,1,1-

trichloroethane (TCE), and rinsed in acetone followed by isopropyl alcohol (IPA), and

dried in pure nitrogen gas between each step. Prior to transfer into a high vacuum

(∼ 10−7 Torr) deposition chamber, ten minutes exposure to UV/ozone is applied to

increase the ITO work function. The B, G, and R OLEDs were sequentially deposited

by thermal evaporation without breaking vacuum. A 10-nm thick BPhen layer doped

with Li in a 1:1 molar ratio combined with a 10-nm thick layer of MoO3 served as the

CGLs between elements. The transmittance of the MoO3 is 99.4% at a wavelength

of 800nm, decreasing to 96.1% at 450nm. For each OLED element, a 40-nm thick

film of 4,4-bis[N-(1-naphthyl)-N-phenyl-amino]-biphenyl (NPD) was used as the HTL,

followed by 25nm-thick emission layer, and a 50nm-thick BPhen as the ETL. The

undoped BPhen was used to prevent Li diffusion into the EML and to maintain charge

balance at high bias.[112, 113]

3.2.2 Device Performance

To analyze the performance of the CGLs, three discrete monochrome R, G, and

B control devices were simultaneously deposited with the SOLED. Each control has

the same HTL, and ETL, and the same dopings, compositions and thicknesses of

the EMLs used in the SOLED. Blue, green and red emission originate from the

67



Figure 3.8: Proposed energy-level diagram of RGB SOLED. Numbers indicate the
HOMO and the LUMO energies relative to vacuum (in eV). The HOMO
and the LUMO energies of FIr6, Ir(ppy)3, and PQIr are (6.1 and 3.1 eV),
(5.1 and 2.6 eV), and (5.0 and 2.7 eV), respectively. Arrows indicate
carrier injection from electrodes and the MoO3 CGL.

phosphorescent dopants of FIr6, Ir(ppy)3, and PQIr, respectively. The optimized

dopant/host combinations are chosen as FIr6: UGH2 for blue emission, Ir(ppy)3:

4,4-N,N -dicarbazole-biphenyl (CBP) for green, PQIr:CBP for red. Doping concen-

trations are controlled between 8 wt% to 10 wt% for each cell. Finally, the cathode

consisting of LiF (0.8nm) and Al (120nm) was deposited through a shadow mask with

an array of 1.0 mm diameter openings. Note that for FIr6 device, a 10nm-thick layer

of N,N -dicarbazoly1-3,5-benzene (mCP) is inserted between NPD and EML as an

exciton blocking layer.[86]

3.2.3 Discussion

For balanced emission from each OLED element, it is necessary to control the weak

microcavity effects in the stacked device. To optimize the structure, therefore, the

extraction efficiencies of the R, G, and B cells in the stacked structure are calculated

based on transfer matrix simulations. The complex refractive indices of organics, ITO

and MoO3 employed in the simulation are 1.7, 1.9-0.036j and 1.9-0.3j respectively.

By moving three EMLs close to their corresponding optical antinodes, the order of
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Structure: ! ! !

Aluminum 150nm 1.031-6.861j1.031-6.861j

LiF 0.1nm 1.45-0.02j1.45-0.02j

Top Org Layer 120nm 1.71.7

MoO3 10nm 1.9-0.3j1.9-0.3j

Middle Org Layer 120nm 1.71.7

MoO3 10nm 1.9-0.3j1.9-0.3j

Bottom Org Layer 120nm 1.71.7

ITO 160nm 1.9-0.0361.9-0.036

Glass substrate 1mm 1.481.48

(a) (b)

Figure 3.9: (a) Structure of SOLED for optical simulations. (b) Power extracted from
SOLED considering microcavity effect for top layer (short dashed line),
middle layer(dashed line), and bottom layer(solid line).

B-G-R (with R adjacent to the ITO anode) leads to the optimal color balance, with

CIE coordinates (0.39, 0.42) and CRI = 79 (Figure 3.11, solid line) at a current den-

sity of J=10mA/cm2, estimated to result in a luminance >1000cd/m2. Note that

two assumptions are made in this analysis: (i) each of the three dopant/host combi-

nations has an internal quantum efficiency (IQE) equals to 100%, and the numbers

of photons generated from each element are equal at a given current density, J ; and

(ii) the EQE of the stacked device follows the same roll-off behavior at high currents

as each element, as shown in Figure 3.12. The first assumption, as shown below,

critically depends on the charge transport and injection properties of the CGLs for

each element.

The charge injection efficiency from the CGL plays a significant role in determin-

ing the output spectrum. Injection from ITO is more efficient than from MoO3. The

experimental spectra of this optically optimized RGB SOLED shows distinct differ-

ences from calculation, with the PQIr peak intensity 4-5 times stronger than that of

FIr6. This indicates that, besides optical effects, the injection efficiency of charges
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Figure 3.10: Measured spectra of (a) RB and (b) BR SOLED at various cur-
rent densities: J=1mA/cm2 (solid line), J=1mA/cm2 (dashed line),
J=100mA/cm2 (short dashed line).

from the CGL indeed plays a significant role in determining the output spectrum. We

find that injection from ITO is more efficient than from MoO3 used in the stacking

configuration in Figure 3.8. The optically optimized spectrum of this structure is

shown in Figure 3.11, dashed line.

The EQE and PE of the RGB SOLED in Figure 3.8, and the monochrome

OLED control devices, measured in an integrating sphere, are shown in Figure 3.12.

Blue, green and red controls exhibit EQEs peak at (13.9 ± 1.0)%, (17.5 ± 1.0)%,

and (20.1 ± 1.0)%, respectively, typical for OLEDs based on this set of phosphor

dopants and hosts. The total EQE and PEs for the RGB SOLED have maxima at

ηext = (36 ± 2)% at a current density of J = 82µA/cm2, and ηp = (21 ± 1)lm/W at

J = 17µA/cm2, respectively. These values roll off to (32 ± 2)% and (13 ± 1)lm/W

at 1000cd/m2 corresponding to J=2mA/cm2. The maximum EQEs of the RGB

SOLEDs are approximately the sum of the EQEs of the three individual elements

over a wide range of current densities, indicating that the losses at the transparent

CGL are minimal. A fit of SOLED EQE is shown in solid line, yielding an emission

intensity ratio 0.7:0.5:1 in the B, G, and R elements. This dependence of exciton

formation on position in the stack is attributed to the injection efficiencies of the
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Figure 3.11: Spectra of the optically optimized B-G-R (with R adjacent to the ITO
anode) ordered device (solid line) and the spectrum of the R-G-B ordered
structure (dashed line).

CGLs and the ITO anode.

Table 3.1: IQEs and ηPh generated from the elements in the RGB SOLED.

IQE ηPh
J(mA/cm2) 1 10 100 1 10 100
R(top) 0.69 0.67 0.48 1.00 1.00 1.00
G(middle) 0.84 0.65 0.42 0.45 0.64 2.22
B(bottom) 0.52 0.33 0.15 0.73 0.82 1.44

Figure 3.13 (a) shows the experimental and simulated electroluminescence spectra

for the RGB SOLED at several current densities. The CIE coordinates and the CRI

values are (0.45, 0.36) and 63 at J=2mA/cm2 (corresponding to 1000cd/m2), and

(0.36, 0.37) and 78 at J=100mA/cm2. Simulated spectra are based on our optical

model, and are used to determine the fraction of photons generated from each cell,

with values listed in Table 3.1. Note that NPD emission was observed to increase

in intensity with J . Due to the relatively inefficient electron injection from MoO3
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(b)(a)

Figure 3.12: (a) Total EQE of the RGB SOLED (open circles) along with taht for the
monochrome control devices. The solid line is a fit to the SOLED EQE,
which is the weighted sum of the monochromes device efficiencies. (b)
Total PE of the RGB SOLED and the control devices. Arrows indicate
values at a brightness of 1000 cd/2.

as compared to that of the Al cathode, electrons can concentrate at the MoO3/NPD

interface, leading to some exciton formation on the NPD layer. To test this hypothesis,

a two-color RG SOLED was grown, one with a 50nm-thick BPhen layer adjacent to

the CGL, and the other with only a 30nm-thick BPhen layer. No NPD emission is

observed in the first case, nor for the red and green control devices, while a strong

NPD signal is observed for the structure with thinner Bphen.

In Figure 3.13 (b) we show the current density vs. voltage characteristics of the

SOLED and the R, G and B control devices. There exists excess drive voltage on the

SOLED compared with the sum of that on all three control devices (solid line). This

effect, due to energy barriers at the CGL, accounts for a concomitant reduction of

(10.3± 0.7)% in power efficiency.

Table 3.1 provides IQEs and the fraction of photons generated from the three

stacked elements. As current density increases, we observe an increase of exciton

formation on the blue and green elements with respect to that of the red element.
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Figure 3.13: (a) Measured and simulated spectra of the RGB SOLED at several cur-
rent densities. Simulated spectra are based on cavity enhancement and
extraction efficiencies by fitting the ratios of photons generated from the
constituent R, G, and B elements. (b) The J-V characteristics of the
RGB SOLED and the monochrome control devices. The solid line is the
sum of the currents of the three control devices, which in the absence of
losses, would be equal to the RGB SOLED J-V characteristics.

This indicates current dependence of electron and hole injection efficiency from CGLs.

In summary, we have demonstrated an all phosphorescent RGB SOLED using a

compound MoO3/Li:BPhen transparent CGL. White emission and SOLED efficiency

were optimized by making a trade-off between the color emissive element ordering to

achieve efficient charge injection and a maximum outcoupling efficiency at a high

CRI. The device reaches a maximum total external quantum and power efficiencies

of ηext = (36± 2)% and ηp = (21± 1)lm/W, respectively. These results demonstrate

electrophosphorescent RGB SOLEDs represent a promising architecture for achieving

high brightness and efficiency for indoor lighting. Besides the novelty of this struc-

ture in achieving white light, the stacked structure with CGLs sandwiched between

phosphorescent EMLs with distinct emission spectra, can be used as a means for

understanding the mechanisms for charge generation and injection processes.
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CHAPTER IV

Charge Generation Mechanisms in a Multilayer

Stack

4.1 Charge Generation Overview

As reported in Chapter 3, stacked OLEDs provide a way to significantly reduce

the stress on each light-emitting unit while still achieving a given luminance level, and

therefore ensures a longer operation time. The interconnecting unit CGL is commonly

employed in such a multilayer OLED as a means for establishing balanced injection

into adjacent sub-elements in the stack.[114] With the application of an electric field,

electrons and holes are generated in the CGL, and then injected into the adjacent

ETL and HTL, respectively. When N emission units are vertically stacked in series,

the driving voltage increases N -fold compared to that of a conventional OLED with

one emission unit under the same current density. The CGL has its applications

in white illumination where red, green, and blue emission units are combined for

high quality white emission. This structure has two main advantages: i) it avoids

the trade-off between luminance and lifetime in high-luminance applications, and ii)

red, green and blue emission can be separately obtained from independently stacked

emission units, allowing flexibility in white emission.
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4.1.1 Charge Generation Fundamentals

The first report on CGL by Kido et. al. [115] suggested that ITO adjacent to a

HTL leads to the generation of holes and electrons upon application of an electric field.

Various concepts for CGL structures have been reported since this work. There are

different device architectures that provide the charge generation functionality. One

is to use junctions between chemically p- and n-doped charge transport layers, i.e.,

the organic p-n junction [116, 117, 108]; the other is to use a doped organic/inorganic

layer. For the latter architecture, a transition metal oxide (TMO) such as V2O5,

MoO3, and WO3 allow for the realization of very efficient stacked devices.[106, 104,

118, 119, 120, 121] To optimize such layers, an understanding of the charge generation

mechanism must be developed. The charge generation mechanism for a doped organic

p-n heterojunction is interpreted as a temperature-independent field-induced charge

separation supported by interface band bending.[122] However the physics of the

metal-oxide-based carrier generation process has not yet been fully explored.

In this work, we study both the electron and hole injection in MoO3 CGLs us-

ing temperature-dependent current-voltage and capacitance-voltage characteristics.

A compound CGL consisting of 100-Å-thick MoO3, and Li-doped BPhen in a 1:1

molar ratio, is demonstrated to have a high electron generation efficiency. A model

for charge injection via a two-step process consisting of tunneling-assisted thermionic

emission over an injection barrier of (1.2±0.2)eV and a trap level due to oxygen va-

cancies at (0.06±0.01)eV above the MoO3 valence band edge is shown to accurately

predict CGL performance. An optimized, three-element green-emitting electrophos-

phorescent SOLED is fabricated based on these results. Peak EQEs of (10.5± 0.2)%,

(10.1± 0.2)%, (8.6± 0.2)%, and (8.9± 0.2)% are obtained for SOLED sub-elements

with ITO anode/CGL cathode, CGL anode/CGL cathode, CGL anode/Al cathode,

and ITO anode/Al cathode contacts, respectively.
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Figure 4.1: (a) Crystal structure of MoO3; (b) A section of the chain comprising
edge-sharing octahedra; (c) SEM image of MoO3 crystals(Image courtesy
of ISU).

4.1.2 Transition Metal Oxide

TMO is a class of materials that contain transition elements and oxygen. They

exhibit a rich collection of interesting and intriguing properties, which can be tailored

for a wide variety of applications. Many TMOs have been prepared in bulk form or

in thin films, which paved the way for intensive research studies in the past several

decades.

MoO3 has the oxidation state of +6. In the gas phase, three oxygen atoms are

double-bonded to the central molybdenum atom. In the solid state, anhydrous MoO3

is composed of layers of distorted MoO6 octahedra in an orthorhombic crystal. As

shown in Figure 4.1 (b), oxygen atoms above and below the chain link to other chains

to build the layer.
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4.2 Compound Charge Generation Layers

We already discussed efficient R-G-B SOLEDs (see Chapter III) using transparent

CGLs consisting of MoO3 adjacent to Li-doped BPhen.[114] The device yielded a peak

total EQE and PE of ηext = (36 ± 2)% and ηp = (21 ± 1)lm/W at current densities

of J = 82µA/cm2, and J = 17µ A/cm2, respectively. Both the high efficiency and

white balance achieved in this SOLED indicate that efficient charge generation and

injection can be obtained using MoO3,[105] and the results may be generalized to

other compound CGLs such as Mg: Alq3/WO3, and Mg: Alq3/V2O5. [123, 124]

To further understand and optimize the CGL architecture, here we systemat-

ically study the charge generation in compound CGLs based on transparent metal

oxides. We analyze the J-V and C-V characteristics of electron- and hole-only devices

consisting of MoO3 layers with varying thicknesses, and over a wide range of temper-

ature. Optimized performance of Li: 2,9-dimethyl-4,7-diphenyl-1,10-phenanthroline

(BCP)/MoO3 CGL is demonstrated by varying both the thickness of MoO3, as well

as the Li doping ratio in BCP. Thermally assisted tunneling from a trap level at

(0.06 ± 0.01)eV above the MoO3 valence band maximum into the adjacent organic

layer is proposed to explain the temperature dependence of the J-V characteristics in

both electron- and hole-only devices. The results show the importance of maintaining

charge balance in each subelement to achieve high quantum efficiency.[125] Based on

our analysis, we demonstrate a three-element green electrophosphorescent SOLED

whose energy-level diagram is shown in Figure 3.8, establishing charge balance and

comparable efficiency for each element in the stack having a different anode/cathode

combination.

4.2.1 Introduction

We base our analysis on the hypothesis that electron injection occurs via thermion-

ically excited electrons into traps due to oxygen vacancies located at energy, φt, above
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Figure 4.2: Energy level of CGL in the proposed thermally assisted tunneling model,
where φt is the trap level with respect to MoO3 valence band maximum,
and φB is the tunneling barrier. Holes (open circles) and electrons (solid
circles) are dissociated under the electric field, resulting in current density
of Jh,CGL, and Je,CGL, respectively.

the MoO3 valance band maximum, as shown in Figure 4.2. This is followed by field-

assisted tunneling through the thin depletion region of the adjacent, doped organic

layer. At applied voltage, V , the electron (Je,CGL) and hole (Jh,CGL) current densities

in the CGL interface region in Figure 4.2 follow:

Je,CGL = Jh,CGL = qveNtfP (V ) (4.1)

where f = 1 (1 + exp[qφ/kT ]) is the Fermi-Dirac function, q is the elementary charge,

k is Boltzmann’s constant, T is the temperature, φt is the trap level above the MoO3

valence band maximum, ve is the free electron velocity [126], Nt is the trap concen-

tration, and P (V ) is the tunneling probability over an interface barrier of height, φB

[127]. Now,

P (V ) = exp[− α

E(V )
φ

3/2
B ] (4.2)
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where α = 4
√

2m∗sq/3~ for a triangular energy barrier. Here, E(V ) is the electric

field at voltage, V , m∗s is the electron effective mass in the organic semiconductor,

and ~ is the Planck’s constant divided by 2π.

We note that in earlier work, F-N tunneling has been used to explain the conduc-

tion characteristics of metal oxides diodes such as Al-Al2O3-Au. While a weak temper-

ature dependence observed in that work was attributed to compensation effects[128]

that follow an Arrhenius equation, to our knowledge no quantitative fit to that tem-

perature dependence, as (in Equation 4.1) has been shown.

Aside from providing efficient carrier injection, the CGL must establish charge

balance in adjacent sub-elements in a stacked device. Charge balance can be realized

by the use of blocking layers [129], or by balanced carrier injection. For a discrete

OLED, charge balance is maintained by ohmic injection of electrons and holes into the

EML. This process is more complicated in a SOLED considering the increased number

of energy barriers to hole and electron injection that exist between counterelectrodes.

Now, the exciton generation rate at current density J is: [113]

G(J) =

∫
G(x, J)dx =

1

q

∫
d[Je(x)]

dx
dx = −1

q

∫
d[Jh(x)]

dx
dx ≡ 1

q
Jγ (4.3)

where G(x, J) is the volume generation rate of excitons between positions x and x+dx

in the EML, with x = 0 taken at the EML/ETL interface. The integration is across

the entire width of the EML. The charge balance factor, γ, is the ratio of holes to

electrons injected into the EML [130], given by:

γ =
Jh,A − Jh,C

J
=
Je,C − Je,A

J
(4.4)

where Jh,A, Jh,C , Je,A, Je,C are the hole (h) and electron (e) current densities at the an-

ode (A) and cathode (C) sides of the EML. For high-efficiency electrophosphorescent
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OLEDs, the charge balance factor is near unity,[17] indicating that equal numbers of

electrons and holes are simultaneously present in the recombination zone.

4.2.2 Experimental Techniques

Both the electron- and hole-only devices were prepared on detergent and solvent

cleaned glass substrates that were immediately transferred into a vacuum chamber

with a base pressure of 10−7 Torr after a 10-min exposure to a UV/ozone treatment.[131]

For the electron-only device shown in Figure 4.3 (a), a 50-nm-thick Al cathode to

minimize hole injection was deposited onto the glass substrate through a 1-mm-wide

striped shadow mask. This was followed by the deposition of a 40-nm-thick layer of

BCP and a 10-nm-thick Li-doped layer of BCP in a 1:1 molar ratio. On this surface,

a layer of MoO3 of different thicknesses (5, 10, and 20 nm) was deposited, followed by

a second 50-nm-thick Al cathode deposited through 1-mm-wide striped shadow mask

positioned perpendicular to the anode stripes. Similarly, for the hole-only device (see

Figure 4.3 (b)), a 50-nm-thick Al electrode was deposited onto the glass substrate,

followed by the deposition of a 10-nm-thick Li-doped BCP with 1:1 molar ratio, and

MoO3 of varied thicknesses (0, 5, 10, and 20 nm). Then 40-nm of 4,4’-bis[N -(1-

naphthyl)-N -phenyl-amino]-biphenyl (NPD) was deposited as a HTL, followed by a

50-nm-thick MoO3 electron blocking layer (EBL), and capped by a 50-nm thick Al

cathode.

The ionization potentials and work functions used in the energy-level diagrams

have been taken from the literature.[132] Note, however, that there remains disagree-

ment for some of these values, with the range particularly large for MoO3.[133] For

the purposes of this work, we use a work function of 5.7 eV,[132] consistent with

the values obtained for material deposited using methods similar to those employed

here. For example, recent experiments [134] replacing MoO3 with an organic thin film

as an electron blocking layer provides additional support to our choice of the MoO3
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(a)	
   (b)	
  

Figure 4.3: Energy diagrams of the (a) electron-only, and (b) hole-only devices.

valence band energy given in Figure 4.2. Finally, photoelectron spectroscopic data in

our laboratory (to be reported elsewhere) obtained for the film growth methods and

material compositions used here are consistent with the more shallow assignment of

the valence maximum.

For characterization, samples were mounted in a cryostat where the temperature

was varied from 159 to 296K, and J-V characteristics were measured using a parame-

ter analyzer (HP 4145B). The C-V measurements employed an impedance/gain-phase

analyzer (HP 4194A), from which we infer the free carrier concentration and position

of the interface barrier. The C-V measurements were obtained at a frequency of 200

Hz, which is sufficiently low to allow for dielectric relaxation.[107] Optical characteri-

zation of the devices employed a calibrated detector reference using standard methods

described previously.[135]

4.2.3 Results

The room temperature J-V characteristics of the electron-only device with MoO3

thicknesses of 50, 100, and 200Å, are shown in Figure 4.4 (a). For electron injection,

the Al electrode on the BCP side is positively biased relative to the Al electrode on

the MoO3 side. The lack of rectification of the J-V characteristics indicates nearly
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Figure 4.4: (a) Room-temperature J-V characteristics of the electron-only devices
with MoO3 of thickness 50Å(square), 100Å(circle), and 200Å(triangle).
(b) The J-V characteristics of the hole-only device (Al 500Å/Li:BCP
100Å/NPD 400Å/MoO3 50Å/Al 500Å) at 159K (open square) and 296K
(open circle).

equally efficient electron injection from the CGL and the cathode [122]. Under forward

bias (V >0), a dependence on MoO3 thickness is observed, with 100Å the optimized

thickness for the electron-only devices. Figure 4.4 (b) shows the hole-only device with

no MoO3 introduced, the current densities at a given forward bias are reduced with

the temperature ranging from 296K to 159K, and a rectification ratio of ∼ 104 at

±5V is observed at room temperature.

The C-V characteristics of the electron-only devices are shown in Figure 4.5 (a).

Depletion layer widths calculated from the capacitance [136] are shown in Figure 4.5

(b). In Figure 4.5 (c), the effect of different free carrier concentrations on interface

depletion width is demonstrated for CGLs with a 100-Å-thick layer of MoO3. The

concentration of Li in BCP are varied from 1:1 to 1:10 molar ratio, corresponding to

depletion widths of 24Å and 85Å, respectively. The device without Li doping shows

a fully depleted region with a thickness of 110Å.

The current densities as functions of 1/E(V ) for various temperatures ranging
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Figure 4.5: (a) The C-V characteristics and (b) the calculated depletion widths
of the electron-onl devices with MoO3 of the thickness 50Å(square),
100Å(circle), and 200Å(triangle) at the frequency of 200Hz. (c) Cal-
culated depletion widths of the electron-only devices with 100-Å-thick
MoO3 with Li:BCP in a 1:10 molar ratio (circle) and Li: BCP in a 1:1
molar ratio (triangle), and without Li doping (square).

83



(a) 
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(c) 

Figure 4.6: Current density as a function of inverse electric field for elctron-only de-
vice with MoO3 thicknesses of (a) 50Å, (b) 100Å, and (c) 200Åunder the
temperature varying from 159K to 296K. The solid lines are fits according
to the tunneling-assisted thermionic emission model.
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Figure 4.7: The current density as a function of 1000/T , where T is the temperature
for the electron-only device at an applied electric field E = 2.0×107V/cm,
except for the device with 200-Å-thick MoO3. E = 2.6×107V/cm is used.
The fits (solid lines) yield the trap energy level, φt, listed in Table 4.1

from 159K to 296K are plotted for electron-only (Figure 4.6) devices shown in Fig-

ure 4.3. Here, the electric field is taken as the ratio of the applied voltage, after sub-

tracting the 2.7V built-in potential, to the charge generation layer thickness due to

the high conductivity of the Li:BCP layer. Small voltage drops at the contact/organic

layer interface are neglected. In Figure 4.7, the current densities J as functions of

1000/T are plotted under the electric field E = 2.0±107V/cm, from which we obtain

trap activation energy φt. Corresponding plots for hole-only devices are shown in

Figure 4.8 and Figure 4.9, respectively.

4.2.4 Thermally Assisted Tunneling

The presence of MoO3 is required for efficient charge generation, as shown by a

comparison of Figure 4.4 (a) and (b). Under reverse bias, both Al contacts are nearly

ohmic due to the high Li concentration in BCP, as well as due to the 50-Å-thick
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MoO3 between the NPD and the Al cathode which, in combination, enhance hole

injection. Under forward bias, however, both electron and hole injection are reduced

at the electrodes, and the current density is a result of the carrier generation from the

CGL. With efficient injection and transport facilitated for both electrons and holes

under both reverse and forward bias, symmetric J-V characteristics are observed

for electron-only devices with various MoO3 thicknesses, as shown in Figure 4.4 (a).

Among the CGLs with varied thicknesses of MoO3, the device with a 100-Å-thick CGL

shows an optimized generation efficiency, with a current three to four times higher

than for 50- and 200-Å-thick MoO3 layers at >2V under forward bias. The MoO3 is

too thin to result in complete and uniform coverage at 50Å, hence reducing injection at

this interface, while thicknesses >100Å, tunneling injection is exponentially reduced.

The J-V characteristics of the hole-only devices yield a similar dependence on

MoO3 thickness. Shown in Figure 4.4 (b) are the J-V characteristics of a hole-only

device without MoO3, with the structure Al (500Å)/ Li:BCP (100Å)/ NPD (400Å)/

MoO3(100Å)/Al (500Å). Inefficient carrier generation was observed under forward

bias due to the absence of MoO3, resulting in a rectification ratio of ∼ 104 at ±5V at

room temperature. The hysteresis behavior at 159K, shown in Figure 4.4 (b) where

zero current occurs at -1.2V for voltage swept from -5 to 5V, is possibly due to electron

capture at defect states in MoO3 introduced during film deposition. [137]

To understand the thickness dependence of the charge carrier generation efficiency,

C-V measurements for the electron-only devices are shown in Figure 4.5 (a). The

depletion widths in the doped BCP layer, are 30Å, 24Å and 26Å for CGLs with MoO3

thicknesses of 50Å, 100Å, and 200Å, respectively (Figure 4.5 (b)). The relative static

permittivity used to determine the carrier concentration is 3.0 for the organic layers.

[138] In the case of 1:1 Li:BCP, the electron concentration in BCP is calculated to

be Nd = 1019 ∼ 1020cm−3 from the depletion width of 24Å.[139] This is in agreement

with the 1:1 molar ratio of Li:BCP doping concentration, suggesting one electron
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per Li atom. The estimation of Nd here is relatively larger than previously reported

(∼ 1018cm−3) from conductivity measurements, where the formation of a BCP-Li

complex was suggested to explain the difference of Li doping concentration and the

carrier density of the doped film. The doped BCP layer ensures a very thin depletion

layer that allows for efficient electron injection.[140] Since the tunneling probability is

an exponential function of tunneling distance, the 100-Å-thick MoO3 sample, with a

depletion width of 24Å, results in the highest tunneling injection efficiency compared

to the other thicknesses used.

To extract energy barrier φB, the J vs. E−1 characteristics of the electron-only

devices with various MoO3 thicknesses are plotted in Figure 4.6, where E is calculated

by subtracting the built-in potential, 2.7V, from the applied voltage. Since Li:BCP

and MoO3 are highly doped n- and p-type semiconductor materials, respectively,

the built-in potential at the Li:BCP/MoO3 junction is determined by the difference

between BCP LUMO (3.0eV) and MoO3 valence band maximum (5.7eV).[132] Linear

relationships in log(J) vs. E−1 are observed for devices in the temperature range from

296K to159K. Energy barriers, φB, obtained from the fit of Equation 4.1 to these data

are listed in Table 4.1.

Table 4.1: Tunneling barrier, φB, trap depth, φt, and trap density, Nt, of electron-
and hole-only devices vs. MoO3 thickness.

Devices 50Å 50Å 50Å
Electron-only φB(eV) 1.1±0.1 1.3±0.1 1.2±0.1

φt(eV) 0.07±0.01 0.06±0.01 0.06±0.01
Nt(×1018cm−3) 1.2±0.8 12.5±7.3 2.5±1.4

Hole-only φB(eV) 1.1±0.1 1.0±0.1 1.0±0.1
φt(eV) 0.08±0.02 0.09±0.02 0.09±0.02

Nt(×1018cm−3) 15.7±9.2 9.9±5.8 3.1±1.9

To extract the trap activation energy, φt, the current densities J vs. 1000/T

for these same data are plotted in semi-logarithmic representations as shown in Fig-
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ure 4.7. The slopes from linear fits yield φt = (0.06± 0.01)eV independent of MoO3

thickness. The pre-factors ∼ 106A/cm2 are obtained from the intercepts for devices

with MoO3 thickness of from 50Å to 200Å. Taking the electron thermal velocity of

ve ∼ 107cm/s, we obtain a trap concentrations Nt ∼ 1018/cm3, as shown in Table

I. The comparatively small temperature dependence of ve(∼ T 1/2) relative to the

Fermi-Dirac term allows for its omission from the model without incurring significant

error.

Similar plots for hole-only devices are shown in Figure 4.8 and Figure 4.9. The

electric field within the CGL is more complicated to estimate than for electron-only

devices due to the voltage drop across the undoped NPD. Hence, we fabricated the

following device: ITO(1500Å)/NPD(400Å)/MoO3(100Å)/Al(500Å) to determine the

E. From these data, we obtain φB and φt, with the results also presented in Table 4.1.

Agreement between the energies and trap densities obtained for both the electron-

and hole-only devices provides significant support for our model.

4.2.5 Charge Generation Layers in Stacked Structure

To determine the effects of the charge generation efficiency on the performance of

a green emitting SOLED with more than two sub-elements, OLEDs using the CGL

as either a cathode (Cell-L), an anode (Cell-R), or both (Cell-M) were fabricated (see

Figure 4.10 (a)), as well as the control device with an indium tin oxide (ITO) anode/Al

cathode combination. Detailed structures are provided in Table 4.2. Note that for

Cell-R and Cell-M, 20-Å-thick Al was directly deposited onto ITO to ensure band

alignment at the metal/organic interface [141], and thus to decrease the significant

energy barrier that prevents electron transport from the CGL to the ITO.

The EQE and PE of each device are shown in Figure 4.12. The control device,

with an ITO anode and LiF/Al cathode, shows a peak forward viewing EQE = (8.9±

0.2)% at current density J=0.13mA/cm2, similar to previously reported Ir(ppy)3-
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(a) 

(b) 

(c) 

Figure 4.8: The current density as a function of the inverse electric field (1/E) for the
hole-only device with MoO3 thicknesses of (a) 50Å, (b) 100Å, and (c) 200
Åunder the temperatures varying from 180K to 296 K. The solid lines are
fits according to the tunneling-assisted thermionic emission model.
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Figure 4.9: The current density as a function of 1000/T , where T is the temperature
for hole-only device at an applied electric field E = 1.6× 107V/cm. The
fits (solid lines) yield the trap energy level, φt, listed in Table 4.1

based electrophosphorescent OLEDs. [142] A peak forward viewing EQE = (10.5 ±

0.2)% is observed for Cell-L at J=0.37mA/cm2, and EQE =(10.6 ± 0.2)% at J =

39µA/cm2 for Cell-M. In contrast, Cell-R shows a significantly reduced peak EQE =

(5.3± 0.2)% at a current density of J=0.92mA/cm2. The PE for Cells-L, -M, and -R

have maxima of (26± 1), (29± 1), and (15± 1)lm/W, respectively, compared to PE

= (23± 1)lm/W for the control device (Figure 4.11).

Since no NPD emission is observed as a function of current density for cell-L, cell-

M, or cell-R, we infer that there exists no electron leakage in the three devices. The

improved electron transport to the EML achieved by the CGL in cell-L and cell-M

leads to enhanced EQEs. In contrast, due to enhanced hole injection from a CGL

anode, cell-R shows an EQE considerably less than that of the control OLED. As

suggested by Eqs. 3 and 4, to achieve high efficiency and brightness, CGLs, used in

varied contact combinations must provide for charge balance in each emitting element

of which the structures have to be modified according to the contact combinations
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Figure 4.10: Schematic of the currents that establish charge balance in SOLED with
three subelements. The directions of current densities are indicated by
arrows. Parasitic leakage currents are indicated by the dashed lines.

Figure 4.11: Comparison of cell-L, cell-M, cell-R, and the control cell.
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for perfect charge balance. Note that optical interference effects introduced by CGLs

and the thin Al layers in all three cells have been calculated based on transfer matrix

simulations,[143] leading to only a small (3%) effect on the PEs, and hence cannot

be the cause of the reduced EQE of Cell-R.

Table 4.2: Structure of the subcells in a three-layer SOLED and the control cell.

Devices Layer functions Materials Thicknesses (Å)
Cell-L Anode ITO 1500

HTL NPD 400
EML Ir(ppy)3:CBP 250
ETL BCP 500
CGL Li:BCP/MoO3 100/100

Cathode Al 500

Cell-M Anode ITO/Al 1500 /20
CGL Li:BCP/MoO3 100/100
HTL NPD 400
EML Ir(ppy)3:CBP 250
ETL BCP 500
CGL Li:BCP/MoO3 100/100

Cathode Al 500

Cell-R Anode ITO/Al 1500/20
CGL Li:BCP/MoO3 100/100
HTL NPD 400
EML Ir(ppy)3:CBP 250
ETL BCP 500

Cathode LiF/Al 8/500

Control Anode ITO 1500
HTL NPD 400
EML Ir(ppy)3:CBP 250
ETL BCP 500

Cathode LiF/Al 8/500

Comparing the efficiency of the control device with those of each sub-element in

the stack, we obtain the following charge balance fractions for Cell-L, Cell-M, and

Cell-R (see Figure 4.10):
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Figure 4.12: (a) EQEs and (b) PEs of Cell-L (open square), Cell-M (inverted trian-
gle), Cell-R (open circle), and the control cell (triangle).

γCell−L =
Jh,L − J ′h,L

Jh,L
=

10.5%

EQEmax
(4.5a)

γCell−M =
Jh,M − J ′h,M

Jh,M
=

10.1%

EQEmax
(4.5b)

γCell−R =
Jh,R − J ′h,R

Jh,R
=

5.1%

EQEmax
(4.5c)

Under charge neutrality at both electrodes, we have:

Jh,L = Je,R + J ′h,R = Jmax ∼ 0.4mA/cm2 (4.6)

Equation 4.5a- 4.5c then show that the charge balance factor of Cell-R is approx-

imately 50% of that achieved in Cell-L and Cell-M, indicating a large hole current

imbalance in Cell-R. With EQEmax ∼ 20% achieved in Ir-based electrophosphores-

cence OLED, [17] we infer a hole leakage current of J ′h,R = 0.30mA/cm2, whose

presence results in the significantly reduced EQE of that subelement.

To optimize Cell-R, the hole current was varied by using thicknesses of BCP
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(a) (b) 

Figure 4.13: (a) EQEs and (b) PEs of Cell-R with various BCP thicknesses.

ranging from 300Å to 600Å, as shown in Figure 4.13. Peak EQEs of (3.7 ± 0.2)%,

(5.1 ± 0.2)%, (8.3 ± 0.2)%, and (8.6 ± 0.2)% are observed for BCP thicknesses of

300Å, 400Å, 500Å, and 600Å, respectively. The corresponding power efficiencies have

maximum values of (11± 1)lm/W, (15± 1)lm/W, (24± 1)lm/W, and (22± 1)lm/W.

Increased EQEs and PEs are observed for the devices with BCP thicknesses of 500Å

and 600Å. Thus, by changing only the transport layer thickness (and hence its

resistance), we are able to significantly improve cell efficiency, which supports the

conclusion that charge imbalance in Cell-R is the primary mechanism for efficiency

loss. Of the various means of achieving charge balance, ohmic hole and electron

injection into the EML is optimal. Hence, employing charge blocking layers [128] as

opposed to increasing layer resistance (as done here) provides the highest combination

of PE and EQE for each element in the stack.

The EQEs and PEs of the GGG SOLEDs with varied BCP thicknesses in Cell-

R, from 400Å to 600Å, are shown in Figure 4.14 (a) and (b), respectively. Devices

with 300Å, 400Å, 500Å, and 600Å-thick BCP exhibit forward-viewing EQEs peak

at (20.5 ± 1.0)%, (21.6 ± 1.0)%, and (24.3 ± 1.0)%, and (23.1 ± 1.0)%, respectively,
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(a) (b) 

Figure 4.14: (a) EQEs and (b) PEs of GGG SOLED with various BCP thicknesses.
Note that the results are consistent with the sum of a combination of
the three discrete subelements in Figure 4.12 and 4.13.

at a current density of J = 1.4 × 10−4A/cm2. The optimized GGG SOLED, with

500Å-thick BCP in Cell-R, shows a peak forward-viewing PE=(19± 1)lm/W at the

current density of J = 1.7×10−5A/cm2, which rolls off to (12±1)lm/W at 1000cd/m2

corresponding to J = 1.2× 10−3A/cm2. The EQEs of the GGG SOLEDs are approx-

imately the sum of the EQEs of the three individual OLEDs over a wide range of

current densities, indicating that the losses at the transparent CGL are minimal.

Liao et al. [116] reported a similar Ir(ppy)3-based GGG OLED where Li:tris(8-

hydroxyquinoline)aluminum/FeCl3:4, 4’-bis-(1-naphthyl-N-phenylamino)-biphenyl is

used as the CGL. Comparison of our device performance with that of Liao et al.,

however, is difficult due to their use of cd/A for efficiency determination and the

assumption that the SOLED is a pure Lambertian source (which is not accurate for

devices that exhibit pronounced microcavity effects, as in this case). Nevertheless,

it is reasonable to assume comparable efficiencies in both devices given that each

stacked subelement is not expected to have an EQE> 8∼9%, as widely reported for

discrete Ir(ppy)3-based OLEDs.

We have modeled carrier generation from metal-oxide/doped organic interfaces
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in SOLEDs based on electron injection via thermally assisted tunneling through a

(1.2±0.2)eV barrier and an oxygen vacancy-induce trap level at (0.06±0.01)eV above

the metal oxide (in this case, MoO3) valence band maximum. Based on our model, we

optimize a stacked green electrophosphorescent OLED with three sub-elements. The

highest efficiency from all three elements in the stack is obtained when both carrier

injection from the CGLs and the counter electrodes are all in balance. This requires

different injection electrode combinations for each element, i.e. ITO anode/CGL

cathode for the bottom (anode facing) element, CGL anode/CGL cathode for the

central element, and CGL anode/Al cathode for the top (cathode facing) element.

Charge balance was achieved by modifying the thickness of the carrier transport layer,

although use of charge blocking layers to achieve balance in the sub-element emission

layer should lead to higher PEs than obtained here.

4.3 Understanding MoO3 Energetics

In our model, MoO3 is assumed to be a p-type semiconductor with the valence

band and conduction band located at 5.7eV and 2.3eV below vacuum level Evac,

respectively. However, Kröger et. al. recently reported a revised electronic structure

of MoO3, where the electron affinity and ionization energy of MoO3 to be 6.7 and

9.68eV[133, 144], respectively, based on results obtained by UPS and IPES. With the

deep lying conduction band at 6.7eV and a high work function of 6.9eV, their result

suggests MoO3 n-type, contradicting the thermally-assisted tunneling model we used

to describe the charge generation in SOLED. Consequently, the CGL model in which

the holes are claimed to be generated within the TMO has to be considered in this

context.

96



(a) (b) 

Figure 4.15: (a) UPS spectra of the MoO3(dashed line) and the MoO2.7(solid line) film
on Al-coated Si-substrate. (b) Energy diagrams of MoO3 and MoO2.7 in
an OLED architecture. (Image courtesy of Vasilopoulou[149])

4.3.1 Reduced Molybdenum Oxide

Formation of gap states above the valence band maximum occurs for oxygen-

deficient MoO3−x[145, 146], where x denotes the degree of reduction. There exist no

gap states for a fully oxidized MoO3 film. The gap states enhance the conductivity

of MoO3 and provide transition paths for carriers to assist in hole injection.[147].

Vasilopoulou et. al. recently reported an OLED performance study by comparing

fully oxidized Molybdenum oxide, MoO3 and partially reduced Molybdenum oxide,

MoO2.7. Figure 4.15(a) shows the low binding energy region of the UPS spectra of

both MoO3 and MoO2.7. The main features appear at ∼4.5eV and ∼6.4eV below

the Fermi level due to the orbital contributions from different oxygen species.[148]

For MoO2.7, two small peaks show up at ∼1.1eV and ∼2.2eV below the Fermi level.

These gap states are due to the reduction of the Molybdenum atoms. The formation

of oxygen vacancies leads to occupation of the Mo 4d orbitals with electrons, shown

in the dotted lines in Figure 4.15(b).
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Figure 4.16: (a) The XPS spectra of the Mo 3d energy region of the in situ reduction
by hydrogen of commercial bulk MoO3 at consecutive temperatures (as
received: MoO3; 573K: Mo2O5; 623K: Partial Mo2O5; and 653K: MoO2.)
(b) The UPS of the σ and π bands of the corresponding in situ reduction.
(Image courtesy of Al-Kandari[150])
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4.3.2 Discussion

The MoO3 of high purity (99.95%, metals basis) was purchased from Alfa Aesar.

It is speculated that reduction might occur during deposition. Possible formation of

Mo2O5 and MoO2 could thus be possible. The use of UPS and XPS would provide

valuable information in the characterization process.[150]. These XPS-UPS spectra

of the reduction process of bulk MoO3 are interpreted as follows:

MoO3 ⇒ Mo2O5 ⇒ MoO2.

Figure 4.16 shows the XPS spectra of the Mo (3d) energy region of the reduction

at consecutive temperatures, with the corresponding UPS of the α and π bands of

the in situ reduction. Since the reduction is sensitive to temperature and other

in situ variables, the energy band data might vary from lab to lab. Therefore, a

corresponding UPS and XPS study is necessary in order to have an systematic and in-

depth understanding of the energy levels of MoO3 during vacuum thermal deposition.
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CHAPTER V

Thermal Management in High Intensity OLED

Applications

In this chapter, we use a general transmission matrix formalism to determine the

thermal response of OLEDs under high current normally encountered in ultra-bright

illumination conditions. This approach, based on Laplace transforms, facilitates the

calculation of transient coupled heat transfer in a multi-layer composite characteristic

of OLEDs. Model calculations are compared with experimental data on 5cm×5cm

green and red-emitting electrophosphorescent OLEDs (PHOLED) under various cur-

rent drive conditions. This model can be extended to study other complex optoelec-

tronic structures under a wide variety of conditions that include heat removal via

conduction, radiation and convection. We apply the model to understand the effects

of using high-thermal-conductivity substrates, and transient thermal response under

pulsed-current operation.

This chapter is organized as follows: we start with the thermal problems associ-

ated with OLEDs, followed by introducing the transmission matrix approach along

with some modifications that are specific for the PHOLED structure and thermal

conditions described. The following section details the experimental methods used

for the assessment of thermal power dissipation and the measurement of the transient

temperature response. The comparison between model prediction and experimental
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results are presented and analyzed. We also describe the application of these results

to PHOLEDs to assess their potential for high intensity operation, including the use

of substrates with a range of thermal conductivities, and under pulsed operation. We

compare our results in this section with the more complex finite element method for

solving complex differential equations, and find agreement between both approaches.

Appendix B provides details of the calculation procedure.

5.1 An Overview on Thermal Problems

OLEDs have attracted attention due to their high efficiency, broad color gamut,

ease of fabrication and mechanical flexibility when deposited on plastic or metal foil

substrates.[17, 99] A particular challenge in achieving intense OLED sources for illumi-

nation or other applications is to efficiently remove heat that can accelerate degrada-

tion of the organic active materials under the high currents required.[151] This is a par-

ticular problem for large area devices where Joule heating can be substantial[152, 153],

leading to a pronounced temperature rise during operation. An example of such heat-

ing is the electrophosphorescent stacked red-green-blue OLED that has been demon-

strated as a high intensity white lighting source.[114] Under a current density of

40mA/cm2 at an operating voltage of 10V, the optimized device demonstrates a lu-

minance of 10,000cd/m2, corresponding to a PE of 12lm/W. This leads to a power

dissipation of 4kW/m2 that can result in a temperature rise in excess of 30oC.

Since localized Joule heating degrades the efficiency, operational lifetime [154], and

brightness homogeneity[155], it is important to quantitatively understand the thermal

environment of the multilayer composite device under high current operation, and

then to mitigate the effects of heating by optimized device and system design guided

by this understanding. In this work, we calculate the thermal properties of OLEDs

using an approach based on transmission matrix analysis that is generally applicable

to complex, multilayer structures. Laplace transforms are used to determine the
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response of the system to the combined effects of thermal radiation, conduction and

convection, while also taking account of non-dissipative energy loss through OLED

light emission. Our approach is an extension of the heat-transfer method introduced

by Pipes[156] used to analyze heat flow across insulating walls, but in our approach we

include (i) parallel and series pathways required for accurate consideration of losses by

the combined processes of thermal convection, conduction, and radiation; (ii) thermal

generation within the layers themselves; (iii) losses through light emission; (iv) heat

flow across interfaces with finite thermal resistances between layers; and (v) response

to a thermal impulse. This complex set of conditions is common in many multilayer

optoelectronic devices.

The calculated results are found to accurately compare with thermal measure-

ments for OLEDs obtained using time-resolved infrared imaging under various oper-

ating conditions. The model predictions agree with experimental data for two sets of

PHOLEDs, one emitting in green and the other in red.

5.2 Main Channels for Thermal Dissipation

There are four main channels that a display could dissipate power: light, conduc-

tion, convection, and radiation. A free convection flow field is a self-sustained flow

driven by the presence of a temperature gradient, as opposed to a forced convection

flow where external means are used to provide the flow. As a result of the tempera-

ture difference, the density field is non-uniform. Buoyancy will induce a flow current

due to the gravitational field and the variation in the density field. In general, free

convection heat transfer is usually much smaller compared to forced convection heat

transfer. It is therefore important only when there is no external flow. The transfer

of heat from flat plates by free convection has long been studied under the condi-

tion that the flat plate is at a uniform temperature. Conventionally, a dimensionless

quantity, the Rayleigh number is defined as
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Ra = GrPr, where (5.1a)

Gr = gβρ2L3
c∆T/µ

2, and (5.1b)

Pr = µcp/ka (5.1c)

where the Rayleigh number, Ra is defined as the product of two other dimensionless

quantities, the Prandtl number, Pr, and the Grashof number, Gr, β is the thermal

expansion coefficient, ρ is the density, µ is the viscosity, cp is the heat capacity, ka

is the thermal conductivity, g is the gravitational constant, and Lc is the critical

dimension of the display. The most important use of the Rayleigh number is to

characterize the laminar to turbulence transition of a free convection boundary layer

flow. For example, when Ra ≥ 109, the vertical free convection boundary layer flow

over a flat plate becomes turbulent.

The net thermal radiation from a surface depends on the temperature and emis-

sivity of the surface as well as the ambient temperature. The net power dissipation

per unit area due to radiation is:

Qrad = σε(T 4
m − T 4

0 ) = σε((T0 + ∆T )4 − T 4
0 ) ≈ 4σεT 3

0 ∆T ≡ hrad∆T (5.2)

where Tm is the display temperature, T0 is the ambient temperature, ∆T is the rise

in the display temperature above that of the ambient, σ is the Stefan-Boltzmann

constant, and ε is the emissivity of the display surface. For the relatively small

temperature rises (typically less that 40K) in this thesis, this may be approximated

to be linear with ∆T with the heat transfer coefficient for radiation hr ≡ 4σεT 3
0 .
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5.3 Matrix Modeling

5.3.1 Laplace Transform

When a thin film with uniform thickness is subjected to an input heat flux, Q,

incident on one surface, the one dimensional law of heat conduction, also known as

Fouriers law, states that the heat flux is proportional to the negative of the local

temperature gradient:

−∂T (x, t)

∂x
=

1

K
Q(x, t) (5.3)

where T (x, t) is the temperature of the thin film at point x at time t, Q(x, t) is the

heat flux, and K is the thermal conductivity of the thin film. The continuity equation

states that the heat flux at point x raises the temperature following:

−∂Q(x, t)

∂x
= C

∂T (x, t)

∂t
(5.4)

where C = cvρ is the volumetric heat capacity, a product of specific heat at constant

volume, cv, and density, ρ. This equation expresses the conservation of heat in an

infinitesimal thin film volume. Equations 5.3 and 5.4 are combined to yield:

∂T (x, t)

∂t
− α∂

2T (x, t)

∂2x
= 0 (5.5)

where α = K/cvρ is the heat diffusivity of the material. Internal heat generation is

not included, and the solution is subject to the boundary conditions of both heat and

temperature incident at the material surface.

Now we take the Laplace transform for T (x, t), and Q(x, t), respectively:
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Fig. 1
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Figure 5.1: (a) Heat flow for layers in series. Here T1 and T2 denote the Laplace
transformation of ambient temperatures on both sides of the composite.
Q̂1i/Q̂2i, and Q̂1j/Q̂2jare the heat inflow/outflow of material i, and j,

respectively. Here Q̂2i = /Q̂1j is based on the continuity of the interface
heat flux between adjacent layers. (b) Heat flow for layers in parallel,
where Q̂m

1i and Q̂n
1i denote inflow heat flux carried by two thermal dissi-

pation modes, and Q̂m
1i + Q̂n

1i heat flux into material i.

T̂ (x, s) ≡ LT (x, t) =

∞∫
0

e−stT (x, t)dt (5.6a)

Q̂(x, s) ≡ LQ(x, t) =

∞∫
0

e−stQ(x, t)dt (5.6b)

where L denotes the Laplace transform, s is the Laplace variable, T̂ (x, s) and Q̂(x, s)

are the Laplace transforms of the temperature and heat flux, which can be used to

simplify the solutions to Equations 5.3 and 5.4:

−∂T̂ (x, s)

∂x
=

1

K
Q̂(x, s) (5.7a)

−∂Q̂(x, s)

∂x
= sCT̂ (x, s) (5.7b)

Pipes has shown that this system of equations has solutions expressed as follows:[156]
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 T̂1

Q̂1

 =

cosh(θi) Z0sinh(θi)

sinh(θi)
Z0

cosh(θi)

 ·
 T̂2

Q̂2


=

Ai Bi

Ci Di

 ·
 T̂2

Q̂2

 =

[
T (θi)

]
·

 T̂2

Q̂2


(5.8)

where T̂i(x, s), and Q̂i(x, s) (i=1,2) are the Laplace transforms of the temperature

and heat flux on two sides of the layer of interest, i (1 is for the heat flux input

side, and 2 the output side), θi = Li
√
Cis/Ki is the operational propagation co-

efficient characterized by Ki, Ci, and Li (the thickness of the ith material layer),

Zi =
√

1/(KiCis) is the operational characteristic impedance of the layer, and Ai,

Bi, Ci, and Di (Di=Ai) denote the matrix elements.

Equation 5.8 represents a general approach to solve the transient thermal conduc-

tion problem for a multi-layer composite subject to certain boundary conditions, as

described by either the temperature or the heat flux at a given surface or interface

(denoted as T̂1(x, s), T̂2(x, s), Q̂1(x, s), and Q̂2(x, s)). Since both the interface tem-

perature and heat flux between adjacent layers are continuous, the entire composite

can be described as the product of matrices in series:

[
T (θ)

]
=

[
T (θ1)

] [
T (θ2)

]
. . .

[
T (θn)

]
(5.9)

where

[
T (θ)

]
is the over-all transmission matrix of the entire composite, and

[
T (θi)

]
is the transmission matrix of the ith layer. An example representation of a two-

layer composite, with layers denoted as i, and j, is given in Figure 5.1(a). Note that

we treat the term, internal heat generation, as boundary condition to simplify the

calculation.

To account for interface resistances to the thermal flux between layers, we consider

the interface to be a thin layer with negligible specific heat. That is, letting Ci=0
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in 5.8, we include interface effects with the reduced transmission matrix.

[
T (θ)

]
=

1 Rint

0 1

 (5.10)

where Rint is the total (empirical) thermal resistance (m2K/W) of the interface.

The method can be further modified to incorporate radiation by introducing a

parallel matrix describing power losses that additively combine, such as radiation

and conduction. The parallel heat dissipation pathway is shown schematically in

Figure 5.1(b), where Q̂m
1i(x, s) and Q̂n

1i(x, s) (Q̂m
2i(x, s) and Q̂n

2i(x, s)) denote heat flux

input (output) carried along two independent thermal dissipation pathways labeled,

m and n. In this case, m and n correspond to thermal conduction and radiation,

respectively. Once agin, following Pipes[156], we therefore take into account of both

modes on a single layer of interest, i. Here Q̂m
1i + Q̂n

1i is the Laplace transform of total

heat flux into i. Then, Equation 5.8 can be rearranged as:

Q̂k
1i

Q̂k
2i

 =

Aki /Bk
i −1/Bk

i

1/Bk
i −Aki /Bk

i

 ·
T̂1

T̂2

 (5.11a)

Q1i

Q2i

 =
∑
k=m,n

Qk
1i

Qk
2i

 =
∑
k=m,n

Aki /Bk
i −1/Bk

i

1/Bk
i −Aki /Bk

i

 ·
T̂1

T̂2

 (5.11b)

where k = m or n. Here, we assume the heat flux along the boundary plane between

layers is negligible compared to the heat flux normal to layers.

5.3.2 Transmission Matrix Procedure

In a typical OLED, the heat source is assumed to be the EML combined with the

HTL, the ETL and the exciton blocking layer (EBL), embedded inside of the multi-

layer composite. That is, we need to consider the case where the layers themselves act
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as heat sources, rather than perform simply as heat-transfer media. Since the ther-

mal properties of these various organic thin films are often similar, for simplicity and

without loss of generality, we assume only a single organic layer characterized by the

average thermal constants of all such layers comprising the OLED active region. As

shown in Figure 5.2(a), we characterize this feature by analyzing two sub-matrices,

ML(θ) and MR(θ) , one to the left and the other to the right of the heat source,

respectively. We then separate the heat flux input into two parts, QL
src(θ) and QR

src(θ)

, following the boundary condition:

QL
src(θ) +QR

src(θ) = Qtherm = JV −Qopt (5.12)

where QL
src(θ) and QR

src(θ) are the heat fluxes input to the left and right matrices,

respectively, Qtherm is the thermal power generation of the device, J and V are the

current density and voltage required for device operation, and Qopt is the power

removed in the form of light. Thus Equation 5.8 becomes:

 T̂src
Q̂L,R
src

 =

[
ML,R(θ)

] T̂src
Q̂L,R
src

 (5.13)

where T̂src and T̂0 are Laplace transform of the source and ambient temperature,

respectively, Q̂L
src and Q̂R

src are Laplace transforms of heat flux dissipated through

ML(θ) and MR(θ), respectively. In this study, ML(θ) is composed of the conduc-

tion matrices for the ITO anode, glass substrate, and air in sequence, and MR(θ) is

composed of the thermal conduction matrices for a single composite organic layer,

Al cathode, and air in sequence, as shown in Figure 5.2(b). For devices with encap-

sulation, the matrices for air gap

[
T (θAirGap)

]
and glass cap

[
T (θEnCap)

]
have to be

included in the sequence.
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Figure 5.2: Matrix construction for OLED operation where heat source is in-between
the layers. Displayed here are two sub-matrices, ML(θ), and MR(θ),
the matrix to the left and right of the heat source, respectively, where
ML(θ) is composed of air, glass substrate, and ITO anode in sequence,
and MR(θ) is composed of organic layer, Al cathode and air in sequence.
(b) The construction of MR(θ), where T̂src and T̂0 are source and ambient
temperature, respectively, Q̂L

src and Q̂R
src are heat flux dissipated through

the left and right matrices, and Q̂L
src + Q̂L

src=Laplace transform of total
thermal power. There conduction matrices for organic, Al cathode and air
are multiplied in sequence while radiation is incorporated as perturbation.
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For radiation perturbation approximation, we use the Stefan-Boltzmann Law:

Q = σε(T 4
src − T 4

0 ) = σε(T 2
src + T 2

0 )(Tsrc + T0)(Tsrc − T0) ' hrad(Tsrc − T0) (5.14)

where the last term on the right is an approximation for Tsrc ' T0=300K, the ambient

tempearture. Here ε is the emissivity of the grey body(assumed to equal 0.5 for this

study[152]), and σ is the Stefan-Boltzmann constant. Now hrad '5W/m2K for an

estimated 20oC temperature rise. This linear radiation approximation is treated as a

parallel matrix following Equation 5.10:

[
T (θ)

]
=

1 Rrad

0 1

 (5.15)

where Rrad = 1/hrad is the thermal resistance of radiation. Combing Equation 5.8

and 5.15 into 5.11b, we obtain the total matrix, MR(θ) that takes into account con-

duction, convection, and radiation:

[
MR(θ)

]
=

 AR BR(1− γrad)

CR(1 + γrad) AR

 (5.16)

where γrad = BR/Rrad � 1 is the radiation perturbation term, and AR, BR, and CR

are elements of 2×2 matrices:

[
T (θOrg)

] [
T (θAl)

] [
T (θAirCap)

] [
T (θEnCap)

] [
T (θAir)

]
.

The left matrix, ML(θ), can be similarly constructed. Convection in this case is

treated analogously to conduction, where an effective conductance, Kconv, is used

to characterize the heat removal at the boundary between the OLED surface and

the ambient. Here, Kconv depends on the ambient conditions, varying significantly

between cases such as stagnant or forced-air cooling.
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5.4 Results and Discussion

5.4.1 Experimental

We studied two sets of PHOLEDs of different sizes: 1 mm×1 mm unencapsulated

Ir(ppy)3 devices on 1 cm×1 cm substrates, and 5cm×5cm large-area encapsulated

devices (provided by Universal Display Corp., Ewing, NJ). The small devices were

used to investigate two dimensional (2D) head spreading, whereas the larger devices

allowed for direct comparison of experiment to our 1D model. Note that for lighting

applications, devices are expected to be large (i.e. they occupy a significant fraction

of the substrate area), and hence the 1D approach is more suitable, whereas small

devices approximate point heat sources in such applications as intense light emitters

(e.g. lasers).

The 1mm2 devices were prepared as follows. The 20Ω/sq pre-patterned (in 1mm

stripes) ITO-coated glass substrates were degreased in detergent solution, followed by

thorough rinsing in de-ionized water. The substrates were then boiled in trichloroethane,

and rinsed in acetone in an ultrasonic tank, boiled in isopropanol, and dried in pure

nitrogen gas. Next, the substrates were exposed to UV/ozone for 10 min prior to

transfer into a high vacuum (∼ 10−7 Torr) deposition chamber. A 40-nm-thick HTL

of NPD was used as the hole transport layer, followed by a 25nm-thick Ir(ppy)3 or

PQIr doped at 8wt% in a 25nm-thick CBP host as the phosphorescent emission layer,

a 40nm-thick BCP as the combined ETL and EBL followed by a 10nm-thick Li doped

BCP in a 1:1 molar ratio, and finally capped by a 100-nm-thick Al cathode. Undoped

BCP was used to prevent Li diffusion into the EML and to maintain the charge bal-

ance at a high bias. The 1 mm2 device structure and the electrode patterning design

are shown in Figure 5.3.

The large-area green and red PHOLEDs emit at peak wavelengths of λ=530nm

and 630 nm, respectively. The structure of these two packaged devices is as fol-
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Figure 5.3: Device structure of small-area Ir(ppy)3 devices: glass (1mm)/ITO
(120nm)/organic layers (105nm)/Al cathode (100nm). (b) Patterning
of ITO and Al stripes, each 1mm in width. (c) The thermal images of
the Ir(ppy)3 device under a fixed voltage of 10V (or a current density of
1A/cm2) after 10, 20, and 30s operation following the onset of the voltage
ramp.
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Figure 5.4: Device structure of large-area devices: glass (0.7mm)/ indium tin ox-
ide (ITO) (120nm)/organic layers (120nm)/Al cathode (100nm)/Air gap
(30µm)/Glass encapsulation (0.7mm). (b) Patterning of ITO and Al,
both are 5cm in width. (c) The thermal images of large-area green device
under a fixed voltage of 7V (or a current density of 3.4mA/cm2) after 60,
120, 180, and 240s operation following the onset of the voltage ramp.
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lows: glass (0.7mm)/ITO (120nm)/organic layers (120nm)/Al cathode (100nm)/air

gap (30µm)/glass encapsulation (0.7mm) (see Figure 5.4a). Encapsulation prevents

degradation of the devices due to contact with air or moisture over the extended test-

ing sequence. Figure 5.4(b) shows the 5cm×5cm ITO and Al patterns on the glass

substrate. It is important to provide uniform current injection to achieve homoge-

neous emission across the entire device area. The sheet resistivity of the ITO anode

(20Ω/sq) is considerably greater than that of the Al cathode (0.3Ω/sq for 100nm-thick

Al)[157][158], making uniform current injection from the anode particularly challeng-

ing. Hence, both the anode and cathode are pumped from two opposing contacts, as

shown in Figure 5.4(b). Here, hole injection is via the top and bottom contacts in

the figure, and electron injection is from the left and right contact pads.

The J-V characteristics of the completed devices were measured using a semi-

conductor parameter analyzer (HP 4145B). Optical characterization of the devices

employed a calibrated reference detector using standard methods.[135] The fraction

of the total input power removed through non-dissipative optical emission (Qopt)

was calculated based on output spectra and luminance at a fixed current density, i.e.

Qopt = 1.7[Iph/RλA]. Here Iph is the detector photocurrent corresponding to light out-

put in the forward-viewing direction, Rλ is its wavelength-weighted-average respon-

sivity over the PHOLED spectrum, and A is the PHOLED emitting area. The factor

1.7 adjusts for light emitted in all directions, including waveguide and glass-mode

emission.[159] Thermal imaging measurements were acquired using a non-contact

thermal camera (FLIR A325). To eliminate stray light and to provide a thermally

stable environment where images were taken, samples were inserted into a box with

a light absorbing black interior. The PHOLED current was provided via a Keithley

2400 source meter.

The transient temperature data for each sample were obtained by tracking their

thermal images under various current densities. For this purpose, the frame rate of the
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Figure 5.5: The EQE and PE for large-area green OLED. (b) The EQE and PE for
large-area red OLED.

thermal imaging system was 60Hz, adequate for the purposes of these experiments.

Two sets of data were recorded: device heat-up, and cool-down. To capture the

transient temperature rise, devices were operated under constant voltage for 5 min

until equilibrium was reached, with their thermal images captured at a frame rate

of 2s−1. To observe the cool-off dynamics, the devices were turned off after reaching

equilibrium at a fixed V , and the temperature transient was similarly obtained until

room temperature was reached.

5.4.2 Results

Figure 5.3(c) shows the transient thermal images of the 1mm2 Ir(ppy)3 device after

10, 20, and 30s following the onset of a 10V step (corresponding to J=1A/cm2). While

the thermal distribution is localized around the light-emitting area, it is observed to

spread out from the active device region. The temperature difference between the

center of the device and the substrate edges after 60 s when equilibrium is established

following the onset of the current step is 21oC.

To model the relation of temperature vs. thermal flux using our one dimensional

model, a uniformly distributed, well-defined temperature profile is needed. For this
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(a) (b)

Figure 5.6: The (a)J-V and (b) L-V characteristics of large-area green and red
OLEDs.

purpose we, therefore, use the large-area devices. Figure 5.4(c) shows the transient

thermal images of the large-area green device at 7V (corresponding to J=9 mA/cm2)

after 60, 120, 180, and 240s following the onset of the voltage step. There is a

pronounced temperature variation across the device area, with higher temperatures

close to the anode contacts near the device edge. This results from the high ITO

resistivity that provides less current near the device center than at its edges. The

temperature variation across the surface is within 1.8 C when the devices are operated

at 5.5V≤V≤7.0V, corresponding to a surface temperature from 24oC to 36oC. The

temperatures reported in subsequent data are the median, thereby ignoring minor

device thermal gradients.

Table 5.1: Summary of efficiency and thermal performance of large-area green device.

V oltage CurrentDensity Qtot Qopt Qtherm

(V) (mA/cm2) (W/m2) (W/m2) /Qtot

5.5 3.69 203 6 97%
6.0 4.60 276 6 98%
6.5 5.52 359 6 98%
7.0 6.48 454 7 98%

The EQE and PE for large-area green and red emitting PHOLEDs are shown in
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Figure 5.5. The corresponding J-V characteristics are shown in Figure 5.6, along

withe the luminance-voltage (L-V ) characteristics. The estimated thermal genera-

tions under each operating conditions are summarized for the large-area green device

in Table 5.1) and the red device in Table 5.2).

Table 5.2: Summary of efficiency and thermal performance of large-area red device.

V (V) J Qtot Qopt Qtherm

(mA/cm2) (W/m2) (W/m2) /Qtot

9.0 2.15 194 6 97%
10.0 2.94 294 6 98%
11.0 3.81 419 6 99%
12.0 4.74 569 6 99%

Note that the total input power is Qtot = J · V . The thermal power dissipation

is then given by Qtherm = Qtot − Qopt. For the green device at a luminance of

between 540cd/m2 and 620cd/m2 and the analogous red device at a luminance of

between 220cd/m2 and 240cd/m2, approximately 97% to 99% of the total power is

dissipated through the several thermal channels including conduction, convection and

radiation(see calculated values based on measured device efficiencies for Qtherm/Qtot

listed in Tables 5.1 and 5.2).

Figures 5.7 shows the device temperature under varied input voltages, V , for large-

area green and red OLED following the onset of the voltage step (symbols). These

results are compared with transmission matrix model calculations indicated by solid

lines. For the green device (Figures 5.7(a)), temperature were obtained (in symbols)

under constant voltage of 5.5V, 6.0V, 6.5V, and 7.0V, corresponding to Qtherm=197,

270, 353, and 447W/m2, respectively. The data for red device is similarly shown in

Figures 5.7(b) under the voltage of 9.0V, 10.0V, 11.0V, and 12.0V, corresponding to

Qtherm=188, 288, 413, and 563W/m2, respectively.

To compare the temperature of the heat-generating layer (i.e. the EML, at tem-

perature, Tsrc) to the device surface temperature (corresponding to the calculations
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Figure 5.7: Surface temperature (open dots) under varied input voltages for large-
area (a) green and (b) red OLED following the onset of the voltage ramp.
Results are compared with transmission matrix model calculations (solid
lines).

and measurements in Figure 5.7, respectively), we must calculate the thermal gradi-

ent across the device. The resulting gradient obtained using Equation 5.3 is shown

in Figure 5.8 for the ITO and glass substrate, assuming thermal fluxes Q1 = 197,

Q2 = 270, Q3 = 353, and Q4 = 447W/m2 for the green device under the same oper-

ation conditions as in Figure 5.7 and Table 5.1. For all power densities considered, a

temperature difference of approximately 0.1oC is observed between the source layer

and the glass surface. This corresponds to 0.3% difference with the measured sur-

face temperature of 30oC, thereby contributing negligible error to fits in Figure 5.7.

Note that the thermal gradient from EML to the top package surface is expected to

be considerably larger due to the presence of the metal cathode, air gap, and glass

encapsulation layer (c. f. Figure 5.2).

Figures 5.9 shows the device surface temperature under various voltages following

the end of the voltage pulse (data points), in which case the device cools to the

ambient temperature of T ' 25oC. As in Figures 5.7, results are similarly compared

with transmission matrix model calculations (solid lines).
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Figure 5.8: Calculated temperature gradient across the ITO and glass layers for heat
fluxes of Q1 = 197, Q2 = 270, Q3 = 353, and Q4 = 447W/m2 generated
in the PHOLED light emitting layer (EML). The surface temperatures at
each heat flux is obtained from measurements using infrared imaging. The
small thermal gradient suggests that the thermal measurements made at
the glass surface are an accurate determination of the temperature of the
EML.
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(a) (b)

Figure 5.9: Surface temperature (open dots) under varied input voltages for large-area
(a) green and (b) red OLED upon device cooling-off. Devices were oper-
ated under a fixed voltage until temperature equilibriums were reached.
The point t=0 corresponds to the moment when the devices were turned
off. Results are compared with transmission matrix model calculations
(solid lines).

5.4.3 Discussion

One thing that needs to be tested is the validity of the calculations for matrices

in series. This is important especially for the wide range of parameters (thickness,

conductivity, etc.) employed in the OLED structure. Figure 5.10 shows the tem-

perature transient under a constant thermal flux of Qtherm=1kW/m2 for the distinct

thicknesses of 200nm (organic films) and 2mm (glass substrate), and thermal con-

ductivities of 0.26W/Km (organic films) and 3.0W/Km (glass substrate). For each

parameter set, the plots provide calculated data for 1-layer, as well as 2- and 3-layer

composites. The total thicknesses of the multi-layer composites are fixed to be the

same as the 1-layer structure, i.e. 2mm for glass ( Figure 5.10(a)) and 2µm for organic

layers ( Figure 5.10(b)). In both cases, the calculated temperature is independent of

the number of layers. The interface resistance is not considered here for the contact

between same materials. This agreement in a large range of parameter inputs ensures

stable results for the composite structure in this study.
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(a)

(b)

Figure 5.10: Model calculation for (a) glass and (b) organic thin film composites with
one (squares), two (dots), and three (triangles) layers.

Based on OLED emission simulation considering microcavity effects, we calculated

the fraction of the optical power, i.e. air/substrate mode for OLED of various thick-

nesses. The layers are optically described by standard matrix techniques, and the

dipole is included by using additive source terms for the electric eld that depend on

dipole orientation and wave polarization (see Appendix A). We integrated the optical

intensity in the spherical coordinate and obtained a weighted average over represen-

tative green and red OLED emissions. Here we use the spectra of Ir(ppy)3 and PQIr

respectively. The optical power is calculated as
∑

i (Ii × φi)/
∑

i φi, where Ii is the

integrated optical intensity, and φi is the spectra as a function of wavelength. With

the total optical power similarly calculated for source terms used in this simulation,

we obtained the ratio of optical power/total power.

The simulation results for Ir(ppy)3 and PQIr optical power ratio are plotted in

Figure 5.11. In agreement with the calculations shown in Table 5.1 and 5.2, more than

80% of total power has to be thermally dissipated via various channels, e.g. waveguide
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Figure 5.11: (a) Emission patterns for OLEDs under various NPD thicknesses. Sim-
ulation is based on the modification of dipole emission embedded in
planar layered structures considering a completely isotropic source with
2/3 horizontal dipole and 1/3 vertical dipoles. (b) The calculated opti-
cal power percentages for Ir(ppy)3- and PQIr-based OLEDs under varied
NPD thicknesses.
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modes, cathode modes, and absorption, etc. An observation is that microcavity effects

are much stronger for PQIr-based OLED compared with Ir(ppy)3-based OLED in

which the optical power drops from 18% with NPD thickness of 300Å, to roughly 4%

at 1500Å.

The results of the thermal power calculations under selected drive conditions are

provided in Tables 5.1 and 5.2. The results as a function of time are shown in Fig-

ure 5.7, in both cases using the materials thermal properties summarized in Table 5.3.

The temperatures are found by inverting the matrix in Equation 5.11b, given the ther-

mal input vector, Q̂. This is accomplished through a polynomial expansion whose

order is determined by meeting the convergence criterion, as discussed in Appendix

B. We find that a 4th order polynomial results in an error of only ±2% compared to

higher order solutions, and hence is used for all results discussed here.

From Figure 5.7, the maximum temperature increase for the green PHOLED is

10oC at 7.0 V (corresponding to J=6.48 mA/cm2, or Qtot=454 W/m2), and 11.5oC for

the somewhat less efficient red device at 12.0 V (corresponding to J=4.74mA/cm2, or

Qtot=569 W/m2). There are no adjustable parameters used in the calculation with the

exception of those used to model convective losses; i.e. the thermal conductivity and

the thickness of the air gap, as discussed below. There are only small discrepancies

between the model prediction and the experimental results. The largest disagreement

is for the green device at 7.0 V, where the steady-state calculated temperature is 0.9oC

higher than observed. This difference is possibly due to uncertainties in measuring

device temperature arising from thermal inhomogeneities introduced by the resistive

ITO contact apparent in Figure 5.3(c).

An advantage of the matrix methodology is the simplification of the calculation

of the thermal transient response. For example, the response of the devices following

the current pulse is modeled by introducing the Laplace transform of a step function

into the heat source term. In this case, we define the thermal input function, f(t),
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Table 5.3: Summary of the thermal parameters for modeling.

Materials Thickness Density Capacity Conductivity Reference
(m) (Kg/m3) (J/(kg ·K)) (W/(K ·m))

Air – 1.2 1.0× 103 2.5× 10−2 [160][161]
Glass 1.0× 10−3 2.6× 103 8.2× 102 3.0 [162]
ITO 1.0× 10−6 7.2× 103 3.4× 102 8.0 [163]

Organic 1.0× 10−7 1.2× 103 1.7× 103 2.6× 10−1 [164]
Al 1.0× 10−7 3.9× 103 9.0× 102 2.7× 10−1 [165][166]

Air Gap 3.0× 10−5 1.2 1.0× 103 2.5× 10−2 [160][161]
Encap 7.0× 10−4 2.6× 103 8.2× 102 3.0 [162]

as:

f(t) =


0, −∞ < t < −t0
Q, −t0 ≤ t < 0

0, 0 ≤ t < +∞

(5.17)

where t is time in second, t0 is the duration of a constant heat flux pulse, Q. The

corresponding Laplace transform is:

L{f(t)} = Q · L{u(t+ t0)} −Q · L{u(t)}

= Q · (e
t0s

s
− 1

s
) =

Q

s
·

+∞∑
k=1

(t0s)
k

k!

(5.18)

where u(t) is the unit step function. Figure 5.9 shows the thermal transient response

for t0=120s as measured for the green ( Figure 5.9a) and red (Figure 5.9b) PHOLEDs

using time-resolved thermal imaging (data points) compared to the transmission ma-

trix model calculations. The measurement and the model predictions are in reasonable

agreement for the duration of the cooling transient under the same bias conditions as

employed in Figure 5.7, where we modeled the device turn-on transients.

To obtain the fits in Figures 5.7 and 5.9, both radiation and convection are in-

cluded into the matrices that describe the composite thermal system. Indeed, Rrad

and tair are two fitting parameters in this study, where the equilibrium temperature
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is sensitive to tair, and the thermal transient response is somewhat sensitive to out

choice of Rrad. The fits yield the radiative resistance, which is a parallel heat loss to

both conduction and convection, giving Rrad ' 0.2m2K/W for the green device, and

Rrad ' 0.4m2K/W for the red device, which agree with the ideal grey-body estimate

of 1/Rrad = hrad ' 5W/m2K. The higher thermal resistance for the red device is

consistent with its lower efficiency (with PE= 4.3lm/W to 7.8lm/W for green vs.

1.3lm/W to 3.6lm/W for red; see Tables 5.1 and 5.2), and hence lower emissivity. Ta-

ble 5.3 summaries the thermal parameters used for modeling the structure in Figure

5.4(a), e.g. layer thickness, material density, heat capacity, and thermal conductivity.

Developing an accurate model for convection depends strongly on the ambient

conditions surrounding the device (e.g. forced air vs. a stagnant, or free, air layer, and

whether a heat sink is employed, etc.). In our case, we assume free convection[167],

where the thermal boundary between the device radiating surface and the ambient

is modeled by an effective thermal conductivity, kair, and boundary layer thickness,

tair. To approximate these parameters for the PHOLEDs used in our experiments, we

simulated the thermal conditions by positioning a thermometer at different distances

from a semi-infinite heat surface (i.e. a hot plate) maintained at 30oC to 40oC.

In contrast to radiation, which only depends on the temperature and emissivity of

the surface, convection depends on the orientation of the hot surface, e.g. whether

it is horizontal and vertical. In our case, the hot plate was positioned vertically

to be comparable with the OLED orientation, although orientation was not found

to significantly affect our measurements over the temperature range studied. By

measuring temperature vs. distance we obtain tair is 2cm to 5cm. For matrix fitting

under the conditions listed in Table 5.1 and 5.2, we assume tair=1.1cm is obtained

for the green device, and tair=1.2cm for the somewhat hotter red PHOLED for these

fits. Also, kair=0.025W/K-m (see Table 5.3).

Although we have measured the specific convection conditions that apply in our
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Figure 5.12: Model calculation of equilibrium temperature as a function of air con-
ductivity under fixed heat fluxes of 100, 200, 500, and 1000W/m2.

experiments, the sensitivity of the calculations to the parameters, especially kair, is a

potentially significant source of error. This is apparent from the plot in Figure 5.12,

where we calculate the device temperature as a function of 0.01<kair<0.20W/K-m

for a constant thermal flux input of 100, 200, 500, and 1000W/m2 and an ambient

temperature of 25oC. A sensitive dependence on the air conductivity is observed over

the range: 0.01<kair<0.05W/K-m. Considering the fitted kair=0.025W/K-m under

free convection, this result suggests that to avoid unacceptable thermal increases at

very high OLED operating powers, forced air convection is required.

Finally, we also consider the effects of thermal contact resistances, Rint, between

the various interfaces. Its incorporation is analytically straightforward by the inclu-

sion of interface matrices in the series product following Equation 5.10. However, the

accurate measurement of Rint in complex composite systems such as PHOLEDs and

other multilayer devices can be problematic. For the devices shown in Figure 5.4, the
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most resistive interfaces are at the boundaries between ITO and the organic compos-

ite, and between the organics and the Al cathode. Previously, it has been shown[168]

that for these systems, Rint=1×10−8m2K/W. Although the nonlinear dependence of

the interface resistances on temperature has also been reported[169], such effects have

been neglected here for simplicity.

5.4.4 Model Applications

Given that the model introduced is both straightforward to implement and is accu-

rate for a well-defined set of thermal parameters, it is useful to apply it to PHOLEDs

operating under a range of practical conditions. For example, we have applied this

model to explore the effects of substrates with a variety of thermal conductivities.

These include sapphire (K=35W/K-m) and Si (K=150W/K-m), as shown in Fig-

ure 5.13. Compared to glass substrates, the device temperature rise considerably

smaller for a thermal power input >1kW/m2. For example, at 5kW/m2, the temper-

ature rise is only 1.3oC for Si, 9.8oC for sapphire, and 82oC for glass.

For comparison, the corresponding results obtained using conventional finite ele-

ment analysis (FEA) to solve the system of partial differential equations describing

the multilayer PHOLEDs are also shown in Figure 5.13 . For the FEA calculation,

we use the Comsol Multiphysics solver as a test of our matrix-based approach. The

systematically higher temperature obtained from FEA above 40oC is possibly due to

the 2D geometry assumed, where a device area of 1 mm×1 mm is employed to ac-

commodate the grid for the ultra-thin film structure. Compared to FEA, the matrix

calculation is far less computationally intensive for calculating temperature profiles

of large-area devices since it simplifies the complex and time consuming calculations

needed for arbitrary multi-layer structures. Furthermore, physical parameters are

easily identified, and their corresponding effects on the total thermal dissipation can

be efficiently analyzed. Ultimately, the matrix model allows for rapid iteration of
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Figure 5.13: Calculated device temperature (open dots) with glass, sapphire, and
silicon as substrates. Results are compared with finite element analysis
(FEA, solid dots).

both structure and materials properties that can be used to optimize thermal man-

agement in complex structures. This capability has proven invaluable in the design

of the optical properties of multilayer structures using an analogous, optical matrix

approach.[143]

A second application is to estimate the temperature increase under very high cur-

rent pulses required for high intensity illumination or even electrically driven organic

lasers.[170] Figure 5.14 shows the thermal response following 1, 5, and 10 ms pulses

for an ultrahigh thermal flux of 106 W/m2. For each case, the thermal parameters

and device structures are the same with the large-area devices. Here, ? is used, simi-

lar to that used for the large-area red device. Also, for these calculations, we assume

tair=5 mm compared to that used under lower power, steady-state operation of the

large-area devices (where we measure tair=1.1 cm to 1.2 cm). In this case, we assume

that an equilibrium air boundary does not fully develop over the very short duration
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Figure 5.14: Time response of PHOLED temperature (solid dots) at various pulse
widths of 1ms, 5ms, and 10ms under fixed, ultrahigh thermal input
power of 106W/m2. Linear fits are displayed as solid lines. The physical
and thermal parameters are the same as for the large-area devices. Now,
Rrad ≈ 0.4m2K/W, whereas tair ≈5mm is used here compared to that
of the large-area devices (2 to 4cm) due to the short pulse duration.

of the heat pulse.

While the thermal response is somewhat sensitive to the choice of tair, we observe

a nearly logarithmic decay in temperature is observed, as shown the solid lines in

Figure 5.14. Maximum temperatures of 25.0, 28.9, and 33.9oC for pulse durations of

1, 5 and 10 ms, respectively. Clearly, the effects of convection under both steady-state

and pulsed operation are complex, and are beyond the scope of this study. Hence,

it is important that further study of these effects are required to fully understand

thermal transients under very high device excitation.

To expand the results in white lighting sources, we now focus on a pair of all-

phosphorescent 15cm×15cm OLED light panels with high power efficiency and long

lifetime. Shown in Figure 5.15, Panel 1 has 62 lm/W power efficiency, CRI=81 and
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Figure 5.15: (a)Structure of all-phosphorescent OLED; (b) Panel 1; (c) Panel 2. [176]

lifetime of 18,000 hrs at 1,000cd/m2, and Panel 2 has 58 lm/W power efficiency,

CRI=82 and lifetime of 30,000 hrs at 1,000cd/m2.[176]

Low operating temperature is demonstrated in Figure 5.16, where surface temper-

ature at the center of the emissive region for each 15 cm×15 cm panel is plotted against

luminous emittance. Data are also included for a smaller (approximately 8 cm x 8

cm) commercial fluorescent panel. At 3,000 cd/m2, the panels with all-phosphorescent

emitters both have 49 lm/W power efficiency, with surface temperature = 29.4oC for

Panel 1 and surface temperature = 27.2oC for Panel 2. Ambient temperature was

20.0oC for these measurements. It is likely that temperature is higher for Panel 1

due to its larger aperture ratio, which results in higher power density. At the same

luminance, the panel with all-fluorescent emitters has power efficiency of 16 lm/W

and surface temperature = 40.5oC. All panels use bus lines and multiple electrode

contacts to minimize Joule heating.

5.4.5 Conclusions

In this work, we introduce a transmission matrix formalism to accurately model

the thermal response of multilayer composite structures typical of OLEDs and other

optoelectronic devices. The model, based on Laplace transforms, is used to determine

the steady-state and transient thermal response of multilayer PHOLEDs used in dis-

play and lighting applications. The model results are compared with measurements
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Figure 5.16: Surface temperature of Panel 1 and 2. A well-designed commercial flu-
orescent panel is shown as comparison.[176]

of encapsulated large-area PHOLEDs obtained via thermal imaging. The formalism

is used to account for diverse series and parallel power loss channels including con-

duction, convection, light emission and thermal radiation. Agreement is obtained

between the model and observation using only measured properties such as thermal

conduction, interface thermal resistance, and convective boundary layers, thereby

validating the approach.

The results offer insights for temperature management of organic electronic de-

vices, and in particular of OLEDs employed at high intensity, as required for lighting

applications. For example, forced convection can lead to doubling of the effective air

conductivity, thereby lowering device temperature at high drive currents. The model,

which is similar to transmission matrix formalisms used to calculate optical fields in

multilayer composites, can be adapted to the study of a variety of thermal conditions

and device structures, making this work a significant advance in understanding and

controlling the temperature response of a range of important optoelectronic devices.
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CHAPTER VI

Conclusions and Future Outlook

The commercialization of OLEDs for solid-state lighting has accelerated during

the last several years, and the field is still expanding. In this concluding chapter, we

provide perspective on several challenges that remain, primarily efficiency improve-

ment, and thermal management in large-area applications.

Conventional OLEDs discussed in this thesis are limited to thin un-doped electron-

and hole-transporting layers. The conductivity of the charge carrier transport layer

is low, leading to ohmic losses. Also the driving voltage is high due to the high

barrier from the electrode into the transport layers. Aiming for highest possible

power efficiency, a p-i-n structure employs doped transport layers.

Shown in Figure 6.1, the p-i-n bottom emission OLEDs consist of five organic

layers: hole-transporting layer(HTL), electron transporting layer(ETL), electron-

blocking layer(EBL), hole-blocking layer(HBL), and emission layer(EML).[171] A

good choice of p-type doping is ZnPc as matrix, doped by F4-TCNQ, as presented by

Pfeiffer et al.[172] A stable and highly conductive n-doping is reported by Novaled

AG, consisting of a matrix NET5 and a dopant NDN1.[171] As a result of doping, hole

and electron transport (conductivities above ∼10−5S/cm) as well as charge carrier in-

jection (due to band bending) are dramatically enhanced. The operating voltage is

decreased by several volts by doping the transport layer of the device. Additionally,
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parameter. It relates the electrical power that is fed into
the OLED to the light output power. It is defined by:

!p ¼ !q
h"

eV
: (5)

Here, h" denotes the average energy of an emitted
photon and eV the energy of the injected charge carriers.
For display and lighting applications the emitted light
output is often weighted by functions that describe the
perception of the human eye. Thus, the power efficiency is
given in photometric quantities (lm/W).

3) Current Efficiency: The current efficiency !c is defined
as ratio of luminous intensity I in forward direction and the
current Ic through the device. Thus, !c is a directional and
photometric quantity (cd/A)

!c ¼
I

Ic
: (6)

C. p-i-n OLEDs
The simple, single layer device described above

cannot maximize all parameters of (2) and (5). Thus, a

multilayer structure consisting of different layer materials
is needed, where each layer is responsible to maximize a
certain factor. This multilayer structure is often referred
to as p-i-n structure. In contrast to a single layer OLED,
such a p-i-n OLED structure can fulfill these essential
device properties:

• efficient charge carrier injection from the contacts
into the organic layer;

• efficient charge transport to the recombination
zone;

• a charge balance factor close to unity which allows
complete energy transfer to the excitons; circum-
venting charge carrier accumulation;

• high internal quantum yield due to loss-free relax-
ation of the excitons by avoiding exciton-exciton-
annihilation and radiative decay of all excitons;

• low reabsorption of the generated light within the
OLED;

• high external quantum yield by efficient out-
coupling of generated photons into external visible
light;

• long-term stability under operation.
P-i-n bottom emission OLEDs consist of five organic

layers with different functionalities (cf. Fig. 3). Charge
transport layers (hole transport layerVHTL, and electron
transport layerVETL) are responsible for efficient charge

Fig. 3. Functionality of a p-i-n OLED structure under operation.
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Figure 6.1: p-i-n OLED structure. Bend bending is observed at the doped or-
ganic/electrod interfaces. (R. Meerheim [171])

a larger selection of electrode materials becomes available due to the very low driving

voltage from p and n doping.

Besides optimized charge transport and injection, the efficiency of white OLEDs

can be further increased by improving the light out-coupling. In a conventional

OLED, over 50% of the emitted light is trapped in the high-index organic and ITO

layers reducing the efficiency of the device. Schwarts et al. reported ηp=28lm/W at

1000cd/m2 by using microlens [173]; and Sun et al. realized ηp=38lm/W at 500cd/m2

with a low-index grid (LIG) on the bottom electrode [174]. Other than the two com-

monly used backside patterning, frontside patterning (e.g. Aerogel) also has demon-

strated potential enhancement.[175]

Another important issue is the thermal management. We have introduced a sys-

tematic analysis on the thermal properties of OLEDs. Although the amount of heat

generated during panel operation has been dramatically reduced by adopting op-

timized structures and phosphorescent materials, operating at high brightness and

over large areas may still lead to increases in the operating temperature of a panel.

This increase of temperature is demonstrated in Chapter V where power is lost due

to the resistance of ITO. A low resistance gold bus line has been introduced at the

anode side to increase the light uniformity and control the temperature rise.[176]
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Figure 6.2: (a) 15cm×15cm lighting panel with a performance of 42.6lm/W at
1000cd/m2 using an outcoupling block with index matching fluid (mea-
sured in an integrating sphere). (b) WOLED panel with four pixels in
series circuit. There are small buss lines through out each pixels to im-
prove the uniformity (inset). (Universal Display Corp.)
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Shown in Figure 6.2, the 15cm×15cm lighting panel has a performance of 42.6lm/W

at 1000cd/m2 using an outcoupling block with index matching fluid (measured in an

integrating sphere), and there are small buss lines through out each pixels to improve

the uniformity

Research and development in the field of OLEDs is proceeding rapidly and may

lead to future applications in heads-up displays, automotive dashboards, billboard-

type displays, home and office lighting and flexible displays. With the promise of being

ten times more efficient than incandescent lighting, OLEDs will change the way we

light our homes and businesses. Many solid-state lighting products are beginning to

appear on the market, and DOE supported research and development continues to

attack many issues that limit performance.

Power consumption is also the reason why OLED is a better choice for portable

devices than its LED counterpart. Light sources based on organic electroluminiscent

materials offer the potential to make a high light intensity possible at a low energy

consumption on mechanically flexible substrates. Key advantages of the organic lu-

minescence are the chemical variability of the organic light-emitting diodes, allowing

virtually any color including white, and the thin film system, allowing large-area and

low-cost deposition, and the possibility to use thin and even flexible substrates to re-

alize a novel class of lighting and display solutions not possible for other technologies.
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APPENDIX A

Optical Matrix based on Dipole Emission

In Chapter V, we applied the standard matrix techniques for optical simulation

in multi-layer structures, where the dipole is included by using additive source terms

for the electric eld that depend on dipole orientation and wave polarization. Here we

provide some details on the techniques.

In the plane-wave basis, fields depend on layer indices nj only through their com-

plex z-wave-vector component kz,j, which obeys the wave equation

k2
z,j + k2

|| =
ω2

c2
n2
j

(A.1)

where kz,j = ωnj(cosθj)/c is the perpendicular component of the wave vector, θj is

the angle between the wave vector and the z axis. kz,j is real for plane waves and

becomes purely imaginary for evanescent waves in a lossless dielectric. The use of kz,j

is thus convenient to treat plane and evanescent waves on the same footing, and k||

is conserved throughout all interfaces. Both plane and evanescent waves are subject

to reflections, transmission, etc.

The radiation pattern of electric dipoles in an unbounded medium is needed in

order to deduce source terms for an electric field based on kz. There are three basic

configurations of radiation patterns for electric dipoles, as shown in Figure. The
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Figure A.1: Bare emission pattern of (a) a vertical dipole in p (TM)modes, (b) a
horizontal dipole in p (TM) modes, and (c) a horizontal dipole in s (TE)
modes. (inset) The azimuthal average for horizontal dipoles.

vertical dipole, denoted v, radiates only p (TM) waves. For the horizontal dipole,

denoted h radiates both p (TM) and s (TE) waves.

(
dP

dΩ
)(v) =

3

8π
sin2θi (A.2a)

(
dP

dΩ
)(h),s =

3

16π
(A.2b)

(
dP

dΩ
)(h),p =

3

16π
cos2θi (A.2c)

where dP
dΩ

is power per unit solid angle, θ1 is the off-normal emission angle in medium

i, and sinθ1 = k||/k1. The total power through 4π solid angle is unity, and the

ratio of s to p power is 3:1. When the above source terms, propagating along ±z,

are expressed as a function of k|| and kz,i, we have normalized source terms for the

horizontal and vertical dipoles.
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A
(v),p
↑,↓ =

√
3

8π
sin θi =

√
3

8π

k||
ki

(A.3a)

A
(v),s
↑,↓ = 0 (A.3b)

A
(h),p
↑,↓ = ±

√
3

16π
cosθi = ±

√
3

16π

kz,i
ki

(A.3c)

A
(h),p
↑,↓ = ±

√
3

16π
(A.3d)

where ↑ and ↓ denote the +z and −z directions. For a completely isotropic source,

one obvious rule is:

P (iso) =
2

3
P (h) +

1

3
P (v) (A.4)

Consider the source terms as additive between field vectors on each side of the

source layer, outside fields are easily calculated for the desired modes:

a11 a12

a21 a22

 ·
 0

E0(θ0)

 =

E10↑

E10↓

 (A.5a)

b11 b12

b21 b22

 ·
E2(θ2)

0

 =

E12↑

E12↓

 (A.5b)

We now deduct the outside field from multilayer matrices as shown in Figure A.2.

With simple algebra, the fields in any layer of the structure can be obtained. Spectral

spread of the source can be accounted for by summation of normalized patterns at

each wavelength with adequate weighting.

Pout =

π/2∫
0

2πΠ(θ)sinθdθ (A.6)
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Figure A.2: Sketch of a layered structure with a source plane inside and matrices
describing the propagation of electric fields from the outside to the source.

where Π = dP/dΩdS is the power per unit solid angle and unit surface. and Pout is

the extracted power on the chosen side.
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APPENDIX B

Numerical System Stability

Numerical system stability is important for obtaining an accurate calculation of

the inverse Laplace transform. Here, the matrix elements in Equation 5.8 are calcu-

lated using a series expansion of the form: [177]

Ai = Di = cosh(Li
√
s/ai) =

∞∑
k=0

L2k
i

(2k)!aki
sk (B.1a)

Bi = Risinh(Li
√
s/ai)/(Li

√
s/ai) = Ri

∞∑
k=0

L2k
i

(2k + 1)!aki
sk (B.1b)

Ci = Li
√
s/aisinh(Li

√
s/ai)/Ri =

1

Ri

∞∑
k=1

L2k
i

(2k − 1)!aki
sk (B.1c)

where s is the Laplace variable, Ai, Bi, and Ci are the matrix elements of the ith layer

as defined in Equation 5.8. Also Li, Ri, and ai are the thickness, thermal resistance,

and the thermal diffusivity of the ith layer.

The convergence of these polynomial expansions must be tested for convergence

to be rigorously valid and free from large errors. A convergence problem originates

from the instability of the inverse Laplace transformation function obtained from

the power series in Equation B.1.[177] As shown in Figure B.1, the temperature
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Figure B.1: Heat transfer for the given composite is calculated in difference orders
(n=6,7,8), where a normalized scale is presented to show when the fluc-
tuation happens. With proper manipulation of complex numbers, the
method guarantees a stable calculation with sufficient accuracy.

rise for a model, 1-mm-thick glass slab where Qtherm = 200W/m2 is calculated for

various polynomial orders (n=6, 7, 8), with the roots of the truncated polynomial

provided in Table B.1. A stable solution requires that all poles have a negative

real part in the case of n=6, and 7. For n=8, two roots have a positive real part,

corresponding to the fluctuation shown in Figure B.1. From the figure, the truncated

denominator polynomial guarantees a stable solution with an error of ≤2% for n ≤7.

For calculations in this study, we find that n=4 provides sufficient accuracy while

being computationally efficient.
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Table B.1: Roots of the truncated denominator polynomial.

Root n=6 n=7 n=8
1st -0.87 -0.86 -0.86
2nd -7.73 -7.81 -7.81
3rd -5.65+24.25i -16.2 -18.82+21.4i
4th -5.65-24.25i -16.3+13.09i -18.82-21.4i
5th -13.27+6.49i -16.3-13.09i -19.87+4.51i
6th -13.27-6.49i -3.21+34.5i -19.87-4.51i
7th -3.21-34.5i 0.814+46.2i
8th 0.814-46.2i
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APPENDIX C

Matrix Code in Maple
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