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Abstract

Genomic sequences of DNA not only code for proteins, but also unique
structural conformations encompassing a wide variety of helical and base-pairing
geometries. Formation of these sequence-specific conformations is driven by a
complex network of cellular interactions including ions, proteins, and supercoiling
forces that constantly bombard the DNA double helix. One particular conformation
Z-DNA, composed of a left-handed helix, is believed to play important roles in gene
expression and regulation. Formation of Z-DNA within the genome results in the
inversion of right-handed B-DNA and creation of distorted junctions at the
intersection of B and Z-form helices. However, much is still unknown about the
sequence-dependence of the B-to-Z transition and B/Z junction formation. Here we
use a wide range of spectroscopic and biochemical methods to characterize the
formation of Z-DNA, B/Z junctions, and other non-canonical DNA conformations.

NMR relaxation dispersion allows for an unprecedented insight into lowly
populated conformations. First, we carry out simulations to explore the limits of
which systems can be quantitatively characterized by Rip relaxation dispersion.
Using relaxation dispersion experiments, we show that sites near or at B/Z
junctions have a high intrinsic propensity in B-DNA to form non-canonical
conformations. By combining NMR dynamics measurements with CD measurements
of the B-to-Z transition, we show that mutations that diminish local flexibility at B/Z
junctions also reduce the propensity to undergo the B-to-Z transition.

To better characterize the role of B/Z junction formation in the B-to-Z
transition, we develop a combined CD and fluorescence spectroscopic approach for
quantitatively assessing the formation of B/Z junctions within mixtures of B and Z-
DNA. Our studies show that the thermodynamics of B/Z junction formation can

significantly influence the B-to-Z transition, allowing for the incorporation of

xii



unfavorable sequences into Z-DNA in order to achieve the most favorable B/Z
junction. These new surprising preferences for Z-DNA formation may expand the
sequence-space predicted to be available to Z-DNA in genomes. Finally, we have
initiated studies on supercoiled DNA using small minicircles and carry out
experiments to probe how sequence-specific mutations, shown to have a dramatic

effect on relaxed linear DNA, influence the properties of supercoiled DNA.
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Chapter 1
Introduction

1.1 Z-DNA Structure

Deoxyribonucleic acid (DNA) is the carrier of genetic information and since
Miescher’s discovery of nucleic acids in the mid nineteenth century, exhaustive
efforts have been carried out to fully understand its functionl. The key to
understanding the biological mechanism of DNA is to have an atomic level
understanding of its structure. Up until the early 1950s some insights had been
made into the structure of DNA, but an atomic DNA structure had not been proven.

In February of 1953, a DNA structure was proposed by Linus Pauling composed
of a triple helix with the phosphates in the core of the helix and bases lining its
exterior?. This structure was partially based on blurry X-ray diffraction patterns and
it quite quickly became apparent that this structure was incorrect particularly
because of the unfavorable phosphate negative ion charge repulsion in the helical
core. Shortly after in April 1953, Watson and Crick published a DNA structure with
the bases in the core of a right-handed double helix which is known as B-DNA
(Figure 1.1, B-DNA)3. To this day the Watson-Crick B-DNA helix is generally
considered and observed to be the most stable DNA structure under most
conditions. Even though the DNA double helical structure had been solved, one of
the biggest remaining questions was how the two DNA strands would come apart
during biological processes. In the fall of 1953 Alexander Rich, a postdoctoral
researcher in Pauling’s lab, wondered if the double helix might go left-handed as a
part of the stand separation process and attempted to build a left-handed helix using
atomic models* One day Pauling walked in on Rich’s model building and said, “Alex,

work on that problem hard. I like the most important discoveries to be made in



Pasadena”4. However, Alexander Rich was unable to build a left-handed DNA model
and moved on to other projects involving RNA.

Twenty six years later in Cambridge, Massachusetts Alexander Rich and
coworkers solved the first high resolution single crystal structure of DNA composed
of a (CG)3 duplex®. Surprisingly, this (CG)3 crystallized with a left-handed helix held
together with Watson-Crick base-pairs (Figure 1.1, Z-DNA). This structure was the
opposite of what had been expected where all the bases had literally flipped over
from Watson-Crick B-DNA to form a left-handed helix. Instead of all of the bases
having a glycosyl anti conformation (nucleobases facing away from the sugar) as in
B-DNA, the Z-form had bases in alternating anti/syn conformations (syn-
nucleobases facing toward the sugar). This alternating structure in Z-DNA causes a
zig-zag in the phosphate backbone, hence the name Z-DNA. The flipping over of the
bases coupled with the alternating glycosyl bond conformation and a re-puckering
of the sugars allows for the bases to maintain Watson-Crick hydrogen bonding when
in the Z conformation. Another significant difference between these DNA structures
is that Z-DNA is composed of dinucleotide units (two base-pairs) because of the

anti/syn glycosyl alternation whereas B-DNA has a mononucleotide unit (one base-

pair).

B-DNA
Helix: Right-Handed

Z-DNA
Helix: Left-Handed
Glycosil: anti Glycosil: anti/syn
Twist: 10.5 bp/turn Twist: 12.0 bp/turn

Pucker: C2 -endo/
C3’-endo

Pucker: C2 -endo

Figure 1.1: Structures of B-DNA (blue) and Z-DNA (black) with some key
structural parameters.



This completely surprising X-ray structure was initially met with much
skepticism since B-form was the widely accepted DNA conformation. Interestingly,
well before the Z-DNA crystal structure of (CG)3 was solved, Pohl and Jovin observed
the inversion of the circular dichrosim (CD) spectrum of a poly(dG-dC) when
changing the DNA solution’s ionic conditions from 0.1 to 4.0 M NaClé. This inversion
of the spectrum suggested that the DNA structure had also inverted, but the atomic
details of this inverted structure were unknown at the time. In order to decipher if
the (CG)3 crystallized in a structure similar to the low or high salt form of poly(dG-
dC), Rich and coworkers recorded Raman spectra of the (CG)3 crystals. Raman
spectra had previously been collected for the low and high salt forms of poly(dG-dC)
and significant spectral differences were observed between each ionic condition’.
The Raman spectrum of the (CG)s3 crystals was nearly identical to the high salt
spectrum of poly(dG-dC) indicating that the (CG)3 had crystallized in the high salt
conformation®.

Subsequent studies showed that the formation of Z-DNA is not limited to just
CG repeats, rather any sequence of DNA can adopt the Z conformation®13. As
discussed in detail in Section 1.3, Z-DNA forms sequence specifically and favors
pyrimidine/purine dinucleotide steps®. Generally Z-DNA is a higher energy
conformation than B-DNA, requiring very specific conditions for its formation such
as the presence of high salt, proteins, or negative supercoiling!*. The ability of DNA
to adopt the Z conformation under these very specific conditions leads to the
question of its biological relevance. Specifically, another major piece of the genomic
Z-DNA puzzle is that if the Z conformation occurred in the genome, it would have to
form surrounded by a sea of B-DNA requiring the formation of right/left-handed

junctions between B and Z-DNA.

1.2 Structure of Junctions Between B-DNA and Z-DNA
Even in the first report of Z-DNA speculation was made about how B-DNA
and Z-DNA might coexist>. While it would take another 26 years to solve a high-

resolution structure of a B/Z junction>, multiple experimental studies painted an



accurate, albeit imprecise picture of the B/Z junction. Shortly after the discovery of
Z-DNA, nuclease digestion experiments detected significant distortions at the site of
B/Z junctions. The nuclease proteins, S1 and BAL-31, used to probe B/Z junctions
are sensitive to base-pair opening and single-strand like distortions in the double
helix16-18, [t was observed that both of these nuclease proteins actively cleaved DNA
with B/Z junctions indicating a single-strand like feature in the junction. From these
studies the size of the junction was estimated to be “on the order of 3 base-pairs”1?,
which was eventually observed in the B/Z junction crystal structure?®. Early CD and
Raman spectroscopic studies also indicated that a unique distorted structure existed
between the intersection of right and left-handed helices2021.

The preceding studies of B/Z junctions were carried out in the context of
large plasmids consisting of thousands of base-pairs. Therefore, while a general
picture of the B/Z junction structure was emerging, little detail at the atomic level
could be determined in such large DNA systems. In 1988, Sheardy synthesized a
small 16 nucleotide DNA that formed a B/Z junction under high salt conditions and
was able to monitor the B-to-Z transition by CD spectroscopy?2. This study by
Sheardy and continued improvement of methods to synthesize short DNA’s opened
the door to more detailed spectroscopic investigations that enabled a deeper
structural and energetic understanding of junction formation. Shortly after the first
CD study of a short B/Z junction duplex a combination of CD, NMR, and Raman
spectroscopies were used to generate a more detailed picture of the B/Z junction
structure?324, These two independent studies conducted with different DNA
sequences both estimated the size of a B/Z junction to be approximately 3 base-
pairs.

Finally, in 2005 the first and only crystal structure of a B/Z junction was
reported by Ha et al. (Figure 1.2)15. In this structure, both B and Z-DNA helices are in
canonical conformations, with the Z-DNA helix bound to proteins that stabilize its
structure (not shown in Figure 1.2). The junction portion of the structure is
composed of 3 base-pairs: two link the B and Z-DNA helices together through
stacking interactions and one base-pair is extruded (Figure 1.2, pink). As noted by

Ha et al, it is remarkable that the handedness of the double helix can be reversed



simply by breaking one base-pair!>. The B/Z junction resolved in the crystal
structure is also consistent with previous observations made on B/Z junctions!¢-
1823,24 For example, the extruded base-pair is likely the explanation for cleavage by
S1 and BAL-31 nucleases. Studies following the crystal structure publication using a
fluorescent nucleotide sensitive to base stacking further confirmed that a base-pair
likely becomes extruded upon formation of a B/Z junction?®.

Over the last 33 years significant strides have been made to characterize the
structure of Z-DNA and other biologically relevant structural features including
junctions between B-DNA and Z-DNA (B/Z junctions) and junctions between two Z-
DNA helices (Z/Z junctions)?6. However, structure is only part of the story. A full
understanding of the impact of Z-DNA must take into consideration the energetics of

its formation and its biological significance.

B-DNA

Z-DNA

Figure 1.2. Crystal structure of a B/Z junction (PDB: 2AC]). Structural
components are color coded as: Z-DNA (black), B-DNA (blue), B/Z junction (pink).
This B/Z junction containing DNA is bound to 4 Za proteins in the crystal structure
(not pictured)?s.

1.3 Thermodynamics of Z-DNA Formation
As observed originally by Pohl and Jovin, very specific sequence and

environmental conditions are necessary for the formation of Z-DNA. The first



sequences shown to adopt the Z conformation were composed of CG repeats.
Subsequent studies expanded the set of sequences able to adopt Z-DNA to include
CA and TG pyrimidine/purine dinucleotide steps!!2?7. Later it was shown that
additional dinucleotides, including non-pyrimidine/purine steps, could adopt the Z
conformation. The transition free energies of the B-to-Z transition have been
experimentally determined for some dinucleotide steps (CG, CA, TA, CC, CT) by
inserting sequence repeats into supercoiled plasmids and measuring the transition
as a function of supercoiling (Table 1.1)%8-32, Transition energies for the rest of the
DNA dinucleotide steps outside these small few have only been empirically
estimated leaving much uncertainty in B-to-Z transition free energies (Table 1.1)33.
In general, sequences rich in pyrimidine/purine repeats energetically favor Z-DNA
formation and in some cases less favorable non-pyrimidine/purine sequences have
a several fold higher free energy cost for the transition. For example, the free energy
cost for a CG step to undergo the B-to-Z transition is 0.7 kcal/mol, while a CC step

has a free energy cost of 2.4 kcal /mol.

Dinucleotide- 5'-3' Transition Energy (kcal/mol)
CG 0.7*
GC 4.0
CA 1.3*
AC 4.6
TG 1.3*
GT 4.6
TA 2.5%
AT 5.9
CC 2.4
GG 24
CT 3.4%
TC 34
GA 34
AG 3.4%
AA 3.9
TT 3.9

* B-to-Z transition energy determined experimentally

Table 1.1: Experimental and estimated B-to-Z transition energies for each
dinucleotide step33. Dinucleotide steps are listed such that they are in an anti/syn
conformation when in Z-form.



Another significant contributor to the thermodynamics of the B-to-Z transition is
the formation of B/Z junctions. Very limited sequence-dependent thermodynamic
data is available for B/Z junction formation compared to B-to-Z helical conversions.
Generally, it is estimated that the free energy cost of B/Z junction formation is ~5.0
kcal/mol 282933 It has been shown that the free energy of B/Z junction formation is
sequence-dependent34, but systematic studies to characterize every junction
sequence have not been carried out. The sequence-dependence of junction
formation likely arises from its structural features as revealed in the B/Z junction
crystal structure (Figure 1.2)15. Here the important sequence-dependent
contributors to the B/Z junction formation free energy cost are likely stacking
interactions between B-DNA and Z-DNA helices and the extrusion of a base-pair at
the junction. Due to the limited available B/Z junction thermodynamic data,
theoretical predictions of B-to-Z transition free energies do not account for the
sequence-dependence of junction formation and assign the same energy cost (5
kcal/mol) to all B/Z junctions.

Despite the limited amount of thermodynamic data available for the B-to-Z
transition, studies have attempted to determine where Z-DNA is likely to form in
genomic DNA35-38, Predictions of genomic Z-DNA formation have been carried out
using a “thermogenomic” approach where Z-DNA hot-spots are pinpointed by
calculating the thermodynamic propensity for sequences to form Z-DNA37. Typically,
these predictions use a statistical mechanics treatment where a two-state zipper
model is used to assign Z-DNA propensities to sequences?8333638 A sequence’s
thermodynamic propensity to form Z-DNA is predicted by simultaneously
accounting for the free energy difference between the B and Z-helical conformations
of each dinucleotide step as well as the cost of B/Z junction formation. In general,
computational studies have found that Z-DNA favoring sequences are typically
localized near transcription start sites, suggesting that Z-DNA may play a role in
transcription3>36, However, recent experiments testing these predictions revealed
significant disagreement between the models and the observed data3¢. Here Li et al.
used chemical cross-linking between a Z-DNA binding protein and DNA to probe for

the occurrence of Z-DNA in human tumor cells. Strikingly, the authors found that



only 1% of the identified Z-DNA “hot-spots” were localized near transcription start
sites36. This study provides a powerful demonstration of the gap in our
understanding of Z-DNA formation and points towards the need for additional
experimental data to improve future theoretical predictions. Also, more
experimental methods need to be developed that can consistently and accurately
pinpoint extents of Z-DNA formation in vivo to test predictions made by these

thermogenomic models.

1.4 Biological Relevance of Z-DNA

1.4.1 Supercoiling induced Z-DNA Formation

Shortly after the discovery of Z-DNA the biological relevance, if any, of this
alternative DNA structure was a highly sought after question. Early studies showed
that the B-to-Z transition in linear DNA could be induced under conditions of
extreme ionic strength (> 2.5 M NaCl); however, under physiological ionic
conditions B-DNA is the lowest energy conformation®. Chemical modifications such
as halogenation or methylation of nucleobases were shown to promote the
transition at lower ionic strength conditions, but this still did not answer the
question if the natural nucleobases could undergo the B-to-Z transition in a
biological context®. Finally, in 1982 it was shown that CG repeats inserted into
negatively supercoiled plasmids could adopt the Z conformation at physiological
ionic strengths!316, The discovery of supercoiling induced Z-DNA formation was a
major discovery, because it was known that DNA supercoiling occurred in a cellular
context.

Supercoiling refers to either an overwinding (positive supercoiling) or
underwinding (negative supercoiling) of the DNA double helix in comparison to its
canonical, preferred structure. Generally, eukaryotic and most prokaryotic DNA is
negatively supercoiled and the level of supercoiling can be dynamically altered
through biological processes such as transcription or nucleosome packaging?®. Over
or under-twisting of DNA results in torsional strain that destabilizes the double
helix; therefore, promoting the formation of non-canonical conformations that

effectively unwind the DNA for negative supercoiling*®4l. In the case of Z-DNA,



formation of a left-handed helix absorbs unwinding of the right-handed B-DNA helix
resulting in an energetically favorable reduction in the level of supercoiling.
Additional studies of supercoil-induced Z-DNA formation revealed that Z-DNA could
form at levels of supercoiling that occur in vivo*?-44. New insights are still being
made into negatively supercoiled induced Z-DNA formation. For example, a recent
study by Lee et al. using optical tweezers showed that minute levels of negative
supercoiling induce the formation of Z-DNA#>. In summary, negative supercoiling
which has been implicated in important biological processes such as transcription

and DNA packaging promotes the formation of Z-DNA.

1.4.2 Z-DNA and Transcription

Early studies also began to reveal that Z-DNA was somehow involved with
transcription*6-48. Antibodies that specifically bind the Z conformation were found
to localize near actively transcribed sites in cells. However, whether the antibodies
were recognizing Z-DNA that was produced by transcription, or instead only
inducing Z-DNA in the DNA after it was made accessible by the polymerase was
unclear4’. Later, in 1987 one of the strongest pieces of evidence supporting
transcription activated Z-DNA was the transcription model proposed by Liu and
Wang where the RNA polymerase complex plows through template DNA generating
positive and negative supercoiling in front of and behind the transcription complex,
respectively (Figure 1.3)4°. Negative supercoiling had been shown to be an inducer
of Z-DNA, so supercoiling resulting from transcription could be a mechanism for its
formation. Multiple studies have found a correlation between Z-DNA formation and
upregulated transcription®0-52, In these studies, the cellular nuclear membrane of
mammalian cells was permeabilized to allow for diffusion of foreign molecules into
the cellular nucleus. Z-DNA specific antibodies were then introduced into the cells
and used to detect formation of Z-DNA during active transcription. Computational
studies also support a transcriptional role for Z-DNA by showing that sequences
with a high probability to form Z-DNA are localized near transcription start sites in

137 human genes®3.
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Figure 1.3: Transcription induced formation of Z-DNA by negative
supercoiling.

1.4.3 Z-DNA and Nucleosomes

The genome of eukaryotic organisms is packaged into cellular nuclei as
chromatin, a complex mixture of DNA and packaging proteins*l. The basic building
block of chromatin is nucleosome particles composed of protein-DNA complexes
with approximately ~146 base-pairs of DNA. In the nucleosome particle DNA is
wrapped around a protein core in a left-handed manner resulting in negative
supercoiling*!. Multiple studies have implicated a role for Z-DNA in nucleosome
positioning and remodeling.

Early in vitro studies showed that DNA in the Z conformation was not readily
incorporated into nucleosomes, suggesting that Z formation in vivo would inhibit its
incorporation into nucleosomes®4->8. This led to the hypothesis that sequences
localized near transcription start sites in the Z-conformation could make local DNA
accessible to transcription factors by reducing nucleosome occupancy>®. A recent
study by Wong et al. using yeast demonstrated that Z-DNA could in fact act as a
nucleosome boundary element®. Sequences favoring Z-DNA formation ((CG)¢) were
implanted upstream of a TATA box transcription start site and it was observed that
nucleosomes had a low occupancy near the (CG)s region. Further, it was shown that
transcription could be upregulated by placing the (CG)9 near the TATA box
suggesting that the absence of nucleosomes made the TATA box more accessible to
transcription initiation factors. Placement of the (CG)o at sites more distant from the
TATA box showed no enhancement of transcription further supporting this
hypothesis.

In addition to the repulsion of Z-DNA incorporation into nucleosomes,

sequences incorporated into nucleosomes with a high propensity to form Z-DNA can
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play a role in nucleosome regulation. A study by Liu et al. on the CSF1 CATA
promoter demonstrated that Z-DNA formation could play a role in nucleosome
remodeling by absorbing the negative supercoiling resulting from nucleosome
removal®l. Here a chromatin remodeler, BAF, facilitated Z-DNA formation by
nucleosome removal of a Z-DNA favoring TG repeat (Table 1.1) located 26 base-
pairs upstream of the CSF1 promoter sequence. Z-DNA formation stabilized a
nucleosome free state for the surrounding DNA, therefore allowing transcription

factors access to the CSF1 CATA promoter sequence.

1.4.4 Proteins that Bind Z-DNA

If Z-DNA had a biological function, then naturally occurring proteins would
likely exist that specifically interact with the Z conformation. It took 14 years after
the initial discovery of Z-DNA to find such naturally occurring proteins. First, a
strategy was developed to detect and characterize proteins that bound Z-DNA. Here,
Herbert et al. designed a radioactively labeled DNA sequence with bromanated
guanines that exists in the Z conformation under physiological ionic conditions®2.
This DNA was then used to detect the binding of proteins specific to the Z
conformation using gel band-shifts. Additional studies employing this strategy led to
the discovery and sequencing of the double-stranded RNA adenosine deaminase
(ADAR1) protein that specifically binds the Z conformation with high affinity®3.
Further studies of ADAR1 pinpointed the Z-DNA binding activity to a 70 amino acid
domain named Zo%*. Spectroscopic and gel shift studies verified that the isolated Za
domain bound the Z conformation with high affinity (low nM) and that it could
specifically bind Z-DNA when surrounded by B-DNA®566,

The final structural verification that the Za domain bound Z-DNA was
achieved when Kim et al. solved the structure of a Za-(CG)3 complex by X-ray
crystallography showing that the (CG)z DNA was in the same conformation as that
observed in the first Z-DNA crystal structure®®. The crystal structure revealed
specific interactions between the Za domain and the Z form phosphate backbone

and nucleotides in the syn conformation. Subsequent X-ray crystallography studies
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showed that the Za domain recognizes conformational features specific to Z-DNA
rather than sequence-specific ones®’. Once the key Z-DNA binding residues were
identified in Za, structures were solved for additional proteins with similar Za
domains including the vaccina virus E3L® and the interferon response DAI®°
proteins.

Interestingly, each protein discovered to have a Za domain has a different
function. The ADAR1 protein is an RNA editing protein that deaminates adenosine
to yield inosine 7971, Since inosines are read as guanines in the ribosome, RNA
modifications made by ADAR1 change the amino acid sequence of the coded protein.
It has been proposed that the Z-DNA binding affinity might localize ADAR1 to active
transcription sites allowing it to modify transcribed RNA70.7273, ADAR1 can also bind
RNA in a Z-RNA conformation and it has been shown that RNA’s with Z-RNA
favoring sequences are more prone to modification’*. ADAR1 localizes in the
nucleus and cytoplasm of the cell and has been implicated as a cellular defense
element by targeting and modifying RNA viruses’>-78,

The E3L protein, which contains a Za domain with a weaker Z-DNA binding
affinity than ADAR1, is found in poxviruses. Poxviruses live in the cellular cytoplasm
and suppress the cellular interferon defense mechanism. Experimental studies have
shown that the Za domain is essential for the viral pathogenicity of the vaccina
poxvirus’?-81, In one study, mice infected with the natural vaccina virus died within
one week, but the mice did not perish upon infection with viruses that had a Za-
deficient E3L protein”°. Interestingly, mutations also showed that the vaccina virus
was always lethal regardless of the identity of the Za domain attached to E3L
whether from E3L, ADAR1, or DAL Additional studies using vaccina virus infected
HeLa cells further confirmed the necessity of the Za domain in E3L for viral
function®?. Overall, these studies both suggest that the Z-DNA binding component of
E3L is crucial for interfering with cellular defense mechanisms.

Another protein, DAI (DNA-dependent activator of IFN) also contains a Za
domain. When the crystal structure of the DAI Za domain bound to Z-DNA was
solved, the function of DAI (DLM-1 at the time) was unknown having initially been

found to be upregulated in tumor cells®?8283, Recently, it was found that the DAI
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protein acts as a DNA sensor that triggers immune responses upon detection of
foreign DNA in the cell’s cytosol®*. Further investigation of the DAI's immune
response mechanism revealed that the ADAR1 gene is turned on by the immune
response®>86, Once transcribed and synthesized, ADAR1 competes with DAI for
binding with foreign DNA’s and ultimately turns down the immune response. It was
also proposed that the E3L protein of the vaccina virus similarly works as a DAI
competitor to turn down the cellular immune response81:86,

In summary, the common thread between the ADAR1, E3L, and DAI proteins
is the Za domain. Each protein has significantly different functions, but all are
related in some way to the cellular immune response system. The existence of these
proteins revealed that biology has specifically evolved a means to recognize Z-DNA.
The discovery of negatively supercoiled induced Z-DNA formation further solidified
its biological relevance in processes such as transcription and nucleosome
positioning. However, since genomic Z-DNA is only transiently formed, it remains
extremely difficult to detect thus leaving open the possibility that Z-DNA may play a

more expansive biological role than that has yet to be observed experimentally.

1.5 Spectroscopic Methods to Probe DNA Structure and Dynamics

1.5.1 CD Spectroscopy

Circular dichroism (CD) spectroscopy is one of the most versatile
spectroscopic techniques able to probe the polymorphic structure of DNA87.88. Here
we highlight a few of the advantages of using CD to study structure. First, CD is
highly sensitive to DNA structure where each polymorphic structure of DNA
including B-DNA, Z-DNA, A-DNA, quadruplex, and others give unique CD spectra
(Figure 1.4)88. Second, CD can be used to quickly assess DNA structure as a function
of many different conditions since CD spectra can be acquired very rapidly and with
very little effort in experimental preparation. This is in contrast to more
complicated techniques such as NMR that require significant optimization and time

consuming assignment experiments. Third, CD requires very little sample (uM
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concentrations), allowing for samples to be studied that are cost prohibitive or
difficult to prepare. Finally, CD is not limited by the size of the system that can be
studied. Unlike NMR, which is limited to a relatively small DNA sample size (< 100
base-pairs), CD can probe DNA’s as large as plasmids (1000’s of base-pairs) and

under conditions of high ionic strength8999,
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Figure 1.4: CD spectra of pure B-DNA and Z-DNA helices. CD spectra are of a
(CG)6 duplex in 0.0 M (black) and 5.4 M (red) NacCl.

The physical basis for CD spectroscopy involves the absorption of circularly
polarized light87. Here chiral molecules interact uniquely with left and right-handed
circularly polarized light and absorb each type to differing extents. Skewed
absorption of one type of polarized light, either left or right-handed, gives rise to a
CD signal. Achiral molecules do not give a CD signal. For DNA, CD is typically
observed for the ultraviolet region spanning ~180-300 nm where the nucleobases
interact with light87.88, The unit typically used to quantify CD signal is ellipticity,
which is expressed in degrees. The ellipticity is the difference in molar extinction
coefficients for right and left-handed circularly polarized light multiplied by a scalar
factor (3298.2)87.88, The theoretical description of the CD signal as a function of
wavelength is extremely complicated; therefore, the interpretation of CD spectra of
biomolecules is usually strictly empirical®8°l. Characteristic CD spectra of nucleic
acid and protein structural polymorphs are typically assigned by obtaining CD
spectra of molecules with known structure, where the structure is then used as the

basis for quantifying the structural composition of CD spectra88°1l. Methods to study
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the solution structures of proteins by CD are very well developed with many
software packages available for spectral analysis®l. Generally, these software
packages use linear combinations of reference spectra to fit the CD spectra of the
target protein. The structural composition of the target protein is then interpolated
from the known structures of the reference spectra. Structural interpretation by CD
for nucleic acids is not nearly as advanced as it is for proteins. However, the unique
CD spectral signatures are known for most DNA structure types®8.

CD spectroscopy is one of the most commonly used methods to study the
structure, kinetics, and thermodynamics of Z-DNA. As mentioned previously, the
first experimental observation of Z-DNA was made by Pohl and Jovin when the CD
spectrum of a poly(dG-dC) inverted upon changing the DNA solution’s ionic
conditions from 0.1 to 4.0 M NaClé. An example of a salt induced B-to-Z transition for
a CG repeat as observed by CD is shown in Figure 1.4 where a right-to-left-handed
helical conversion inverts the CD spectrum. Other studies have used CD to rapidly
determine the conditions at which Z-DNA will form whether in the presence of
specific ionic conditions??293, proteins that bind Z-DNA®366, or Z-DNA stabilizing
inorganic complexes®4%. Many studies have also been carried out to probe the
mechanism of the B-to-Z transition by rapidly inducing the transition and
monitoring it by CD spectroscopy®’-?8. Other studies have quantitatively analyzed CD
spectra of Z-DNA as a function of different ionic conditions to reveal intermediates
along the B-to-Z transition pathway3499. In summary, CD spectroscopy is a powerful
technique to characterize the structure of biomolecules and has proven to be a

versatile method to probe the formation of Z-DNA.

1.5.2 Fluorescence Spectroscopy

Another highly sensitive probe of DNA structure is fluorescence
spectroscopy!90-102_ Fluorescent nucleotide analogues have been used to study a
wide range processes associated with nucleic acid structural transitions such as
folding, dynamics, hybridization, and protein-nucleic acid interactions. While the
natural nucleobases are not fluorescent, small chemical modifications can be made

to make them fluorescent. Chemical approaches to generating fluorescent
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nucleobase analogues include tethering fluorophores to nucleotides, expanded
nucleobases, and nucleotides that have been substituted with fluorescent aromatic
groupsi%2. The goal for all of these chemical modifications is to limit energetic and
structural perturbations that arise from changing the nucleotide’s chemical
composition. An ideal fluorescent nucleotide maintains similar hydrogen bonding
patterns and molecular size upon substitution into a DNA sequence. Each nucleotide
has various fluorescent analogues and the development of new improved analogues
is an active area of research%?,

One of the earliest developed and still most popular nucleotide analogues is
2-aminopurine (2AP), which can be used as a purine mimic to probe base stacking
interactions103.104, 2AP differs from adenine only by the position of its amino group,
which is moved from the 6 to 2 position (Figure 1.5a). This slight modification
allows for 2AP to remain in a Watson-Crick like conformation while maintaining two
hydrogen bonds when base-paired with thymine. This similarity to adenine makes
2AP an ideal fluorescent analogue and its substitution has been shown to result in
minimal structural perturbations10>106, While 2AP minimally perturbs DNA
structure, its substitution does result in some local energetic destabilization0>-107,
2AP can also be substituted for guanines, but with a larger energetic perturbation
compared to adenine as a 2AP-C base pair can only form 2 hydrogen bonds instead
of the 3 found in a G-C pair. Furthermore, 2AP has the advantage of being widely

commercially available.
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Figure 1.5: 2-Aminopurine as a probe of base stacking interactions. a)
Comparison of adenine (red) and 2AP (blue) where the amino group is highlighted.
b) The fluorescence of a helical 2AP (top, light blue) is quenched significantly
compared to an extruded 2AP without base stacking interactions (bottom, light
blue).

2AP is highly sensitive to base stacking interactions as its fluorescence is
significantly quenched upon stacking with other nucleobases!93194 Any change in
stacking or extrusion of the 2AP base can result in up to a 100 fold increase in
fluorescence intensity (Figure 1.5b). While 2AP is highly sensitive to any change in
stacking interactions, structural interpretation of changes in 2AP steady-state
fluorescence have proven to be elusive in many systems08-110. A change in
fluorescence intensity absolutely indicates a structural change has occurred, but the
identity of the structural change cannot be determined based purely on steady-state
fluorescence. For example, large enhancements in fluorescence could arise due to
the extrusion of a helical base or helical kinking where stacking interactions are lost.
Therefore, when interpreting 2AP data, all possible structural changes must be
considered when trying to understand a change in fluorescence intensity.

2AP has recently been utilized as a probe of Z-DNA structure2>111.112, The
first application involved the creation of a molecular thermometer based on the B-
to-Z transition where the thermometer’s fluorescence reported on

temperaturel11112, The thermometer utilized the entropy of the B-to-Z transition
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where Z-DNA has lower entropy than B-DNA. Thus, as the system is heated the
amount of B-DNA increases resulting in a reduction in fluorescence intensity.
Temperature dependent changes in fluorescence could be attributed to differences
in base stacking interactions between B-DNA and Z-DNA. When the 2AP is in the B
conformation, it stacks with both it’s 3’ and 5’ neighboring bases. However while in
the Z conformation it only has a strong stacking interaction with its 5’ neighboring
base. This loss of stacking interactions, when in Z-form, results in a large increase in
fluorescence intensity compared to B-DNA. 2AP is also an ideal probe of B/Z
junctions because bases at the site of the junction become extruded and
unstacked!13. A study by Kim et al. provided additional evidence supporting the
extrusion of bases reported in the B/Z junction crystal structure and showed that
base extrusion likely occurs regardless of if the system is in solution or crystal
form?2>113, 2AP nucleotides have also been used to study the formation of Z/Z, and
A/Z junctions in both DNA and RNAZ2. In Summary, 2AP fluorescence based
methods are powerful for characterizing changes in DNA base stacking interactions.
2AP has been shown to be sensitive to the B-to-Z transition, but caution must be

made in the structural interpretation of changes in 2AP fluorescence.

1.5.3 NMR Methods to Characterize the Dynamic Structure Landscape of Nucleic Acids

A complete and predictive understanding of DNA behavior ultimately will
require atomic characterization to go beyond static structures towards a description
of the free energy landscape. The free energy landscapel!* provides a unified and
complete description regarding the dynamic properties of nucleic acids that are
relevant for understanding their function (Figure 1.6, landscape). Here, the free
energy is specified for every conformation that can be adopted by the DNA/RNA.
The fractional population of a given conformer depends on its relative free energy,
whereas the rate with which two conformers interconvert depends on the free
energy barrier that separates them. Cellular cues perturb the free energy landscape,
diminishing barriers and/or stabilizing conformers that are otherwise unfavorable,
and thereby redistribute the conformer populations to effect specific biological

outcomes. While rich in information, the free energy landscape is very complex, and
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cannot be fully measured experimentally. Fortunately, important insights into
biological function can be obtained by focusing on a sub-set of conformers that
populate minima along the energy landscape. Studies increasingly show that such
‘low-hanging fruit’ conformers are often the ones that are stabilized by cellular cues
to carry out biological function15-117, These more appreciably populated conformers
are also more amenable to experimental characterization using spectroscopic
techniques that probe dynamic fluctuations in structure along the energy landscape.

We will refer to this partial energy landscape as the ‘dynamic structure landscape’.
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Figure 1.6: NMR methods for characterizing the DNA/RNA dynamic structure
landscape. Dynamic Structure Landscape: Transition free energies (red, kcal/mol)
corresponding to typical timescales of interconversion were estimated using
transition state theory at 25 2C. NMR Experiments: Solid lines indicate the
timescales at which each NMR experiment is optimally suited for, while the dotted
lines indicate timescales that are difficult to probe. Probes: Nuclei most commonly
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used for RNA dynamics measurements: protonated carbons (blue), imino protons
(green), backbone phosphorus (red).

The importance of dynamics to protein function has been appreciated ever
since X-ray structures of myoglobin revealed no open passageway between the
heme iron and external solution back in 1966118, Among many techniques that are
now being developed to study DNA/RNA dynamics at atomic resolution, solution-
state  NMR spectroscopy, which has contributed significantly toward the
characterization of protein dynamics!19120, has a unique role to play (Figure 1.6,
NMR). Firstt NMR can be used to measure dynamics at atomic resolution,
comprehensively for sugar, base, and backbone moieties across different residues
(Figure 1.6, probes). Second, multiple interactions can be measured at a given site to
deduce structural, kinetic, and thermodynamic characteristics of not one, but many
motional modes occurring at different timescales. Third, NMR enjoys broad
sensitivity to motions spanning picosecond to second and longer timescales (Figure
1.6, NMR) and can be used to characterize very subtle changes in conformation,
including those involving minutely populated conformers (on the order of ~ 10-7 %)
that have exceptionally short lifetimes (on the order of nanoseconds). Last but not
least, NMR provides a powerful approach for exploring how the dynamic structure
landscape is modulated by cellular cues and time-resolved methods can be used to
follow these perturbations in real time.

As shown in Figure 1.6, there are a multitude of NMR experiments that can
be wused to characterize structural dynamics spanning picosecond-minute
timescales. Each NMR technique has a timescale sweet spot for which it is
applicable. Fast motions occurring at ps-ns timescales can be quantified using spin
relaxation experiments where the amplitude and timescale of motions can be
determined. Dynamical transitions occurring over ps-ms timescales can be
characterized using residual dipolar couplings. Here the amplitude of motions can
be determined, but unfortunately the absolute timescale of the motions is unknown.
Experiments that probe exchange events occurring on the us timescale or slower

commonly take advantage of the difference in Larmor frequencies between
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exchanging states. Here, structural transitions result in inequivalent electronic
environments of nuclei making their corresponding chemical shifts different.
Relaxation dispersion experiments are useful for quantifying processes that occur
on us-ms timescales where the thermodynamics and kinetics of the exchange
process can be determined. Transitions occurring on the ms-s timescale can be
quantified using ZZ Exchange experiments where again the thermodynamics and
kinetics of the exchange process can be determined. Conformational transitions that
occur at second or slower timescales can be quantified using time-resolved
experiments. Here, a system in equilibrium is typically chemically perturbed and the
race to the new equilibrium state is monitored in real time.

For the purposes of this study we focus primarily on relaxation dispersion
techniques to probe lowly populated conformational states. Sometimes
biomolecules transition into conformational sub-states, often referred to as ‘excited
states’, that populate different local minima along the energy landscape, and that
require loss of key stabilizing interactions that are partially restored by formation of
new ones (Figure 1.6, landscape). These excited states are not to be confused with
electronic excited states, rather they are conformational states higher in free energy
than the ground state conformation. NMR relaxation dispersion techniques provide
a rare opportunity to characterize the population, lifetime, and conformation of
these lowly populated (as low as 1%) and transient (lifetimes < 1 ms) excited
states121.122,

To understand relaxation dispersion, consider a nucleus that exchanges
between a major ground (G) and minor (E) excited state with chemical shifts, wg and
wg, respectively. In the absence of exchange, two NMR peaks are observed with
chemical shifts wg and we with integrated volumes that reflect their relative
populations (Figure 1.7a). Now consider what happens when G and E states
exchange at a rate (kex = kge + kgg) comparable to their NMR frequency difference
(Aw = wgc - wE). In this case, the frequency of a given nucleus stochastically fluctuates
between w¢ and we. Because nuclei in different molecules spend varying amounts of

time in the G and E state, their magnetization no longer precess in synchrony
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(Figure 1.7b). The resulting ‘fanning out’ of the magnetization leads to a decay in the
net oscillating signal and an additional exchange contribution (Rex) to transverse
relaxation (Rz) (Figure 1.7c). The ensuing line broadening of signals can result in the
total disappearance of the E signal (Figure 1.7a). Relaxation dispersion experiments
probe the invisible E state by measuring the exchange broadening contribution to
the visible G state signal following the application of a series of RF pulses in the
Carr-Purcell-Meiboom-Gill (CPMG) experiment, or constant RF field in the Rip
experiment (Figure 1.7b). For example, in the CPMG experiment, a series of 1802
pulses reverse the precession of magnetization at constant time intervals, tcp; as a
result, any dephasing that accrues prior to the 180° pulse is partly refocused in the
following period, with the extent of refocusing increasing with shorter ¢, delays
(Figure 1.7b). The exchange contribution is measured as a function of tc, in CPMG
and the power/frequency of RF field in Rip. The resulting relaxation dispersion
curve (Figure 1.7c) is typically fit to a two-state model. For slow (kex << |Aw]| ) to
intermediate (kex ~ |Aw|) exchange, this yields the population (pg), lifetime (tex =
1/kex), and chemical shift (wg) of the excited state, the latter carrying structural
information, whereas for fast exchange (kex >> |Aw|), only Texand ®=pcpeAw? can be
determined and additional experiments are needed to resolve Aw and pg. The CPMG
experiment only yields the absolute difference in chemical shift |wg - wg|, and

additional experiments!23124 gre typically needed to determine we.
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Figure 1.7: Characterizing micro-to-millisecond exchange by relaxation
dispersion. (a) Exchange between ground (G) and excited (E) states leads to
broadening of the G signal and disappearance of the E signal. (b) Fanning out of bulk
magnetization due to exchange can be suppressed by application of RF fields. (c)
Characteristic relaxation dispersion curve showing the power dependence of Rex
which can be used to extract in favorable cases the populations (p), exchange rates
(k) and chemical shifts () of G and E. (d-f) Examples of conformational exchange
characterized by CPMG and Riy carbon relaxation dispersion. (d) Sugar repuckering
in a GCAA tetraloop using selectively labeled C2' and C4' (green) probes!2>. (e)
Transition toward an excited state structure in the U6 RNA involving a CA* base-pair
and looping out of a uridine bulgel?¢. (f) Transition to Hoogsteen (HG) GC* base-
pairs in canonical duplex DNA (Adapted from ref 144).

CPMG relaxation dispersion can be used to probe exchange processes
occurring at microsecond to tens of millisecond timescales'?1122, The CPMG
experiment proves difficult to apply to nucleic acids because 13C experiments are
complicated by extensive 13C-13C scalar couplings that are difficult to suppress due
to challenges in achieving selective carbon excitation with hard 180° pulses125127,
This problem was recently addressed by preparing RNA samples that are
specifically 13C labeled at the C2' and C4' sugar positions!?> (Figure 1.7d, green).
CPMG experiments on these samples led to the observation of excited state sugar

conformations in the GCAA tetraloop with populations of 15-30% and lifetimes of
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30-42 microseconds that most likely correspond to exchange between C3'-endo and
C2'-endo sugar pucker conformations!?> (Figure 1.7d).

The Rip experiment has been more widely used than the CPMG experiment in
studies of nucleic acids because spin lock fields can be used more selectively to
reduce or eliminate unwanted 13C-13C interactions. Additional benefits include the
ability to directly determine wg at a single magnetic field strength without the need
for additional experiments?8. The upper limit for motional timescale is comparable
to, if not greater than that of the CPMG experiment (tens to hundreds of
microseconds) and is limited by the amount of RF power that can be dissipated into
the probe. While technical considerations have traditionally limited the lowest RF
spin lock strength to ~1,000 Hz (Figure 1.7c) and the timescales to exchange
processes faster than ~500 microseconds, recent advances permit use of much
lower spin lock fields129-131 (on the order of 100 Hz) extending the timescale
sensitivity to tens of milliseconds.

The Rip relaxation dispersion experiment measures line broadening as a
function of the power and frequency of a constant RF spin lock field132. The Rip
relaxation constant is determined by measuring the decay of the projection of the
magnetization about the applied magnetic field (wetf) as a function of time (Figure
1.8a). In an Rip experiment, the magnetization is aligned about an applied RF field
weff that is determined by the amplitude of the applied pulse (w1) and the frequency

offset at which the pulse is applied (€2). Here,

R, =R cos’0 +R,sin’6 )
with,
w
0 =tan'| —-|, 2
(o) @
AQ=Q-ow,, (3)
Q = poQ; + P Q) (4)

where i is the frequency of the applied field, Q¢ is the resonance frequency of the
ground state, Qg is the resonance frequency of the excited state, and R: and R; are

the longitudinal and transverse relaxation constants, respectively. In the limit at
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which the applied magnetic field is way off resonance (AQ >> 0) from the ground
state Rip is essentially a measure of R; whereas if the magnetic field is applied on
resonance (AQ2 = 0) with the ground state, Ry is effectively an Rz measurement.

When conformational exchange occurs and a nucleus’ Larmor frequency
changes during the spin lock period, another component, Rex, must be accounted for
in Rip. Here Rip becomes,

R, =R cos’0+(R,+R,)sin’0 (5)

to account for exchange. In the Riy experiment, the magnetization of the ground and
excited states is initially aligned with their respective effective fields. During the
duration of the spin lock period, some molecules in the ground state convert to the
excited state and some in the excited state convert to the ground state. Once a spin
has switched conformational states, its magnetization begins to precess about its
new corresponding effective field (wr or wg). As these states exchange back and
forth, the overall projection of the magnetization about the effective field is reduced
due to the dephasing of the magnetization as a result of exchange. Shown in Figure
1.8 is an example of an exchanging system under the influence of two spin locks
with different amplitudes (w1). Application of a weak spin lock (w1 = 100 Hz) results
in significant dephasing of the locked magnetization due to the differences of the
exchanging effective fields. For weak spin locks there is a large angular difference
between the G and E effective fields and their corresponding frequencies of rotation.
Application of a stronger spin lock (w1 = 3000 Hz) results in less dephasing, and
correspondingly the effects from conformational exchange are suppressed in Rip

(Figure 1.8b,c).
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Figure 1.8: Graphical representation of Rip relaxation dispersion. a) Rip
relaxation is the rate of relaxation of the magnetization (green) aligned about an
effective field wefr. Any magnetization that is not aligned about wess will precess about
the applied field wefr (indicated with circles). b) Rip dispersion profiles for a system
undergoing millisecond conformational exchange (left) and no conformational
exchange (right). c) Enhancement of the magnetization decay from conformational
exchange under the influence of a weak (100 Hz) spin lock field. d) Suppression of
exchange effects on the magnetization decay from conformational exchange under
the influence of a stronger (3000 Hz) spin lock field.

The evolution of the magnetization under the influence of a spin lock can be
described by the Bloch-McConnell equations!?8133134  This set of differential
equations describes the time evolution for the ground (Mg, Mgy, Mgz) and excited

state (Mex, Mey, Mez) magnetization components as a function of time,

M.\ (-ky: -R, K -5, 0 0 0 Mg, 0

M, kep kyc — R, 0 -0, 0 0 M, 0
i MGy _ 5G 0 _kGE -R, kEG —, 0 MGy +R 0 (6)
dt| My, 0 o, kg ke — R, 0 -, M, o

JVIGZ 0 0 , 0 koe — R, kg MGz Mg,

M, 0 0 0 o, ke ki =R\ M, My,
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with,
0; =Q; ~w,, (7)
0y =Q; —w,, (8)
, kge is the rate constant for ground to excited state transitions, kgg is the rate
constant for excited to ground state transitions, w: is the amplitude of the applied
field (s'1), and wiris the frequency (s'1) at which the spin lock is applied.

The Bloch-McConnell equations fully describe the evolution of the
magnetization and the resulting Rip, however they are not practical for determining
exchange parameters (Kex, pg, Aw) from experimental data due to the computational
cost of solving Equation 6. Multiple simple algebraic equations which are more

amenable for fitting experimental data have been derived that accurately predict Rip

under certain conditions!32. The first such equation derived was the fast exchange

equation!3s,
Dk
R, =R cos’ 0 + R, sin’+sin’| ——25-|, (9)
L W, +k,,
with,
D = pypAw’, (10)
Aw =Q; -Q,. (11)

Here the timescale of exchange, kex, can be elucidated but the highly desirable
excited state parameters of chemical shift and population cannot be determined due
to their coupling in ® without additional knowledge of the system. Therefore, this
equation is useful for estimating the rate of exchange when the system is in fast
exchange (Kex >> Aw).

Palmer and coworkers have derived a number of more complicated algebraic
equations that are accurate for exchange scenarios in the intermediate and slow
exchange regimes (kex < Aw)128136-138 The most versatile equation was derived by
determining the characteristic sixth-order polynomial of the Bloch-McConnell

equations and then using Laguerre’s method for polynomial root finding!38. Here,
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sin® Op, p,Aw’k,, (12)
2k, (P + Proy)
Wowy + Wk,

R, =R cos’ 0 +R,sin’ 0 +

2 .2 2 2 : .2 2
Wy |0 +k, —sin” Op;p Aw”| 1+

with,
wly =AQ +w], (13)
wg =(Q; -w,)’ +0/, (14)
0y =(Q; —0,) +0] (15)

Equation 12, which we will refer to as the Laguerre equation accurately calculates
Rip consistent with the Bloch-McConnell equations when pg < 30%138. If pg > 30%,
caution should be used when interpreting data as the accuracy of the Laguerre is
reduced. With these simple algebraic expressions in hand, experimental data can be
rapidly fit to determine exchange parameters.

Some of the earliest experimental R,, studies on nucleic acids revealed

microsecond timescale exchange processes involving an excited state CA* base-pair
within the active site of the lead-dependent ribozyme that may be important for
catalysis!39. More recent studies suggest that excited states that are coupled to
protonation of nucleobases may be quite common. For example, Blad et al
uncovered a microsecond timescale exchange processes directed towards an excited
state structure involving a CA* base-pair within a functionally important region of
the U6 RNA element from the spliceosome which is accompanied by the looping out
of a uridine bulge!26.140 (Figure 1.7e), whereas Nikolova et al. uncovered an even
slower millisecond exchange process directed towards excited state GC* Hoogsteen
base-pairs in canonical duplex DNA4! (Figure 1.7f). The above two studies provide
rare examples in which the structure of the excited state could be determined. In
both cases, this was accomplished by trapping the excited state, either by lowering
the pH or by introducing chemical modifications. With these structures in hand, the
authors were able to gain insights into the conformational pathway linking the

ground and excited states using various computational methods!41.142,
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Because the relationship between chemical shift and nucleic acid structure is
not fully developed, it is generally not feasible to determine nucleic acid excited
state structures de novo by relaxation dispersion. While this has made it difficult to
directly link observed micro- to millisecond motions to function, potential roles
have been proposed. For example, Zhang et al. observed a concerted exchange
process in the PreQi-binding riboswitch involving three contiguous residues that
form a sharp turn that may provide a dynamic lid for entry of the PreQ; ligand into
the deep binding pocket of the aptamer domain!43. Micro- to millisecond motions
were also observed in two universally conserved ribosomal A-site internal loop
adenines that were interpreted to potentially reflect the looping in and out motions
needed to proof read the mRNA message during translation!3l. Taken together,
these studies establish excited states as a ubiquitous feature of the nucleic acid
dynamic structure landscape. Further studies are however required to structurally
characterize these states and more firmly establish their link to function.

One of the goals of this dissertation is to utilize relaxation dispersion
experiments to identify dynamic sites in DNA that have a high propensity to form
non-canonical conformations. First, we carry out simulations to determine
conditions that are necessary to obtain a full quantitative characterization of the
populations and chemical shifts of excited states from Rip relaxation dispersion
experiments. We then apply dispersion experiments to identify dynamic sites in
DNA with a high propensity to form non-canonical conformations. With a residue
level understanding of sites with high conformational flexibility in hand, we test
how a change in local stability influences the formation of highly distorted
conformations, specifically B/Z junctions. We also develop a combined CD and
fluorescence spectroscopic approach to further understand the formation of Z-DNA
when coupled to the creation of B-Z junctions. Finally, studies of supercoiled DNA
are initiated and experiments are carried out to begin to understand how sequence
specific mutations, shown to have a dramatic effect on relaxed linear DNA, influence

the properties of supercoiled DNA.

Some of the NMR portion of this chapter was published in a Nature Methods Review144.
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Chapter 2

How Fast can Riy Go? Determination of the Timescale Limits for Obtaining
Robust Exchange Parameters

2.1 Introduction

NMR spectroscopy is a powerful technique for characterizing the kinetics,
thermodynamics, and structures of complex biomolecules at atomic resolution. One
particular NMR technique, relaxation dispersion, allows for the characterization of
lowly populated short-lived conformational states, existing as low as one percent of
the time for 10-3-10-> seconds, that are in a dynamic equilibrium with a dominant
ground statel2. These relaxation dispersion methods are particularly powerful for
characterizing systems undergoing chemical/conformational exchange at rates
occurring on the us-ms timescale and allow for the determination of the kinetics,
thermodynamics, and chemical shifts of lowly populated (excited) states. Over the
last decade relaxation dispersion methods have evolved significantly in the field of
biomolecular dynamics, and recently achieved the pinnacle of solving the structures
of conformational states populated less than five percent of the time3-7. These
studies relied on analysis of populations, rate constants, and chemical shifts
obtained from fitting experimental relaxation dispersion data to simple models.

Much effort has been directed towards establishing criteria for obtaining
reliable populations, chemical shifts, and rate constants from data fitting both by
improving experimental data collection and by testing the limits of theoretical
models used for fitting®-13. Previous theoretical efforts have primarily focused on
Carr-Purcell-Meiboom-Gill (CPMG) based methods. Statistical analysis of CPMG data
has resulted in improved experimental strategies for minimizing data collection
times and has roughly defined the limits (populations, kinetics, and chemical shifts)

of what can be accurately quantified experimentally1013, While CPMG relaxation
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dispersion is the preferred technique for proteins, Rip methods are much more
easily applied to nucleic acids4. Although a multitude of algebraic equations have
been derived to accurately model Ri, relaxation dispersion data as a function of
applied power (w1) and offset (R2), an analysis of the exchange regimes in which
robust fitting parameters can be obtained has not been undertaken?s. In this chapter
we carry out simulations of Rip relaxation dispersion data to probe the limits of
which exchange scenarios allow for the determination of robust fitting parameters,
which are necessary for excited state structural characterization. Also, we highlight
some experimental pitfalls that might bias curve fitting which could result in

incorrect fitted parameters.

2.2 Methods
2.2.1 Grid Searching

Synthetic Rip relaxation dispersion curves were generated using the Laguerre
equation (Chapter 1, Equation 12) and were made to emulate typical experimental
nucleic acid data sets consisting of 150 data points with varying powers (w1) and
offsets (©2)7. These data sets were then uniformly noise corrupted with 5% error by
randomly selecting a value from a normal distribution centered at the Laguerre Rip
with a standard deviation of 5% (Appendix 1). The exchange parameters are defined
identical to Chapter 1 where Am = wg - wE, pE is the excited state population, and Kex
is the sum of the rate constants for conversions between ground and excited states
Kex = kge + Kkeg. %2 grids consisting of approximately 100,000 points were generated
by scanning 0 < pg < 0.5 in increments of .005, -3 ppm < Aw < 3 ppm generally in
increments less than 0.1 ppm and varying ranges of kex depending on the motional
timescale. Each calculation used a 13C frequency of 150 MHz that is achieved with a
magnetic field strength of 14.1 T. All of the calculations in this chapter were carried
out using Mathematica 8.0 (Wolfram Research) and the corresponding code is
included in the Appendix when noted. We also note that the grid search code was
written to accommodate data collected at multiple fields and that the code takes

advantage of the parallel computing packages included in Mathematica 8.0
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(Appendix 2). A grid consisting of 100,000 grid points required approximately 10
minutes to calculate using a 2.0 GHz Intel Core i7 processor with 4 cores. For this
study, grids were generated with a Aw of 2.12 ppm (2,000 s1) for highly asymmetric
(5%) and asymmetric (30%) excited state populations (pg) with transverse (Rz) and

longitudinal (R1) relaxation constants of 11.0 s’ and 1.5 s°1, respectively.

2.2.2 Bootstrap Analysis

To estimate the robustness of data fitting, we carried out a bootstrap
procedure where 1,000 new data sets were generated from a parent data set similar
to a recent bootstrap analysis reported for CPMG131617, Data sets for bootstrap
analysis were created as follows. First, each Riy data point from a parent set of j
points was assigned a number between 1 and j. Then each bootstrap data set was
generated by randomly selecting a data point between 1 and j from the parent data
set and inserting it into a new bootstrap data set j times. Here the bootstrap data
sets are of the same size (j) of the original data set and each data point from the
parent data set can be represented multiple times or completely excluded. The
parent data sets used for bootstrapping were composed of the same powers and
offsets as the grid search data (150 total points), noise corrupted 5%, and unless
noted otherwise, Rz and R1 were 11 s and 1.5 s, respectively.

The bootstrap data sets were fit using the “Minimize” function built into
Mathematica 8.0. According to the Mathematica manual, this function is best suited
for finding a global minimum solution as opposed to other built in functions that
employ computationally less costly algorithms. These less costly methods such as
the Levenberg-Marquardt method can easily become trapped in local minima. The
Minimize function was used to fit all five parameters in the Laguerre expression
(Chapter 1, Equation 12): R1, Rz, pE, Kex, Aw. In order to diminish any bias in curve
fitting, we setup the following constraints for fitting parameters: 0.001 < pg < 0.999,
-7 ppm < Aw < 7 ppm, 100 s'1 < kex < 50,000 s1, 0.5 s'1 < R1 <4 571, and Raactual - 10 s°1
< R2 < Raactual + 10 s1, unless noted otherwise. It was found that for cases with slow-

intermediate exchange, the Minimize function did not always find the global
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minimum %? when fitting 5 parameters. However, the Minimize function always
converged to a global minimum y? when fitting 3 parameters (with a fixed R1 and
R2). The Mathematica code for the bootstrap fitting procedure can be found in
Appendix 3 and fits consisting of 1,000 bootstraps required approximately 10-20
minutes for completion using 4 Intel Core i7 cores on the Flux cluster (University of
Michigan). The bootstrap Mathematica code was written to accommodate data

collected at multiple fields.

2.3 Results and Discussion

2.3.1 Exploration of the 2 Surface Via Grid Searching

Data fitting for Rip relaxation dispersion data is typically carried out by
minimizing a x? function,

2

Cale _ pExp
Ry = Ripi

Ok

i=1

(1)
where o is the experimental error, Rlcp"(’f) is the value of Rip predicted by a model,
Rﬁi’j) is the experimental Rip, and N is the number of points being fit. The model that
matches best with the observed experimental data results in the lowest %? value.
Software packages such as Origin (OriginLab Corporation) are typically used to fit
experimental data where minimization algorithms such as the Levenberg-
Marquardt method are employed to vary model parameters in an effort to minimize
%x?. One pitfall of these algorithms is that the search can get caught in a local
minimum of the %2 surface resulting in a bad fit, where the “correct” global
minimum is missed. While more computationally costly than search algorithms,
unbiased grid searches reveal all minima of the y? surface allowing for a definitive
hunt for the global minimum.

The first step in determining the experimental limits of Rip relaxation
dispersion is to systematically investigate its %2 surface as a function of different

conformational exchange regimes. Accurate parameters such as the population of

the excited state (pe), timescale of exchange (kex), and excited state chemical shift
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(Aw) can only be reliably determined if there is a clear global minimum in the 2
surface. An understanding of how the y? surface varies for different exchange
regimes can act as a guide to recognize where and when potential local minima
occur and how difficult it is to discern them from the global minimum 2.

It is well known that Ri1p relaxation dispersion measurements that utilize low
power spin lock fields (w1 < 1,000 Hz) are excellent for quantifying lowly populated
excited states when exchange occurs on slow to intermediate chemical shift
timescales (Kex/Aw < 1)5. Indeed, the 2 grid for a slow-intermediate exchanging
system with an excited state population of 5% reveals a very distinct global ?
minimum (Figure 2.1a). This is partially due to significant asymmetry of the Rip
curve as a function of offset (Q2), where the exchange contribution to Riy is greater
when the spin-lock frequency (w:f) is nearly on or on resonance with the minor state
(Figure 2.2a). Similar grids with very distinct global minima were observed in all

cases when kex < Aw for excited state populations of 5% and 30%.
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A (ppm)

X

Figure 2.1: x2surface for slow and fast exchange scenarios. Here, exp(—y
has been plotted with, a) pg = 5%, kex = 1,000 s1, and Aw = 2,000 s, b) pe = 5%, kex =
4,000 s'1, and Aw = 2,000 s, ¢) pe = 5%, kex = 20,000 s, and Aw = 2,000 s1.

Next we explored what happens to the x? grid when the exchanging system
goes into the fast exchange regime (kex > Aw). In the limit of fast exchange, the fast
exchange equation predicts that Rip is symmetric as a function of offset where the
chemical exchange contribution to relaxation (Rex) is a function of Aw? coupled to
the excited state population (Chapter 1, Equation 9). The grid search of a system in
moderately fast exchange (kex/Aw = 2) begins to reveal this symmetry (Figure 2.2b),
where there is clearly a coupling between Aw and pg and local x? minima appear at

the opposite Aw of the correct solution (Figure 2.1b). However, even though local
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minima begin to appear at the opposite chemical shift, the global minimum is still
very distinct from the incorrect local minima (Figure 2.1b). The sign of the excited
state chemical shift is also easily discernible from this x? grid, but the uncertainty in
the excited state population and chemical shift becomes larger compared to slow-
intermediate exchange scenarios. As kex/Aw becomes even larger (10X), the %2 grid
becomes nearly perfectly symmetric therefore making it almost impossible to
reliably determine either the chemical shift or population of the excited state

(Figure 2.1c and 2.2¢).
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Figure 2.2: Correlation plot between the Ri, of positive and negative offsets
(R2). For a) kex = 1,000 s1, pg = 5% b) kex = 4,000 s°1, pe = 5% c) kex = 20,000 s, pg =
5% d) kex =1,000 s'L, pg = 30% e) Kex = 4,000 s'%, pg = 30% f) kex = 20,000 s, pg =
30%. Plotted spin lock powers are w1 = 100 Hz (red), w1 = 200 Hz (orange), w1 = 400
Hz (green).

These grids for fast exchange scenarios reveal pitfalls that could occur when
trying to fit dispersion data when the system is in fast exchange. As the ratio of
kex/Aw exceeds ~5X, the difference between the global and local minima becomes
very small. Therefore, depending on the quality of the search algorithm, data fitting

might result in a solution that is trapped in a local minimum. For example, fitting
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solutions could be highly dependent on initial model parameters that might
ultimately trap the fit in a local minimum. The small difference between the x?’s of
positive and negative excited state chemical shifts when kex/Aw > ~5 necessitates
the collection of data at very high quality in order to assure that the correct model
parameters are determined. Finally, we note that it is crucial that data collection is
symmetric as a function of offset due to the symmetry about positive and negative
Aw. Collection of additional data points at either positive or negative offsets could
bias the %2 function where the quality of their fit would add additional weight to a

particular sign of Aw.

2.3.2 Monte Carlo Bootstrap Analysis of Dispersion Data

With an understanding of x? surfaces as a function of exchange regime in
hand, we sought to test the limits of which exchange scenarios can be reliably
characterized by Rip relaxation dispersion. Not much previous work has focused on
determining the limits of Rip relaxation dispersion; rather, previous studies have
primarily explored the limits of CPMG relaxation dispersion. For example, a recent
study by Vallurupalli et al. characterized the limits for CPMG dispersion for systems
with asymmetrically populated excited states (pe < 5%) and found that when Kkex/Am
exceeded ~2, data fitting did not converge to a common solution!3. Here the authors
employed a Monte Carlo bootstrap analysis to determine the uncertainty in the
parameters resulting from fitting experimental datal®¢l’”. We carried out a very
similar analysis with synthetic and experimental data sets to determine the
scenarios in which reliable parameters can be determined from fitting Rip
dispersion data.

In our bootstrap procedure, we initially limited the pg, Aw, and Kkex
parameters to the following ranges 0 < pg < 0.5, -4 ppm < Aw < 4 ppm, and 100 s1 <
Kex < 50,000 s in order to minimize bias in curve fitting. For each search, the
Mathematica Minimize function chooses random seeds within the specified ranges
to begin global minimization. Upon carrying out the bootstrap procedure with these

search restrictions we found that in many cases the fitting did not converge to a
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single solution, even for some slow-intermediate exchange scenarios with clear
global minima. When the fitting did not converge to the correct solution, the
minimization became stuck at a pg of 0.5 with a Aw of the incorrect sign, indicating
that the search became caught in a minimum associated with the major state
population for the pr parameter. In order to fix this convergence problem we
expanded the population search range to include 0.001 < pg<.999 and -7 < Aw < 7.
When fits resulted in pg > 0.5, the excited state population was adjusted to be (1-pk)
and the sign of Aw from the fits was flipped. By expanding the search space to
include all populations we found that the fits had significantly improved
convergence to the global minimum 2.

Grid search analysis revealed that in cases of slow-intermediate exchange,
there exists a very distinct global minimum in the %2 surface. As expected, bootstrap
analysis of 5% noise corrupted slow-intermediate exchange data (kex/Aw=1)
resulted in fits that converge to the correct solution where there is little deviation
between the 1,000 bootstrap fits for pg, Aw, and Kkex (Figure 2.3). For slow exchange
scenarios, most of the 1,000 bootstrap fits resulted in obtaining a global minimum
with a %? of ~1. However, we observed that a small fraction of the bootstraps for
slow exchange (kex < Aw) clearly did not converge having a final %2 > 20. The failure
to find the global minimum in these cases might be because the global minimum is
very narrow in the %2 surface, making it similar to finding a needle in a haystack. We
varied the allowed ranges for each fitting parameter and found that convergence of
the fitting was dependent on kex. Decreasing the allowable range for kex resulted in
convergence to the global minimum for every slow exchange bootstrap fit. We also
note that when fitting only 3 parameters (pg, Kex, Aw) and keeping Rz and Ri
constant, we always observed convergence to a x? of ~1 with large ranges allowed
for kex (100 s < kex < 50,000 s'1). The 95% bootstrap confidence intervals for 3 and
5 parameter fitting were nearly identical when the 5 parameter fits converged to the
global minimum 2. 95% confidence intervals for bootstrap fits including excited

state populations of 5 and 30% are reported in Table 2.1.
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Figure 2.3: Example bootstrap fit for a slow-intermediate exchange scenario.
Plotted are results for the fitting of 1,000 data sets composed of 5% noise corrupted
data with pe = 5%, kex = 2,000 s'1, Aw = 2,000 s'1. The color key for fit density is
indicated on the right.

i Actual pg | Actual Kex (s Actual Aw

pE (%) Kex (s1) Aw (ppm) (%) 1) (ppm) Kex/A®
3.9-6.1* 394-696* 2.07-2.18* 5 500 2.12 0.3
4.8-5.5 879-1071 2.02-2.15 5 1000 2.12 0.5
4.8-5.2* 1939-2084* | 2.06-2.18* 5 2000 2.12 1.0
4.0-5.3 3727-4079 2.03-2.38 5 4000 2.12 2.0
3.4-6.2 7661-8502 1.89-2.64 5 8000 2.12 4.0
1.9-8.9 11625-23011 | 1.41-3.04 5 16000 2.12 8.0
2.4-23.1 | 18567-24461 | 1.14-3.06 5 20000 2.12 10.0
2.0-47.7 | 21282-37113 | -2.56-2.93 5 30000 2.12 15.0
ggz* 492-535* 2.07-2.15* 30 500 2.12 0.3
28.8-30.3 973-1061 2.09-2.15 30 1000 2.12 0.5
29.1-30.9 1889-2003 2.09-2.16 30 2000 2.12 1.0
29.2-33.6 3848-4025 2.05-2.14 30 4000 2.12 2.0
23.9-31.7 7717-8187 2.09-2.29 30 8000 2.12 4.0
20.2-35.0 | 15438-17028 | 2.04-2.44 30 16000 2.12 8.0
24.4-45.2 | 19263-21962 | 1.95-2.27 30 20000 2.12 10.0
16.0-49.1 | 24985-31703 | -1.99-2.43 30 30000 2.12 15.0

* kex was restricted to 100 s < kex < 10000 s to make fitting converge 100% of the time.

Table 2.1: 95% confidence intervals from bootstrap fitting of synthetic Rip
data to the Laguerre equation.

Grid searching of fast exchange scenarios showed that many local minima
appear in the %2 surface and generally the entire surface flattens out as kex/Aw
increases. This increasing indistinguishably between y%?’s as a function of model
parameter would predict that bootstrap fitting should result in a large range of

solutions. Here, many different model parameters could satisfy a global minimum in
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%x? depending on the error-corrupted points used to represent the true data
distribution. The distribution of fits obtained from bootstrap analysis of 5% noise
corrupted data with a pr of 5% and kex of 16,000 s1 demonstrates that while the
sign of the excited state chemical shift can be determined, more uncertainty exists in
the population and chemical shift of the excited state (Figure 2.4, Table 2.1). As
exchange becomes even faster with a pe of 5% and kex of 30,000 s-1, the only useful
information that can be reliably determined is the timescale of the exchange process
(Table 2.1). We also note that the ability to obtain robust fitting results in the fast
exchange regime is a function of the excited state population. As shown in Table 2.1,
higher excited state populations, 30% compared to 5%, result in a larger tolerance

for the chemical shift timescales (kex/Aw) that can be probed by Rip relaxation

dispersion.
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Figure 2.4: Example bootstrap fit for a fast exchange scenario. Plotted are
results for the fitting of 1,000 data sets composed of 5% noise corrupted data with
PE = 5%, kex = 16,000 s1, Aw = 2,000 s'1. The color key for fit density is indicated on

the right.

Finally, we explored less ideal cases with larger error corruption and
increased intrinsic transverse relaxation constants (Rz). As shown in the Laguerre
equation (Chapter 1, Equation 12), the contribution to Ri, relaxation from exchange
(Rex) is combined with the intrinsic R;. Consequently, the influence of
conformational exchange on Rip decreases relative to Rz as Rz becomes larger and
larger. First, we carried out simulations on a system mildly in fast exchange (kex/A®
=2) with a pe of 30% and a kex of 4,000 s-1. Ry’s of 20, 30, and 50 s'1 were tested in

addition to adding 10% noise corruption to a data set with an Rz of 11 s The

49



reference bootstrap with an Rz of 11 s'1 and 5% noise corruption showed excellent
convergence (Figure 2.5a). Even though increases of Rz and noise broadened the
bootstrap fitting distributions, the fits all converged to a common solution (Figure
2.5b, Table 2.2). Next, we increased the timescale of exchange to kex/Aw = 8 with a
kex of 16,000 s1. The reference bootstrap with an Rz of 11 s and 5% noise
corruption showed a fairly narrow fitting distribution (Figure 2.5c). However, a
systematic increase of Rz or noise resulted in significant broadening in the bootstrap
fitting distribution (Figure 2.5d, Table 2.2) indicating that scenarios far into the fast
exchange regime have little tolerance for error, requiring exquisite experimental
data to obtain reliable parameters. We also note that these simulations give a best-
case scenario since the noise level was held constant for each larger R, that was
tested. In reality, the signal-to-noise ratio decreases proportional to (1/Rz)/2
therefore many additional experimental scans would be required in order to achieve

the same level of noise between different R»’s18.
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) Actual pg | Actualkex | Actual Aw ]
P (%) kec(s1) | Ao (ppm) | "0 (51) opm) | R2GY

29.2-33.6 3848-4025 2.05-2.14 30 4000 2.12 11
30.1-39.1 3848-4135 1.96-2.12 30 4000* 2.12%* 11*
27.2-31.7 3909.1-4113 2.09-2.20 30 4000 2.12 20
28.1-34.0 3915-4168 2.04-2.16 30 4000 2.12 30
26.7-32.3 3818-4116 2.08-2.23 30 4000 2.12 50
23.9-31.7 7717-8187 2.09-2.29 30 8000 2.12 11
19.9-32.4 7743-8500 2.09-2.47 30 8000* 2.12% 11*
24.8-36.2 7660-8223 2.02-2.26 30 8000 2.12 20
28.6-41.9 7565-8301 1.96-2.16 30 8000 2.12 30
22.2-36.8 7390-8309 1.99-2.33 30 8000 2.12 50
20.2-35.0 15438-17028 | 2.04-2.44 30 16000 2.12 11
24.2-49.5 14997-18346 | -2.17-2.38 30 16000* 2.12* 11*
24.4-48.1 14657-16524 | -1.85-2.24 30 16000 2.12 20
21.3-48.3 13958-16264 | 1.80-2.29 30 16000 2.12 30
11.4-43.8 14364-18024 | 1.98-3.07 30 16000 2.12 50

*Noise corrupted 10% instead of 5%

Table 2.2: 95% confidence intervals from bootstrap fitting of synthetic Rip
data to the Laguerre equation with varied of noise corruption and Ra.

2.3.3 Comparing the limits of Rip to CPMG Dispersion

Recently, Vallurupalli et al. carried out an analysis of the upper limit of which
chemical shift timescales (kex/Aw) could be fully characterized by CPMG relaxation
dispersion. In general, it was found that CPMG dispersion could reliably characterize
systems with highly asymmetric populations (pe < 5%) in the kex/Aw < ~2 exchange
regimel3. Here CPMG data was analyzed using a bootstrap method on experimental
data collected at multiple magnetic field strengths. In an effort to compare CPMG
and Rip, we examined the ability of Ry relaxation dispersion to characterize similar
exchange scenarios at a single magnetic field strength.

Vallurupalli et al. applied CPMG fitting to two protein systems with residues
in fast and slow exchange!3. The existence of fast and slow exchange within a
molecule is a function of both kex and Aw. For example, a nucleus within a protein
that satisfies the fast exchange regime undergoes a conformational transition that
results in a small perturbation of its chemical shift (Aw) relative to the timescale of
exchange (kex). The first system studied was a mutated T4 lysozyme protein with an

excited state population of 3.6% and a kex of 6,100 s'1 ¢, The average kex/Aw for this
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system was approximately 2 with a median value of 4.4 for all sites reported in their
study. We carried out bootstrap simulations for each kex/Aw scenario: 2 and 4.4.
Bootstrap analysis of kex/Aw = 2 resulted in good convergence for all parameters pg,
Aw, and kex (Table 2.3). Also, bootstrapping for a kex/Aw = 4.4 scenario resulted in a
relatively small fitting distribution (Figure 2.6a, Table 2.3). This example
demonstrates that Rip dispersion has a slightly larger timescale tolerance into the
fast exchange regime than CPMG dispersion. An additional advantage of Ri is that
model parameters for these scenarios could successfully be quantified with just one

field strength compared to two for CPMG.
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Figure 2.6: Bootstrap fit of 1,000 data sets composed of 5% noise corrupted
data. Wlth a) pE = 3.6%, kex = 6,100 S_l al’ld kex/A(D = 4‘.4‘ b) pE = 2-1%, kex = 5,660 S-1
and kex/Aw = 5.6. The color key for fit density is indicated on the right.

In this study, Vallurupalli et al. also investigated another system: the
[44A,V67A FF domain, which has a slightly lower excited state population of 2.1%
and a Kex of 5,660 s1 519, We bootstrapped the scenario for the V67A FF domain
residue reported with the largest kex/Aw (5.6) and found that Ry fitting, similar to

CPMG, did not converge to a narrow distribution of pg and Aw (Figure 2.6b, Table
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2.3). Further, we also tried a kex/Aw of 4.4, similar to the T4 lysozyme example, and
observed a large distribution of solutions for pg and Aw (Table 2.3). Lastly, we
bootstrapped a kex/Aw of 2 and finally observed a narrow distribution of pr and Aw
(Table 2.3). These examples for the T4 lysozyme and FF domain highlight the
influence of the excited state population on the chemical shift timescales that can be
robustly probed by Rip dispersion. Simulations for our two systems (5% and 30%
pe) and those used by Vallurupalli et al. both show that higher excited state
populations expand the window of timescales that can be robustly characterized by
Rip. Overall, this analysis shows that Ri, relaxation dispersion has a slightly higher
chemical shift timescale tolerance for the characterization of the populations and

chemical shifts of lowly populated excited states than CPMG.

pE (%) Kex (s1) Aw (ppm) | Actual pg | Actual Kkex | Actual Aw Kex/Am
(%) (s1) (ppm)
1.9-2.5 5482-6320 2.76-3.27 2.1 5660 3.00 2.0
1.0-19.4 4912-40563 0.77-3.35 2.1 5660 1.36 4.4
1.4-46.0 3978-38435 | -2.78-2.39 2.1 5660 1.07 5.6
3.2-4.1 5963-6467 3.05-3.47 3.6 6100 3.24 2.0
1.5-4.2 5969-7493 1.41-2.43 3.6 6100 1.47 4.4
2.4-35.8 5137-37120 -1.16-2.41 3.6 6100 1.16 5.6

Table 2.3: Comparison of Ri, fits to scenarios in which CPMG fails. 95%
confidence intervals from bootstrap fitting of synthetic Ri, data to the Laguerre
equation.

2.3.4 Fitting Experimental DNA Ri, Dispersion Data

Finally, we have also applied our bootstrap procedure to experimental
dispersion data recorded on a DNA that transiently forms an excited state in the
Hoogsteen base-pairing conformation’. The Watson-Crick-to-Hoogsteen transition
was argued based on a combination of the pg, kex, and Aw determined from
dispersion data combined with comparison to chemical shifts of mutated bases in
the Hoogsteen conformation. Validation of this hypothesis necessitates that
extremely accurate and precise parameters can be obtained from fitting the
experimental data. We applied our bootstrap procedure to a guanine that

transiently forms the Hoogsteen conformation less than 1% of the time and is in
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slow exchange (kex/Aw ~0.2). Similar to previous fits of slow-exchange scenarios,
we observed that the bootstrap fits did not always converge with approximately
10% having a x2 > 10 when scanning a large range of Kex (0 s1 < kex < 50,000 s1).
However, there was a clear global minimum with the majority of the bootstrap fits
converging to a x? of ~1. Guided by the first bootstrap, we restricted the fitting to a
maximum kex of 5,000 s'1 and convergence to the global ¥2 minimum was always
observed with a %2 of ~1. The results from bootstrap fitting in Table 2.4 verifies the
robustness of the fitted parameters given their narrow fitting distributions and
assures that this data can be used accurately decipher the Watson-Crick to
Hoogsteen exchange process. Also, the confidence intervals from our bootstrap
analysis are consistent with the reported exchange parameters determined from

fitting the full data sets’.

Nucleus pe (%) Kex (s1) Aw (ppm)
G8-C8 0.66-0.71 571-645 -3.14 - -3.07
G8-C1’ 0.54-0.72 599-894 -3.90 - -3.70

Table 2.4: 95% confidence intervals for Ri, bootstrap fits of experimental data
collected at 26 °C.

2.4 Conclusions

In this chapter we have combined unbiased grid searching of relaxation
dispersion data with bootstrap analysis to gain insight into the limits of which
exchange scenarios can be reliably determined by Ri, relaxation dispersion. Grid
searching showed that the x? surface has a distinct global minimum for systems
undergoing exchange on slow-to-intermediate timescales. As the exchange
timescale approaches the fast regime (Kex/Aw >> 1), the 2 surface flattens out and
many local minima appear therefore making it difficult to robustly determine the
population and chemical shift of the excited state.

Overall, bootstrap simulations revealed that there is not a specific timescale
limit (kex/Aw) for robust parameter determination. Rather, the ability to reliably

determine exchange parameters is dependent on many factors including the
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population of the excited state, the intrinsic Rz, and the quality of the data. In
general, as excited states become more populated, there is an increase in the
window of timescales for which excited state chemical shifts and populations can be
accurately quantified. Further, as molecular size and Rz correspondingly increases,
the timescale window for Riy dispersion narrows where excited state populations
and chemical shifts become difficult to determine when in fast exchange. Minimally,
reliable parameters could be determined for all scenarios investigated in which
Kex/Aw < ~2 for excited state populations of 2.1, 3.6, 5, and 30%. Whenever the
chemical shift timescale of exchange extends further into the fast regime, it would
be highly recommended to carry out a bootstrap analysis of experimental data in
order to determine if reliable excited state populations and chemical shifts can be
extracted from the data.

Arguably the most useful parameter that can be obtained from relaxation
dispersion experiments is the chemical shift of the excited state, which can
ultimately be used to deduce its structural conformation. Determination of excite
state structures based on chemical shifts has been done both computationally for
proteins and through chemical modifications in nucleic acids>-7. Consequently, it is
key to consider the certainty at which the excited state chemical shifts can be
determined and predicted from experiment and computation, respectively. In the
case of proteins, excited state structures are derived using a software package, CS-
ROSETTA, which combines protein structure (ROSETTA) and chemical shift
prediction (SPARTA+) software20. CS-ROSETTA is limited by the ability of SPARTA+
to correctly predict protein chemical shifts where 1H, 13C, and >N chemical shift
predictions are accurate to within ~ 0.5, 1.0, and 2.5 ppm, respectively?!. Therefore,
useful structural constraints might be obtained even for a fast exchange scenario
where only a broad distribution (~1 ppm) of possible excited state chemical shifts
can be determined experimentally.

Future studies into combining Rip dispersion data with additional constraints
such as the chemical shifts observed in HSQC and HMQC data may help to narrow

the broad chemical shift distributions observed for fast exchange scenarios!3.
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Finally, we note the significant sensitivity of nucleic acids’ dynamic structure

landscape to salt conditions might be utilized to manipulate exchange conditions to

be more favorable?2. Here a slight addition or subtraction of mono or divalent ions

might favorably shift the excited state population to allow for reliable

characterization of an excited state that exists in the fast chemical shift timescale.
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Chapter 3
Sequence-Specific B-DNA Flexibility Modulates Z-DNA Formation

3.1 Introduction

One of the most dramatic transitions in biology is conversion of right-handed
B-DNA into left-handed Z-DNA in sequences that are rich in pyrimidine/purine
repeats. While the existence of Z-DNA in vivo was originally questioned, and indeed
the subject of controversy, overwhelming experimental data accumulated over the
past two decades unequivocally support its existence and role in fundamental
processes such as transcription and nucleosome positioning!-3. In genomes, Z-DNA
segments must form dynamically at specific locations with particular lengths and
within a sea of B-DNA. The resulting formation of B/Z junctions is accompanied by
energetically unfavorable conformational strain due to intersection of the
drastically different B-DNA and Z-DNA structures*. While the sequence-dependence
of Z-DNA formation has been studied extensively and shown to be dependent on
both the length of pyrimidine/purine repeats and sequence of neighboring base-
pairs>-7, these studies relied on bulk measurements that do not provide atomic level
information about the length of Z-DNA or location of B/Z junctions. Indeed, the one
and only X-ray structure of a B/Z junction* shows that Z-DNA can extend outside of
CG-repeats to include other DNA steps, which based on accepted thermodynamic
models® of Z-DNA formation is predicted to be highly energetically unfavorable. In
addition, current methods used to predict the formation and location of Z-DNA in
genomes do not yet account for the sequence specific energetic costs of creating B/Z
junctions®. Thus, the rules that govern the length of Z-DNA segments and location of
B/Z junctions remain poorly understood. Using natural abundance NMR Ri, carbon
relaxation measurements'? in concert with CD spectroscopy, we show that

sequence-specific B-DNA flexibility modulates the thermodynamic propensity to
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form Z-DNA. Our results add to a growing view that DNA sequences code for
complex functionally important dynamics!-13 spanning multiple timescales and also

suggest that sequence-specific dynamics extends to long sequence repeats.

3.2 Materials and Methods

3.2.1 Sample Preparation

DNA oligonucleotides were purchased from IDT, Inc. (Coralville, IA) and
purified by standard desalting. The DNA oligos were suspended in NMR buffer (15
mM phosphate, 25 mM NaCl, 0.1 mM EDTA at pH 7.5) and supplied with 10% DO.
The concentrations of each single-stranded DNA were determined by UV using
extinction coefficients provided by IDT. DNA duplexes were prepared by mixing an
equal molar ratio of complimentary strands, heating for 5 minutes at 95°C, followed
by gradual cooling to room temperature. The DNA duplexes were further washed 2X
with NMR buffer using an Amicon Ultra-4 centrifugal filter (3 kDa cutoff) and
concentrated to ~250 uL with a final concentration of 4.1 + 0.4 mM. DNA samples (5
uM) used in CD studies were incubated with Za protein in NMR buffer for 1 hour at
25°C. DNA samples (4.5 uM) for high salt circular dichroism (CD) studies were
suspended in a buffer containing 10 mM phosphate, 0 or 5.4 M NaCl at pH 7, heated
to 95°C for 5 minutes, and allowed to equilibrate overnight.

The Za domain of ADAR1 was prepared closely following a procedure
described previously* with the following modifications. Protein expression was
induced with 0.2 mM IPTG at 1.0 Asoo units. The protein was purified using
HisSelect resin (Sigma), followed by HiTrapS chromatography, without the

intervening thrombin cleavage step.

3.2.2 Spectroscopy

All NMR experiments were performed at 25°C using an Avance Bruker 600
MHz spectrometer equipped with a 5 mm triple-resonance cryogenic probe. NMR
spectra were processed using nmrPipe and analyzed using NMRView!>. Relaxation

dispersion experiments were carried out at natural abundance as done in a previous
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study?®. Briefly, two data points (zero and a delay) were collected for each spin lock
power. The relaxation constant Rip was then determined assuming a mono-
exponential decay, Equation 1,
R, = ln(%)t'1
: (1)
where Iy is the peak intensity with a zero delay and I; is the peak intensity after a
delay of time t. The exchangeable and non-exchangeable protons of the DNA
duplexes were assigned using conventional NMR methods (1H-1H NOESY) at 25°C in
10% D20. CD spectroscopy experiments were carried out using an Aviv 62DS CD
spectrometer at 25°C. All CD measurements were performed in duplicate using a 1
cm quartz cell. CD spectra were recorded at 1 nm intervals with signal averaging of

2 seconds at each wavelength.

3.2.3 Data Analysis

All on-resonance relaxation dispersion data was fit using the two-state fast

exchange equation,

Dk
— R+ )

R
2 2
W, + k.

1p

where @ = peprAw?, pe and pgc are the populations of exchanging states, Aw is their
chemical shift difference, w1 is the spin lock power, and key is the sum of the forward
and reverse rate constants!?. Note that the fast exchange equation is only accurate
when kex >> Aw1%17 and that use of other equations that allow for slower timescales
requires the collection of off-resonance data, which was not practical for our natural
abundance based studies. Given the inaccuracy of the fast exchange approximation
for slow processes approaching the ms time regime, the obtained fitting constants
are likely highly inaccurate. However, the data is sufficient to establish differences in

the exchange behavior of various spins in different constructs.

3.3 Results and Discussion
The X-ray structure of a B/Z junction was reported for the sequence 5'

GGTTTATGGCGCGCG 3' (Z-JXN) bound to the Z-DNA binding protein domain, Za, of
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the RNA adenosine deaminase (ADAR1) protein*. Surprisingly, the left-handed helix

extended beyond the boundary of the (CG)3 repeat to include a CC step (Figure

3.1a), which according to a widely accepted Z-DNA thermodynamic model is

energetically unfavorable due to the enhanced energetic cost accompanying the

anti-to-syn transition of pyrimidines8. This localizes the B/Z junction at the T7-A24

base-pair, which is extruded from the double helix, allowing continuous stacking
between B-DNA and Z-DNA (Figure 3.1a,b).
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Figure 3.1: NMR observation of sequence-specific B-DNA flexibility in and
around B/Z junctions. (a) B/Z junction forming DNA (Z-JXN) and control with
disrupted CG-repeat (Z-JXNcont) used in NMR studies. Differences between the two
constructs are highlighted in red. Site of B/Z junction formation is highlighted with a
box. Residues with detectable carbon chemical exchange in sugar (C1') and base
(C8) moieties are highlighted in open and filled yellow circles, respectively. Residues
where chemical exchange was not detected are highlighted in blue. Residues with
elevated ps-ns motions are highlighted with a star. (b) X-ray structure (PDB: 2ACJ)*
of the protein bound B/Z junction (black) aligned with a canonical B-form helix
(grey). Residues with fast and slow motions when in the B-form state are color
coded orange and yellow, respectively. (c) Representative on-resonance relaxation
dispersion profiles measured for Z-JXN (black) and Z-JXNcont (red).

To obtain insights into the unusual behavior of Z-JXN upon undergoing the
B/Z transition, we used natural abundance NMR Ri, carbon relaxation dispersion

experiments'®1819 to characterize its intrinsic dynamic properties in the B-form
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state, with no Z-DNA present, over broad (ps-ns and us-ms) timescales and
compared these findings to a control construct (Z-JXN<nt) in which the CG repeat
was disrupted (Figure 3.1a). The Rip NMR experiments revealed chemical exchange
involving slow (us-ms) conformational transitions that likely involve the disruption
of stabilizing interactions in B-DNA, such as hydrogen bonding and/or stacking
interactions for residues in and around the site of B/Z junction formation (Figure
3.1a,b). Chemical exchange was observed for both the thymine and adenine residues
in the T7-A24 base-pair, which becomes extruded upon B/Z junction formation*. For
T7, the exchange is localized in the sugar (C1') whereas for A24 it is localized in the
base (C8). Nowhere else do we observe exchange in both Watson-Crick partners.
Thus, the T7-A24 base-pair, which is significantly distorted following the B-to-Z
transition, is already dynamic and flexible in the B-state. We also observe chemical
exchange in the base moieties of neighboring adenines A6(C8) and A26(C8) but not
in their corresponding thymine partner. All of the above residues are part of CA or
TA pyrimidine/purine dinucleotide steps, which are known to be the dinucleotide
steps with the weakest stacking interactions?0-23. Thus, the observed exchange likely
arises from instability in canonical B-DNA which results in enhanced propensities to
access alternative conformations at these sites. The unique exchange observed for
T7(C1") is likely encoded by the TAT sequence and may reflect inter-helical bending
observed in the context of the extensively studied “TATA” box24. Indeed, the TAT
site also acts as a hinge for helical bending in the B/Z junction X-ray structure
(Figure 3.1b). No exchange was observed for all other residues examined, including
A27, A28, and T3 (Figure 3.2). However, this does not rule out the presence of

conformational dynamics that falls outside the detection limits of our experiments.
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Figure 3.2: Comparison of on-resonance relaxation dispersion data for well
resolved resonances in Z-JXN (black) and Z-JXNc¢ont (red). Also included are on-
resonance dispersion profiles for the overlapped peaks that correspond to the CG
repeat of Z-JXN.
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To examine if the CG repeats play a role in the motions observed, we
performed natural abundance carbon relaxation dispersion experiments on a
control construct, Z-JXN<ont, in which the CG repeat was disrupted (Figure 3.1a).
Chemical exchange was detected in the same residues of Z-JXN<nt which suggests
that we observe intrinsic B-DNA flexibility, rather than a unique deformation only
accessible to samples able to undergo the B/Z transition. While disruption of the CG
repeat did not affect the exchange observed at T7-A24 (Figure 3.1c and 3.2), it
significantly diminished the chemical exchange observed at A6(C8) which is more
than three base-pairs away from the CG-repeat (Figure 3.1c). It is possible that this
long-range effect propagates via the backbone without leading to observable effects
on T7-A24, or perhaps because these fall outside the detection limits of the NMR
experiment. Disruption of the CG repeat also significantly increased the intrinsic
carbon transverse relaxation rate constants (Rzint) and therefore decreased the
apparent ps-ns motions at G8-C23, which is one of the two base-pairs in the CC step
that unexpectedly form Z-DNA despite being outside the CG-repeat (Figure 3.1c and
3.3). This, along with unique chemical shift perturbations induced by CG-repeats
(Figure 3.4), strongly suggest that CG-repeats modulate the dynamic properties of

its neighboring residues.
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Figure 3.3: Comparison of R; measured in Z-JXN (black) and Z-JXNc¢ont (red)
constructs. The most significant differences (excluding terminal residues) in R,
reflecting fast ps-ns motions, are observed for G8(C8) and C23(C6) and are
highlighted in blue.
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Figure 3.4: CG-induced chemical shift perturbations at terminal residues. (a)
Chemical shift differences observed between common residues in Z-JXN and Z-
JXNeont, A large difference is observed for C23(C6H6). The largest perturbations,
highlighted in yellow, are observed at the 5' end of the (CG)s repeat. (b) Agreement
between resonances belonging to terminal base-pairs in Z-JXN and a DNA construct
containing two CG steps (in green). These data provide additional support that the
unique perturbations observed at the terminal ends of Z-JXN as compared to Z-
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JXNeont are specific to (CG) repeats. Only resonances belonging to the common
terminal CG base-pair are compared. The red-green dashed (C6/C8/C1') and blue
(C2/C5) lines depict the average chemical shift difference between the Z-JXN and Z-
JXNeent constructs. (c) Zoomed in regions of 1H-13C HSQC spectra for terminal peaks
in each construct: Z-JXN (black), Z-JXNc¢ent (red), CG Control (green). Chemical shift
differences were calculated using Equation 3,

Abroy =1(8,)° +(0.255..)’ 3)

where dy and Oc is the difference in chemical shift (ppm) in proton and carbon,
respectively?2>.

Our results suggest that Z-DNA unexpectedly incorporates the C22, C23 step
in Z-JXN in part because this makes it possible to localize the B/Z junction at the
intrinsically flexible region centered at the T7-A24 site. To test this hypothesis, we
measured the propensity to form Z-DNA upon binding to the Z-DNA binding domain,
Za, of ADAR1 in DNA constructs that bear point mutations within and above the
junction designed to disrupt the inherent flexibility observed by NMR without
disrupting interactions with the Za protein which exclusively interacts with Z-DNA
elements below the B/Z junction*. We assessed the propensity to form Z-DNA by
recording circular dichroism (CD) spectra following incubation of each DNA
construct with Za protein at a 6:1 DNA:protein ratio and quantifying the extent to

which the B-DNA spectrum is inverted as a result of Z-DNA formation?®.
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Figure 3.5: Sequence-specific preferences for Z-DNA formation. (a) Mutant
constructs of Z-JXN with mutations highlighted in color. (b) Comparison of
normalized 1H-13C HSQC peak intensities reveal differences in dynamics between
constructs studied by NMR?7. An A-to-G mutation at A24 (TAC) or A6 (TGT)
eliminates exchange broadening and us-ms motions as confirmed for G6(C8) by
relaxation dispersion (inset). Relaxation dispersion measurements could not be
carried out on G24(C8) due to spectral overlap. (c) CD spectra of DNA free and
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bound to Za protein color coded according to construct: black, Z-JXN; red, TGT; blue,
TAC. CD samples were all the same DNA concentration.

Replacement of the exchange broadened T7-A24 base-pair with a
corresponding C7-G24 base-pair that shows no sign of NMR exchange broadening
(Figure 3.5b), resulted in a significantly reduced (~15-20%) propensity to form Z-
DNA (TAC, Figure 3.5c). Similar results were obtained when replacing the nearby
exchange broadened A6-T25 base-pair with a G-C base-pair (TGT, Figure 3.5b,c).
Further, in both the TAC and TGT constructs, the exchange broadening at T7(C1')
was diminished, indicating that flexibility at this site is an important factor for Z-
DNA formation. Both mutants show similar extents of Z-DNA formation consistent
with a change in the location of the B/Z junction in which Z-DNA retreats to the
expected position at the end of the CG repeat, away from the newly introduced
“rigid” residues. The same trends were observed when inducing the B-to-Z
transition using conditions of high salt without the Za protein (Figure 3.6), again
confirming that the different propensities observed reflect intrinsic properties of
the DNA. Taken together, these data indicate that sequence-specific flexibility in Z-
JXN directs Z-DNA to form outside the CG repeat so to position the highly flexible
A6-T25 and T7-A24 base-pairs at the junction.

20
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Figure 3.6: Sequence-specific preferences for Z-DNA formation at high salt in
B/Z junction containing DNA constructs. Shown are CD spectra, color coded
according to construct, at low and high salt concentration. Note that the DNA
constructs used in Figure 3.5, which according to CD do not undergo the B-to-Z
transition under high salt conditions, had to be modified to allow observation of the
B-to-Z transition at high salt. The CG repeats are elongated by six CG base-pairs and
the B-form region shortened by four base-pairs.
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3.4 Conclusions

In conclusion, our results show that CG-repeats affect the dynamic properties

of neighboring residues and that this together with inherent sequence-specific B-

DNA flexibility modulates the thermodynamic propensity to form Z-DNA. Sequence-

specific B-DNA flexibility may provide a mechanism for controlling the length and

location of Z-DNA in genomes.

The work in this chapter was published in the Journal of the American Chemical Society?s.
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Chapter 4
Incorporation of Non-CG Dinucleotides into Z-DNA: Interplay Between B/Z

Junction and Z-DNA Helical Formation

4.1 Introduction

Formation of Z-DNA within the genome, stabilized either by negative
supercoiling or proteins, requires the incorporation of a heterogeneous mix of
sequences into its left-handed helix and the creation of junctions between Z-DNA
and B-DNAL Z-DNA forms sequence-specifically and is known to thermodynamically
favor incorporation of sequences rich in pyrimidine/purine dinucleotide steps. For
example, it has been estimated that some non-pyrimidine/purine sequences have a
several fold higher free energy cost for the B-to-Z transition than the most
energetically favorable pyrimidine/purine CG dinucleotide step?. Predictions of
genomic Z-DNA formation have been carried out using a “thermogenomic”3
approach where genomic Z-DNA “hot-spots” are identified by calculating the
thermodynamic propensity for sequences to form Z-DNA. A sequence’s
thermodynamic propensity to form Z-DNA is predicted by simultaneously
accounting for the free energy cost for its dinucleotide steps to undergo the B-to-Z
transition and the formation of B/Z junctions. In general, these computational
prediction studies found that Z-DNA favoring sequences are typically localized near
transcription start sites, suggesting that Z-DNA may play a role in transcription*8.
These in silico predictions were recently put to test in an experimental study that
probed the occurrence of Z-DNA in human tumor cells’. Strikingly, it was found that
only 1% of the observed Z-DNA “hot-spots” were localized near transcription start
sites.

Thus, despite these previous Z-DNA studies, the sequence-specificity of Z-
DNA formation is still not fully understood. In current models, the free energy

penalty for junction formation is treated to be equal for all sequences. However,
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recent experiments in our lab provided evidence that not all B/Z junctions are
created equal and that the B-to-Z transition is highly sensitive to the sequence
identity of the B/Z junction®. These interesting observations concerning the
formation of B/Z junctions warrant further investigation of the influence of
sequence-specific effects on the B-to-Z transition.

Very few Z-DNA studies have been reported on model duplex systems
amenable to structural characterization for non-(CG)x repeat DNA’s. This is likely
due to the major difficulty in inducing the B-to-Z transition when B/Z junctions are
present because very specific conditions are necessary for the transition to occur
such as the presence of 5.4 M NaCl or proteins that stabilize Z-DNA. Further,
depending on the technique used, it is difficult to decipher where B/Z junctions form
within mixtures of B and Z-DNA. In this chapter we develop improved methods for
determining the location of B/Z junctions within sequences containing mixtures of B
and Z-form DNA. Using our technique, we find that multiple energetically
unfavorable sequence steps can be incorporated into Z-DNA helices in order to
achieve the most energetically favorable B/Z junction. Our results reveal that
sequences thought to disfavor Z-DNA formation will readily adopt Z-DNA,
suggesting that certain sequence elements in genomes may have a higher

propensity to form Z-DNA than previously thought.

4.2 Materials and Methods

4.2.1 Sample Preparation

DNA oligos were purchased from Integrated DNA Technologies (Coraville,I1A)
and purified by standard desalting with the exception of Z-19 which was purified by
HPLC. Single-stranded DNA was suspended in 15 mM phosphate, 25 mM NacCl, 0.1
mM EDTA at pH 7.5. The concentration of each single stranded oligo was
determined by UV using extinction coefficients provided by IDT. DNA oligos were
then combined in equal molar ratios and heated to 95 °C for 5 minutes and allowed
equilibrate at room temperature for several hours to allow duplex formation. The
Za domain of ADAR1 was prepared closely following a procedure described

previously with the following modifications!0. Protein expression was induced with
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0.2 mM IPTG at 1.0 Aeoo units. The protein was purified using HisSelect resin
(Sigma), followed by HiTrapS chromatography, without the intervening thrombin

cleavage step.

4.2.2 Fluorescence Spectroscopy

Steady-state fluorescence spectroscopy experiments were carried out using a
Fluormax-2 fluorimeter. Fluorescence spectra were recorded using an excitation
wavelength of 320 nm and emission was recorded from 335-500 nm at a
temperature of 25 °C. The Za domain was titrated into DNA samples (2.5 uM DNA)
and the complex was allowed to equilibrate such that the fluorescence intensity was
constant (typically 30 minutes). Fluorescence spectra were background corrected
by subtracting an emission spectrum of the buffer. All sequences studied were found
to reach saturation with Za at a molar ratio less than or equal to 6:1. Relative
changes in fluorescence intensities (in fold) were calculated by comparing the ratio

of free and fully Za bound fluorescence intensities at 370 nm.

4.2.3 CD Spectroscopy

Circular dichroism (CD) spectroscopy experiments were performed using an
Aviv 62DS CD spectrometer. DNA samples (2.5 uM DNA) were pipetted into a 1 cm
quartz cuvette and spectra were recorded in duplicate using a 1 nm interval and
averaged for 2 seconds at a temperature of 25 °C. CD spectra were baseline
corrected by subtracting reference spectra consisting of either buffer or buffer with
Za protein of the same concentration as bound DNA samples. DNA samples for CD
experiments were prepared independently from fluorescence experiments to
ensure that the titrated Za protein concentration was identical to the Za reference
for background subtraction. We note that small sample losses resulted from
pipetting over the course of the fluorescence Za titrations therefore requiring
preparation of independent CD and fluorescence samples. Za bound CD spectra used

for fitting were recorded with a 6:1 molar ratio of protein to DNA.
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4.3 Results and Discussion

4.3.1 2-Aminopurine as a Z-DNA Probe

Bulk spectroscopic techniques such as circular dichroism (CD)!112 and
Raman!314 spectroscopy have previously been employed to characterize B/Z
junctions, but interpretation of the data is often difficult due to a lack of site-specific
resolution. Recently, Kim et al. used 2-aminopurine (2AP) as a site-specific probe of
B/Z junctions and observed significant structural perturbations at the site of
junction formation, consistent with the B/Z junction crystal structurel>. 2AP, which
reports on base stacking interactions?¢, is considered an ideal structural probe as its
incorporation induces miniscule structural deviations compared to adeninel7.18,
When 2AP loses base stacking interactions, its steady-state fluorescence intensity
increases ~5-50 fold making it an ideal probe of B/Z junctions where bases become
extruded and unstacked (Figure 4.1a). The method to probe B/Z junctions reported
by Kim et al. involves inducing the B-to-Z transition by binding DNA to the Za
domain of the RNA adenosine deaminase (ADAR1) protein. The Za domain is ideal
for studying the formation of Z-DNA as it has been shown to be Z conformation
specific rather than sequence-specific by binding non-(CG)x and non-

pyrimidine/purine repeats in the Z conformation9.20,
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Figure 4.1: Combined CD and fluorescence data to probe B/Z junctions. (a)
Crystal structure of a B/Z junction composed of B-DNA (black), Z-DNA (grey) and
extruded bases (yellow), PDB: 2ACJ?1. (b) DNA constructs with 2AP fluorescent
probes indicated with a star. Each DNA construct had one 2AP label, so there were
10 independently labeled samples. (c) Relative change in fluorescence (Zo bound
intensity/free intensity) at 370 nm upon undergoing the B-to-Z transition for Z-JXN,
grey; Z-CG, green; Z-TGT, red. The fluorescence increase for A24 in Z-JXN is
highlighted with a dashed line. (d) Example fits of CD data for Z-JXN with a 2AP
incorporated at bases A27 (left) and at A26(right).

Using 2AP labeling we sought out to gain new insights into B/Z junction
formation but first validated its use on the well-characterized B/Z junction crystal
structure sequence Z-JXN (Figure 4.1b). We inserted a 2AP at the site of the

extruded base (A24) in Z-JXN and observed the expected significant 4.3X increase in

fluorescence intensity upon inducing the B-to-Z transition by binding to the Za
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domain (Figure 4.1c). Incorporation of the 2AP at other sites (Figure 4.1b,c) resulted
in smaller (1.1-2.5X) changes upon adoption of Z-DNA, confirming the expectation
that the biggest change in fluorescence is localized at the B/Z junction.

While our fluorescence studies allowed us to probe the formation of a B/Z
junction, structural interpretation of changes in 2AP steady-state fluorescence have
proven to be elusive in many systems?2-24, A change in fluorescence intensity
indicates that a structural change may have occurred, but the identity of the
structural change cannot be determined based purely on steady-state fluorescence.
There are several conformational changes that could lead to the observed changes
in steady-state fluorescence intensity. Thus, while use of multiple 2AP probes
allowed us to pinpoint the location of the junction in Z-JXN, the conformation of the
junction cannot be deduced. Aside from the looped out conformation reported in the
X-ray structure, the junction could in principle also correspond to either a Z-DNA or
B-DNA like conformation.

Previously, it was shown that 2AP undergoes a large enhancement in
fluorescence upon undergoing a B-to-Z helical transition2>. We therefore examined
the effects on 2AP fluorescence intensity arising due to a conformational change
from B-DNA to Z-DNA induced by the Za. domain. Here we incorporated a 2AP into
the center of a (CA)s duplex and observed a large 6.2X increase in fluorescence
intensity upon formation of Z-DNA (Figure 4.2), consistent with the large
enhancement previously observed?®. This significant change in fluorescence can be
attributed to differences in base stacking interactions between B-DNA and Z-DNA.
When the 2AP is in the B conformation, it stacks with both its 3’ and 5’ neighboring
bases; however, while in the Z conformation it only has a strong stacking interaction
with its 5’ neighboring base (Figure 4.3,4, red purine). This loss of stacking
interactions when in Z-form results in a large increase in fluorescence intensity
compared to B-DNA. Thus, without the use of multiple 2AP labels we cannot
definitively pinpoint the location of a B/Z junction based purely on fluorescence

because of the large changes observed for both B/Z junctions and Z-DNA.

77



----Free

(CA)s
5 3
1C—G24
2A—T23
3C—G22
4A—T21 5 . ] ] ]
5C—G 20 240 280 320
6A—T19 300
7C—G18
8A—T17
9C—G 16
10A—T15
11C—G14

12A—T13
3 5

Ellipticity (mdeg)

----Free
——Bound

2004
6.2X

=)
2

() S,
340 380 420 460 500
Wavelength (nm)

Fluorescence (a.u.)

Figure 4.2: CD and fluorescence spectra of a 2AP labeled (CA)s. (a) Sequence of
(CA)6 with 2AP (indicated with a star) installed in the middle of the sequence. (b) CD
and fluorescence spectra of (CA)s when free (dashed) and bound (solid) to the Za
domain.
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Figure 4.3: B-DNA base stacking patterns for pyrimidine (Y)/purine (R)
repeats.
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4.3.2 CD Spectroscopy as a Probe of B/Z Junction Formation

Although the incorporation of 2AP into Z-DNA or B/Z junctions results in
similar fluorescence signatures, these structural transitions are expected to be quite
different when observed by CD. Thus, we combined fluorescence with CD
spectroscopy to better pinpoint the location of B/Z junctions in DNA duplexes with
mixtures of B and Z-DNA. CD spectroscopy is one of the most commonly used
methods to monitor the B-to-Z transition, where the CD spectrum of Z-DNA is
inverted compared to B-DNAZ2627, Additional complexity arises when studying
systems that contain a B/Z junction, because the CD spectrum is composed of a
mixture of B-DNA, Z-DNA, and a B/Z junction. Surprisingly, very few studies have
employed quantitative methods such as linear combinations?® or singular value
decomposition?® to analyze the B-to-Z transition by CD.

To better define the extent of Z-DNA formation via CD, we quantitatively
analyzed our data in a manner similar to protein studies where the CD spectrum is
assumed to be a linear combination of its structural components. For proteins,
linear combinations of secondary structure (alpha helix, beta sheet, etc) reference

spectra are made to best fit an experimental CD spectrum, and the resulting
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structural composition fits can achieve up to ~5-15% accuracy?3?. These principles
were used for fitting,

Opxp = 1(0,) + B(6,) (1)
where Ogxp is the experimental CD spectrum , o is the percentage of B-DNA, 0z is the
free B-form CD spectrum, f is the percentage of Z-DNA, and 6z is a pure Z-DNA
spectrum (Figure 4.7, (CG)¢). Here, we ignore contributions from the B/Z junction,
which cannot be independently measured, but is expected to account for at most
10% of the CD signal for the size of constructs studied. Also, unlike the chemically
equivalent protein backbone, the spectral region (220-230 nm) used for nucleic
acids reports on the local structure of the chemically heterogeneous nucleobases of
which each has slightly different optical properties. Therefore, CD provides a rough
estimate of how much Z-DNA is present, allowing for a better verification of junction
location when combined with fluorescence data.

We used Z-JXN, which has a known X-ray structure, as a benchmark for CD
fitting analysis?!. First, the DNA contribution to the Zo. domain bound CD spectra
was isolated by subtracting a spectrum of the free Zoo domain. The Za domain
undergoes very small structural changes upon binding Z-DNA; therefore, its free and
bound CD spectra are likely to be nearly identical making it a valid background
subtraction3l. After Zo subtraction, CD spectra were fit using Equation 1 for
wavelengths spanning 240-310 nm. The wavelength cutoff of 240 nm was chosen
for fitting because the Za domain has a much stronger CD signal than DNA at lower
wavelengths therefore making background subtraction difficult. Fits to the
individually 2AP labeled Z-]XN samples (Figure 4.1b, Table 4.1) yielded 6.5-8.5 base-
pairs in the Z-DNA conformation, which is generally consistent with the 8 Z-DNA
base-pairs observed in the crystal structure of Z-JXN21, Example fits to experimental
CD data are presented in Figure 4.1d. One of the better fits to experimental spectra
is shown in Figure 4.1d where the best fit for Za bound Z-JXN-A27 indicates that 7.3
base-pairs are in the Z-DNA conformation. In contrast, some spectra are difficult to
fit as is shown for Z-JXN-A26 where the best fit was obtained with 6.5 base-pairs in
Z-DNA (Figure 4.1d). The difficulty in fitting the Z-JXN-A26 Zo bound spectrum
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arises because each half of the spectrum results in different estimations of Z-DNA,
where < 270 nm indicates less while > 270 indicates more Z-DNA. This inability to
perfectly fit the spectra could arise from sequence-dependent effects or possibly the

signal arising from the B/Z junction.

Location of 2AP label | Base-pairs in Z conformation
A24 8.52
A6 6.49
A26 7.53
A27 7.29

Table 4.1: CD fitting results for each independently 2AP labeled Z-JXN
construct bound to the Zo domain.

To further test our CD fitting procedure we studied an additional construct
similar to Z-JXN where the thermodynamically unfavorable 5’ CC 3’ step in Z-JXN
was substituted with a Z-DNA energetically favorable CG step to assure junction
localization at A24 (Figure 4.1b, Z-CG). Fluorescence experiments were carried out
on Z-CG with 2AP labeling identical to that of Z-JXN and similar trends were
observed (Figure 4.1b,c). As expected, the largest increase in fluorescence intensity
occurred at A24 (8.4X) while changes in other residues that remain in B-form
ranged from 0.9-2.2X. Upon validating by fluorescence that Z-JXN and Z-CG have
similar structural perturbations upon undergoing the B-to-Z transition, we
compared their changes in CD. Fits to the individually 2AP labeled Z-CG samples
ranged from 9.0-11.1 base-pairs in Z-DNA where 8 base-pairs are expected from the
fluorescence data (Table 4.2). This likely overestimation of Z-DNA content for some
Z-CG samples helps to define the limits of using just CD to determine the location of
a B/Z junction. CD fitting can be used to estimate the junction location to within a
few base-pairs. As DNA length increases, the fitting accuracy is expected to become
slightly worse because the B-to-Z change in CD signal per nucleotide becomes
smaller as a function of sequence length. We also note that the magnitude of the
unknown junction signal with respect to B and Z CD signals becomes smaller as DNA

length increases. Taken together, the large ranges observed from CD fitting and
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uncertainty in the structural interpretation of fluorescence data necessitates their
combination to obtain the best estimate of the location of B/Z junctions within DNA

duplexes that contain mixtures of B and Z-DNA.

Location of 2AP label | Base-pairs in Z conformation
A24 10.49
A6 11.13
A26 9.24
A27 8.99

Table 4.2: CD fitting results for each independently 2AP labeled Z-CG construct
bound to the Za domain.

4.3.3 B/Z Junction Mutations Modulate Z-DNA Formation

With a combined fluorescence and CD method to determine the length of Z-
DNA segments in B/Z containing sequences in hand, we sought to explore the
formation of B/Z junctions upon binding the Za domain in multiple sequence
contexts. As a basis for our study, we started by investigating sequence-dependent
effects in Z-JXN. Based on the thermodynamic preferences for Z-DNA formation, the
B/Z junction would be predicted to most likely form at the end of Z-JXN’s CG repeat?.
However, the X-ray structure reveals a different junction location where a
thermodynamically unfavorable 5’ CC 3’ step is incorporated into the Z-DNA helix
therefore localizing the junction at a site multiple nucleotides downstream of the CG
repeat (Figure 4.1a,b). In current Z-DNA prediction models, the free energy for
junction formation is treated to be equal for all sequences. However, in a recent
study we showed that instability in the B conformation enhances Z-DNA formation
likely by tuning the energetic cost of B/Z junction formation (Chapter 3)°. Here we
showed that the B/Z junction observed for Z-JXN is localized at a site that is highly
flexible when in the B-form state. Mutations that rigidified this intrinsic flexibility
(Z-TGT without 2AP, Figure 4.1a) resulted in a reduction in the propensity to form
Z-DNA. In our previous study we used CD spectroscopy to probe the extent of Z-DNA
formation for both Z-JXN and Z-TGT without 2AP labeling. We observed ~10-15%
more Z-DNA in Z-JXN compared to Z-TGT upon inducing the B-to-Z transition with
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the Zo domain suggesting that Z-TGT likely did not incorporate the
thermodynamically unfavorable CC step to localize the junction at A24.

In this chapter we have further probed B/Z junction formation in Z-TGT by
incorporating multiple 2AP labels. A label placed at A26 underwent a small 1.5X
change in fluorescence as expected upon undergoing the B-to-Z transition and is
consistent with Z-JXN where A26 remains in the B conformation (Figure 4.1b,c).
However, in contrast to Z-JXN, a 2AP placed at A24 undergoes a less significant 3.2X
increase in fluorescence intensity further confirming that A24 of Z-TGT may not
become extruded upon Z-DNA formation. In addition, the best fit of the CD spectrum
for Z-TGT with a 2AP label at A24 was achieved with 5.2 base-pairs in the Z
conformation (Figure 2.1b). This is consistent with the fluorescence data that shows
A24 does not undergo as significant of a change in Z-TGT as in Z-JXN. Both
fluorescence and CD data of 2AP labeled Z-TGT constructs support that upon
binding the Za domain, either the junction does not localize at A24 or there is a

reduced extent of Z-DNA formation.

4.3.4 Incorporation of CC steps into Z-DNA Helices

Next, we sought to explore the incorporation of more non-pyrimidine/purine
steps into Z-DNA helices in the presence of Z-JXN’s B/Z junction favoring sequence
element (5’ CCA 3’). We added an additional CC step to Z-JXN (Z-17) and labeled A28
which is comparable to A24 in Z-JXN and monitored changes in fluorescence upon
undergoing the B-to-Z transition with the Za domain (Figure 4.5a,b). A significant
11.1X increase in fluorescence intensity was observed indicating that the additional
CC step was very likely incorporated into the Z-DNA helix (Figure 4.5b). Fitting of
the of Z-17 CD data indicated that 9.6 base-pairs were in Z-form, consistent with 10
base-pairs necessary to localize the junction at A28 (Figure 4.5a). Next, we added
two CC steps to Z-JXN (Z-19) and installed a 2AP at A30 which is comparable to A24
in Z-JXN. We observed a significant 5.6X increase in fluorescence intensity upon
inducing the B-to-Z transition with the Za. domain, indicating that all CC steps had
been incorporated into the Z-DNA helix (Figure 4.5a,b). Also, fitting of the Z-19 CD
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data indicated that 10.8 base-pairs are in the Z-form, which is consistent with 12
base-pairs necessary to localize the junction at A30 (Figure 4.5a). The variation in
the steady-state fluorescence intensity increases observed with different additions
of CC steps (Z-JXN, Z-17, Z-19) likely reflects differences in local stability at the 2AP
when in the B-form state. We did not explore further additions of CC steps as this
results in long continuous stretches of guanine that have a high propensity for
quadruplex formation making them difficult to synthesize. By combining changes in
2AP fluorescence with CD fitting we were able to pinpoint the B/Z junction in Z-17
and Z-19 using only one 2AP label. These results suggest that dinucleotide steps
outside the energetically favorable pyrimidine/purine sequence space willingly
adopt the Z conformation likely in order to achieve the most thermodynamically

favorable B/Z junction.
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Figure 4.5: Probing the incorporation of CC steps into Z-DNA. (a) DNA
constructs where the location of a 2AP fluorescent probe is indicated with a star. (b)
Relative change in fluorescence (bound intensity/free intensity) upon inducing the
B-to-Z transition with the Za domain for Z-JXN, grey; Z-17, red; Z-19, blue; Z-CC,
orange. The fluorescence increase for A24 in Z-JXN is indicated with a dashed line.
(c) CD spectra of Z-CC when free (dashed) and bound (solid) to the Za. domain.

The surprising incorporation of unfavorable sequences into Z-DNA with
simultaneous B/Z junction formation led us to probe additional sequences in order
to better understand this effect. One possible explanation for the incorporation of CC

steps into Z-JXN, Z-17, and Z-19 is that CC steps would readily form Z-DNA upon

binding the Za. domain. We tested if continuous CC steps adopt the Z conformation

84



without being adjacent to a CG repeat (Figure 4.5a, Z-CC). Interestingly, titration of
the Za domain with the fluorescently labeled Z-CC resulted in a binding curve with
saturation at a ratio of 4:1 Za domain to DNA indicating that the protein was
somehow binding the DNA (data not shown). However, the 2AP labeled A24
underwent a 1.8X increase in fluorescence intensity, which is smaller than the
changes in fluorescence observed in the B-form region of Z-JXN (Figure 4.5b: Z-JXN-
A28,A27,A6). CD spectra of Z-CC showed minimal changes between free and bound
spectra indicating that the structure of Z-CC does not change significantly upon
binding the Za domain (Figure 4.5c). Therefore, the Zo. domain likely undergoes
non-specific interactions with Z-CC. We note that the CD spectrum of Z-CC has
spectral features that indicate quadruplex-like structures may be present to some
extent (Figure 4.6). However, regardless of some quadruplex formation, the
unchanged CD spectrum in Figure 4.5c indicates that the Zo domain does not induce
a helical Z transition in Z-CC. The failure of the Za. domain to induce the B-to-Z
transition in Z-CC shows that binding the Zo. domain does not force CC steps into the
Z conformation. Therefore, the unfavorable CC steps in Z-JXN, Z-17, and Z-19 are
only incorporated into Z-form helices when coupled with thermodynamically

favorable (CG)x stretches.
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Figure 4.6: CD conformational analysis of control constructs in their Za free

state. Plotted are CD spectra of Z-JXN (black), Z-12 (pink), Z-CC (orange) in their
free form with no Za present. The CD spectrum of Z-JXN is shown as a B-form
reference. Highlighted in grey is the spectral region that can be used to identify A-
form or quadruplex structures. Both A-form and parallel quadruplex structures have
similar CD spectra with the exception of the grey region, where parallel quadruplex
and A-form structures have positive and negative ellipticities, respectively27:32, The
CD spectrum of Z-CC free appears to be a mix of quadruplex and B-DNA based on the
positive signal in the grey region. Z-12 appears to be a mix of A and B-DNA given the
negative CD spanning 200-220 nm.

We then sought to determine if the favorable junction in Z-19 drove
extension of the Z-DNA helix to incorporate the (CC)3 repeat. Here we decoupled the
Z-DNA helix in Z-19 from its favorable junction, localized at a CA step, by
independently inducing the B-to-Z transition in a sequence composed of the Z-DNA
helix portion of Z-19 (Figure 4.7a, Z-12). In order to determine the extent of Z-DNA
formation in Z-12 we carried out a titration with the Za domain and monitored it
with CD spectroscopy (Figure 4.7b). We note that the Za free CD spectrum of Z-12
has some A-form spectral characteristics, probably because the (CC)3 region likely
adopts an A-like structure (Figure 4.6)33. The best fit of the fully bound Z-12 CD
spectrum was obtained with 10.4 base-pairs in Z-DNA suggesting that the whole Z-
12 sequence did not transition into Z-DNA and that likely only some of the CC repeat

was incorporated into the Z-form helix. However, we do not put much weight on the
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fit of Z-12 because the quality of the fit is low, possibly because of the A like

structure that forms in the (CC)3 region.
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Figure 4.7: Probing the structure and stoichiometry of Zo domain/DNA
complexes. (a) DNA constructs used in titrations where the location of a 2AP
fluorescent probe in Z-19 is indicated with a star. (b) Titrations of Z-12 (top) and
(CQ)6 (bottom) with the Zao domain monitored by CD spectroscopy. (c) Plot of the
extent of the B-to-Z transition upon binding the Zo domain. The extent of the

transition was determined by monitoring the change in 2AP fluorescence at 370 nm
for Z-19 and change in CD at 293 nm for Z-12 and (CG)e.

Although there is significant uncertainty in the specific location of the
junction given the absence of fluorescence measurements, the binding titration of
the Za domain to Z-12 provides additional evidence that the B/Z junction likely
forms near the end of the CG repeat. A titration of the Zo. domain with Z-12 revealed
that the transition completed at a ~4:1 ratio of Za domain to Z-12 (Figure 4.7b,c). As
a control, we carried out a titration with the most thermodynamically favorable 12
base-pair Z-DNA helix, (CG)s, and observed a similar binding profile over the course
of the B-to-Z transition where the transition completes at a ~4:1 ratio of Za domain
to DNA (Figure 4.7b,c). Comparison of both binding curves reveals nearly identical
binding profiles. Previously it was shown that binding of the Za domain was
generally consistent with the sequence-specific B-to-Z free energy cost for

dinucleotide steps3%4. Thus, if Z-12 adopted a pure Z-DNA helix lacking a B/Z
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junction, the transition would complete at a greater ratio of Zo. domain to DNA than
(CGQ)6 because Z-12 has an approximately two fold higher cost in free energy for the
B-to-Z transition than (CG)s.

A (CG)3 sequence, which is found within Z-12, has been shown to bind two
Zo. domains and reach titration saturation at 2:1 Za domain to DNA3>. The higher
binding stoichiometry observed for Z-12 compared to a (CG)s likely reflects the
additional free energy cost of junction formation required when the Za domain
binds the (CG)3 element within Z-12. Both fitting of CD data and the titration curve
for Za domain binding to Z-12 provide strong evidence that Z-12 forms a B/Z
junction and does not incorporate a (CC)3 repeat into a Z-DNA helix. It is likely that
Z-12 forms a full Z-DNA helix in the context of Z-19 because the energetic cost of
favorable junction formation, localized at A30, combined with incorporation of
unfavorable CC steps into Z-DNA is less than the cost of junction formation adjacent
to the CG repeat when binding the Zo. domain.

In all sequences studied (Z-JXN, Z-17, and Z-19), formation of a favorable B/Z
junction required incorporation unfavorable CC steps into a Z-DNA helix. The
unfavorable CC steps in Z-JXN, Z-17, and Z-19 are only incorporated into Z-form
helices when coupled with thermodynamically favorable (CG)x stretches. Once the
Z-form helix is adopted by a stretch of pyrimidine/purines, more
thermodynamically unfavorable steps propagate the Z-form helix in order to form

the most favorable B/Z junction when binding the Zo. domain.

4.3.5 Propagation of Z-DNA Helices with Additional Non-Pyrimidine/Purine Steps

Next we examined if dinucleotide steps other than CC that generally disfavor
Z-DNA formation could be incorporated into Z-DNA helices upon binding the Za
domain. Samples were designed to have the same 5° CCA 3" junction as Z-17 while
mutating the dinucleotide step downstream of the (CG)s repeat (Figure 4.8).
Specifically, we inserted a GC step (Figure 4.8a, Z-17GC) which is predicted to be
approximately two-fold in free energy more unfavorable for undergoing the B-to-Z

transition than a CC step?2. A small (2.9X) change in fluorescence was observed upon
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undergoing the B-to-Z transition for Z-17GC and CD fitting indicated only 4.8 base
pairs were in the Z conformation (Figure 4.8b,c). Here the B/Z junction is localized
at the end of the (CG)3 repeat where the thermodynamic advantage of forming the
favorable CCA junction is outweighed by the penalty resulting from incorporation of

a GC step into the Z-form helix.
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Figure 4.8: Z-DNA preferences for non-pyrimidine/purine repeats upon
binding the Za. domain. (a) Fluorescently labeled constructs with 2AP fluorescent
probes indicated with a star. (b) Relative change in fluorescence (bound
intensity/free intensity) at 370 nm upon inducing the B-to-Z transition with the Za
domain for Z-17, red; Z-17GC, purple; Z-17GG, green. As a reference, the
fluorescence increase for A24 in Z-JXN is indicated with a dashed line. (c)
Comparison of free (dashed) and Za bound (solid) CD spectra of Z-17 (red) to Z-
17GC (purple, left) and Z-17GG (green, right).

We made a similar mutation in another construct, Z-17GG where the CC step
of Z-17 was replaced with a GG. Based on the currently available B-to-Z transition

thermodynamic data, the free energy cost of GG and CC B-to-Z helical transitions are
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considered equal?. Thus, the junction would be expected to localize in the same
location for both Z-17 and Z-17GG. Interestingly, similar to Z-17GC we found that
the Z-form helix did not incorporate the non-pyrimidine/purine GG step (Figure
4.8a). Both fluorescence (3.1X increase, Figure 4.8b) and CD (7.4 base-pairs in Z-
form, Figure 4.8c) experiments of Z-17GG indicate that the junction does not localize
at A28, rather it is likely at the end of the CG repeat (Figure 4.8a). Our result
suggests that either CC and GG steps do not have the same energetic cost for the B-
to-Z transition or that the Za domain may interact differently with each sequence.
Both of these examples further highlight the energetic tug of war between junction
formation and extension of Z-DNA helices where the lowest energy conformation
wins. For Z-17GC and Z-17GG the Z-DNA helix only extended to the end of the (CG)3
repeat, while in Z-17 multiple unfavorable CC steps were incorporated into Z-DNA

in order to localize the junction beyond the CG repeat.

4.4 Conclusions

In conclusion, we have developed a method to determine the location of B/Z
junctions within DNA duplexes that contain a mixture of B and Z-DNA by combining
fluorescence and CD spectroscopy. Application of this combined approach revealed
that sequences thought to disfavor the Z conformation are readily incorporated into
Z-DNA in order to achieve the most favorable B/Z junction. Therefore, both the
sequence dependence of B-to-Z helical conversions and B/Z junction formation play
major roles in dictating the B-to-Z transition. These new surprising preferences for
Z-DNA formation may expand the sequence space predicted to be available to Z-
DNA in genomes. Further, the formation of Z-DNA in vivo necessitates the formation
of two B/Z junctions. Consequently, this second junction might cause an even larger

enhancement of the effects observed in our studies.
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Chapter 5

Preliminary Studies of Supercoiled DNA: Development and Optimization of a
DNA Minicircle System

5.1 Introduction

The current DNA structure-function paradigm is largely based on atomic-
level studies of DNA structure under the experimentally accessible relaxed duplex
state; it has largely ignored the forces to which DNA is constantly subjected to in the
native cellular environment. In particular, supercoiling is key for packaging DNA
into small volumes in prokaryotic and eukaryotic cells!2. Transcription, replication,
and other genetic processes also give rise to transient supercoiling since DNA must
be unwound for polymerase action. The torsional stress resulting from DNA
supercoiling can be absorbed by non-B-form structures such as Z-DNA, H-DNA,
triplex DNA, and cruciforms?. The stress may also be relieved through more local
deformations of the double helix such as kinking and extrusion of bases!-3.

Supercoiling induced stress has been shown to play a variety of functional
roles, most of which are believed to involve the modulation of DNA structure and
dynamics. For example, it is widely accepted that supercoiling is a major
transcription control element in bacteria*. Varying levels of supercoiling enhance
structural deformations at transcription start sites, thus enabling a gene expression
control system that is highly sensitive to supercoiling. Further, it was recently
demonstrated for the first time in eukaryotic cells that transcription-induced
supercoiling modulates gene expression through formation of non-canonical DNA
structures>®. Using the human MYC gene as a reporter, it was shown that dynamic
supercoiling can propagate genetic signals over thousands of base-pairs.

A major challenge in studying supercoiled DNA at the atomic scale, or even at

nucleotide resolution, is that supercoiled DNA plasmids contain thousands of
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nucleotides and are therefore too large for characterization by techniques such as X-
ray crystallography and NMR. Recently, supercoiled DNA minicircles consisting of
less than 100 base-pairs have been prepared and used as a model system in
biochemical studies to investigate the influence of superhelical forces DNA structure
and stability’°. These studies suggest the existence of pronounced supercoiling
dependent deformations in small minicircles. Further, molecular dynamics
simulations of minicircles show large perturbations involving inter-helical kinking
and severe base-pair rupturing!®11. In this chapter, we establish procedures for the
synthesis and purification of minicircles composed of a single topoisomer. Further,
we carried out a variety of experiments to test if the sequence-specific changes in
local dynamics and conformational transitions observed for linear duplexes in
Chapters 3 and 4 manifest into observable changes in this supercoiled minicircle

system.

5.2 Materials and Methods
5.2.1 Synthesis and Purification of DNA Minicricles

DNA oligonucleotides were purchased from IDT, Inc. (Coralville, 1A), 5'
phosphorylated, and PAGE purified. Oligonucleotides were designed to be
consistent for ligation using the recently reported DNA Circularization by Long
Cohesive Ends (DCLCE) method (Figure 5.1)7. Briefly, two double stranded
sequences are designed so that they are half complimentary such that they can form
nicked minicircles as depicted in Figure 5.1a,b. The nicked minicircles are then
ligated with a DNA ligase protein (Figure 5.1c,d). The initial report of the DCLCE
method carried out ligation reactions using 4 strands of two double stranded
sequences, however we observed a higher yield of the desired minicircle product
when using just two of the four strands. Therefore, in our synthesis of minicircles

we only used 2 single strands as depicted in Figure 5.1a.
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Minicircle

DNA Ligase

single-strand

Figure 5.1: Schematic representation of DNA minicircle synthesis. a) Two single
strands anneal together with floppy ends that are complimentary to each other. b)
The complimentary floppy ends anneal to each other to form a nicked minicircle
that is subsequently ligated with a ligase protein. c) DNA minicircle after ligation of
nicks. d) Denaturing polyacrylamide gel of DNA before (single strand) and after
(minicircle) the ligation reaction.

Ligation of DNA to produce supercoiled minicircles was achieved using either
Taq or 9° North DNA ligase purchased from New England Biolabs (Beverly, MA). 9°
North DNA ligase was preferred because it was more cost effective and produced
negative topoisomers more readily compared to Taq ligase. Ligation reactions were
carried out in PCR tubes using ~0.3 uM of each single strand oligonucleotide and
~1.2 Units/uL of either Taq or 9° North DNA ligase in the corresponding ligase
reaction buffer (NEB) with volumes varying between 25uL - 200uL. We found that
these conditions (protein/DNA ratio) resulted in good yield of the desired minicircle
product. Generally, as the DNA concentration decreases, a larger ratio of minicircles
to undesired products is obtained. However, a tradeoff of doing ligation reactions in
very dilute conditions is that it takes many reactions to obtain large quantities of
DNA minicircles. Ligation reactions were carried out using a Thermo Scientific Px2
thermal cycler with the following temperature cycling scheme consistent with the
previously reported Ligation Assisted Minicircle Accumulation (LAMA) method: 30
seconds at 95 °C, followed by 4 °C for 1 minute and then ligation at 65 °C for 25

minutes’. Ligation reactions were typically carried out for 7 full temperature cycles
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for an optimal combination of yield and time. We observed lower yields with fewer
cycles and found that products no longer accumulate at a certain point likely due to
loss in ligase activity.

After optimization of LAMA for a given minicircle sequence, a large scale
preparation of minicircles was carried out followed by minicircle purification. When
carrying out large scale reactions (1-2 mL of total ligation mixture), the LAMA
procedure was run overnight with 14 cycles. The completed ligation reactions were
then combined and concentrated to a small volume (~250-500 ul) for gel
purification using an Amicon Ultra-4 centrifugal filter unit with a 3 kDa cutoff. DNA
minicircles were purified from concentrated ligation reaction mixtures using 10%
(w/v) denaturing polyacrylamide gel electrophoresis (PAGE) with 8M urea and TBE
buffer. The minicircles were cut from the gel with the assistance of UV shadowing
and extracted from the gel using a crush and soak method. Here the minicircle gel
slice was chopped into small pieces and allowed to soak overnight in 50 mL of 0.5 M
sodium acetate pH 8 buffer with gentle shaking. The acetate buffer containing
minicircles was separated from the gel pieces and another 50 mL of acetate buffer
was added to the pieces for further extraction of DNA. The sodium acetate solution
containing DNA minicircles was then reduced to a volume of approximately 1 mL
using an Amicon Ultra-15 centrifugal filter unit with a 3 kDa cutoff. The DNA
minicircles were then further cleaned by incubating with Exonuclease I and III
proteins (NEB) at 37 °C for 30 minutes to remove any single or double stranded
non-circular DNA that was cut out with the DNA minicircle. Finally, the DNA
minicircles were purified from the Exonuclease proteins and buffer exchanged into
TE buffer using a Qiagen MinElute PCR purification kit. The yield calculated from
input single stranded DNA to final purified DNA minicircles was approximately 10-

15%.

5.2.2 Analysis of Topoisomer Distributions

Topoisomer distributions were determined by analyzing gel electrophoresis
bands of minicircle ligation reactions. Minicircle ligation reactions were run on a

10% (w/v) denaturing polyacrylamide gel, stained with SYBR Gold (Invitrogen), and
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imaged using a Kodak EDAS 290 imaging system. Topoisomers were quantified by
determining the luminosity of their corresponding electrophoresis bands in black
and white gel pictures using Photoshop CS4. Here the minicircle luminosity was
determined by calculating the luminosity of each band followed by subtraction of

the average surrounding luminosity.

5.2.3 BAL-31 Nuclease Minicircle Digestion Reactions

DNA minicircle digestion by BAL-31 nuclease (NEB) was monitored by
measuring the luminosity of minicircle gel bands as a function of time upon addition
of BAL-31. The reaction conditions for positively supercoiled minicircles was 50 nM
DNA minicircle, 0.06 U/uL. BAL-31 nuclease, 20 mM Tris-HCl, 300 mM NacCl, 6 mM
CaClz, 6 mM MgClz, 0.5 mM EDTA at pH 8. The minicircles were incubated at 37 °C
for 5 minutes prior to the addition of BAL-31 and the reactions were carried out at
37 °C. The rate of digestion was significantly faster for negatively supercoiled
minicircles, therefore the reactions were run with the same conditions except at a

lower BAL-31 concentration (0.005 U/uL) and temperature (25 °C).

5.3 Results and Discussion

5.3.1 Preparation of DNA Minicircles with Pure Topoisomers

The first step in most biophysical studies is to generate large quantities of
uniform samples amenable to structural or dynamical characterization. Further, the
ideal system would be small enough such that the effect of a sequence-specific
property is observable within a sea of DNA. One major hurdle for studying small
DNA minicircles is the challenge in synthesizing closed-circular DNAs that are less
than 100 base-pairs. Recently, Du et al. reported a method, LAMA, to synthesize
small minicircles in high yield (Figure 5.1) so we used this method to synthesize
DNA mincircles’. First, we sought out to produce negatively supercoiled minicircles
motivated by the presence of negative supercoiling in eukaryotic DNA as a result of
genomic packaging and the stabilization of Z-DNA by negative supercoiling.

Supercoiling in DNA can be quantified by the linking difference “ALk”
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ALk = Lk — Lk° (D
where Lk is the linking number and Lk° is a reference linking number?!. The linking
number, Lk, describes the number of times double helical single strands are linked
(like a chain) upon the creation of closed-circular DNA by formation of 5'-3'
phosphodiester bonds to close each strand. Each helical turn results in one link
between the single strands and Lk must be an integer because exact helical turns are
necessary to properly phase the 5'-3' ends of DNA strands for ligation. Lk® is the
reference linking number for the relaxed linear duplex form of the closed-circular

DNA. It is described by the number of helical turns present in a relaxed duplex DNA

Lk =
h )

where N is the number of bases and h is the number of base-pairs per turn for a B-
DNA helix (~10.5). Therefore, the linking difference, ALk (Equation 1), quantifies
the strain put on the double helix to properly phase the 5'-3' ends for ligation where
the helix must under or over wind in order to form closed-circular DNA.

The linking number can be broken down into two components:

Lk =Tw +Wr 3)
where Tw (twist) describes the twisting of single strands about the helical axis and
Wr (writhe) accounts for coiling of the helical axes in three dimensional space. It has
been predicted and observed that small minicircles (< 100 bp) are planar and
therefore have no writhe (Wr = 0)12-14, Thus, the linking difference for small

minicircles is primarily determined by helical twist

ALk

minicircle

N
=T —-(—
Y (4)

where Tw is the integer number of helical twists necessary for phasing the 5'-3'
ends correctly for ligation and (N/h) has been substituted for Lk®. A negative linking
difference means that the DNA has unwound and is negatively supercoiled and
correspondingly a positively supercoiled minicircle is overwound and has a positive
linking difference. Closed-circular DNA’s with the same sequence, but different ALk

are called topoisomers.
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An advantage of using small minicircles is that their size can be used to tune
the properties of supercoiling where the thermodynamically favorable topoisomer
is predicted to have the smallest |ALk|. This is because supercoiling driven DNA
destabilization is proportional to (ALk)? therefore smaller |ALK|’s result in less
superhelical stressl. We were interested in producing negatively supercoiled
minicircles, so we chose a length of 87 base-pairs which would be predicted to
minimize ALk upon ligation favoring the negative topoisomer with ALk = -0.3
compared to ALk = 0.7 for the positive topoisomer.

The first 87 base-pair minicircle we synthesized, Mini87, had a sequence
identical to a sequence previously investigated by Du et al. (Table 5.1)7. Upon
carrying out ligation reactions we observed a large distribution of products (Figure
5.2) consistent with those reported by Du et al.”. Starting from the bottom of the gel
in Figure 5.2a, we typically observed single-stranded DNA that failed to be ligated
regardless of the number of cycles. Next, in Figure 5.1b, we observed the formation
of single-stranded minicircles. These were confirmed to be single stranded
minicircles by their resistance to cleavage by Exonuclease I and IIl and using a
nicking reaction procedure similar to Du et al’. The band observed in Figure 5.2c
corresponds to the desired minicircle product, but upon careful inspection there are
two bands, which indicates the formation of multiple topoisomers. This was a
surprising observation as we predicted to only form one topoisomer (the negative
topoisomer) based on the size of the minicircle. Finally, we observed very high
molecular weight products (Figure 5.2d) that were stuck in the loading lane. We
believe that these are also closed-circular DNA since they are not susceptible to
cleavage by Exonuclease I and III. It is likely that during the cycling process many
strands become ligated into large single strands that are multiples of the parent
strand, and they eventually ligate with each other to form large closed-circular
systems. Last, the streaking observed in all three lanes (Figure 5.1) disappeared
upon introduction of Exonuclease I and III, indicating that the streaking
corresponded to single or double stranded linear DNA that had been ligated during
the LAMA procedure.
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Minicircle Sequence
Mini87 5’ CCT TGA TGT CGA TAG CAT TGC ACG GGT CTT GTT CGA TCG AAG ATA TCC TCA CCT GCA TCC TGA
ACC CAT TGA CTC CCA AGC GAT AGG 3’
MiniZJXN 5’ CCT TGA TGT CGA TAG CAT TGC ACG GGT CTT GTT CGA TCG AAG ATA TCC TCA CCT GCA TGG TTT
ATG GCG CGC GTC CCA AGC GAT AGG 3’
MiniZJXNeont 5’ CCT TGA TGT CGA TAG CAT TGC ACG GGT CTT GTT CGA TCG AAG ATA TCC TCA CCT GCA TGG TTT
ATG GCT GAC GTC CCA AGC GAT AGG 3’
MiniZJXNeont2 5’ CCT TGA TGT CGA TAG CAG TGC ACG GGT CTT GTC CGA TCG AAG ATA TCC TCA CCT GCA TGG TTT
ATG GCT GAC GTC CCA AGC GAT AGG 3’
MiniZA1 5’ CCT TGA TGT CGA TAG CAT TGC ACG GGT CTT GTT CGA TCG AAG ATA TCC TCA CCT GCA CAA AAA
CGC GCG CGC GCG CCA AGC GAT AGG 3
MiniZA2 5’ CCT TGA TGT CGA TAG CAT TGC ACG GGT CTT GTT CGA TCG AAG ATA TCC TCA CCT GCA CAA AAA
GCG CGC GCG CGC CCA AGC GAT AGG 3
Minig4 5’ CCT TGA TGT CGA TAG CAT TGC ACG GGT CTT GTT CGA TAA GAT ATC CTC ACC TGC ATC CTG AAC
CCA TTG ACT CCC AGC GAT AGG 3’
Mini84TGT 5’ CCT TGA TGT CGA TAG CAT TGC ACG GGT CTT GTT CGA CAA GAT ATC CTC ACC TGC ATC CTG AAC
CCA TTG ACT CCC AGC GAT AGG 3’

Table 5.1: DNA Minicircle sequences. Mutations made on Mini87 and Mini84 are
highlighted in yellow for each sequence.

0 1.5
[Chloroquine] (mM)

Figure 5.2: Denaturing PAGE of typical ligation reaction products with
increasing concentrations of chloroquine (0.0 - 1.5 mM) from left to right. a)
single-stranded DNA, b) single-stranded minicircles, ¢) DNA minicircles with
positive and negative topoisomers d) high molecular weight products.

Upon observation of multiple topoisomers, we set out to identify the

topoisomer associated with each band. Topoisomers in supercoiled DNA can be
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identified by carrying out ligation reactions in the presence of an intercalating
agent!. Intercalators such as ethidium bromide and chloroquine unwind DNA upon
binding, therefore resulting in the formation of negative topoisomers upon ligation.
We used chloroquine as an intercalator so as to not interfere with gel imaging,
where ethidium bromide strongly fluoresces upon binding DNA. As shown in Figure
5.2, increasing the concentration of chloroquine increasingly drove the ligation
product distribution into a single minicircle topoisomer corresponding to the
slower migrating band in the gel. Therefore, the top band in Figure 5.2c corresponds
to the negative topoisomer (ALk = -0.3). Generally for all minicircles studied, we
observed the top band to be the negative topoisomer and found that the presence of
~1 mM chloroquine was sufficient to result in formation of only the negative
topoisomer using our reaction conditions. Once the ligation conditions for
producing pure topoisomers was determined, we carried out ligation reactions on a
large scale as described in materials and methods. Figure 5.3 shows an example of
an 87 base-paired negative topoisomer that was purified from all ligation products
after carrying out the described purification protocol.

a b c¢

ALk =-0.3 ALk =-0.3

l

l

Figure 5.3: Denaturing PAGE of a negatively supercoiled 87 base-paired
minicircle purified from ligation reactions. Lanes are: a) Ligation reaction of an
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87 base-paired minicircle with the same products as described in Figure 5.2, b)
Single stranded DNA c) Negatively supercoiled minicircle after purification protocol.

Surprised by the ligation products of Mini87, we synthesized another
minicircle, Mini84, from the study of Du et al. (Table 5.1). Mini84 is composed of 84
bases, therefore the lowest energy topoisomer would correspond to a ALk of ~0.
Interestingly, ligation of Mini84 also resulted in the formation of two topoisomers,
with the product distribution skewed toward the top band (Figure 5.4) consistent
with the ligation products observed by Du et al.’. Each topoisomer of Mini84 was
determined by chloroquine titration and the top band became more populated upon

addition of chloroquine, therefore indicating that the negative topoisomer (ALk = -

1.0) was the major ligation product (Figure 5.4).

0 [Chloroquine] (mM) 2.0

Figure 5.4: Chloroquine titration of the 84 base-pair minicircle Mini84. Lower
and upper bands correspond to ALk = 0 and ALk = -1 topoisomers, respectively.

5.3.2 Probing the Sequence-Specific Formation of Topoisomers

The observation of these interesting topoisomer distributions upon ligation
of Mini84 and Mini87 led us to explore if ligation topoisomer distributions are a
function of sequence. We generated samples with a series of mutations (Figure 5.5a,
Table 5.1), similar to sequences used in Chapters 3 and 4, and measured their
topoisomer distribution upon ligation with 9° North ligase. The first mutation we
made was inserting the Z-JXN sequence into Mini87 (MiniZ]JXN) to see if enhancing
Mini87’s propensity to form Z-DNA influenced the topoisomer distribution. Negative
supercoiling enhances Z-DNA formation, therefore we predicted that if the Z-JXN
element transiently formed a Z-like conformation, it would shift the topoisomer
distribution to favor a ALk of -0.31516, Analysis of the MiniZ]XN ligation reactions

revealed a topoisomer distribution similar to Mini87, where the negative
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topoisomer was populated ~30% of the time (Figure 5.5b). We also inserted
ZJXNcont which does not form Z-DNA even in the presence of the Za domain of
ADAR1, into Mini87 as a Z-DNA control. Again, we observed a similar topoisomer
distribution where the negative topoisomer was populated ~25% of the time
(Figure 5.5b). One minor difference between MiniZ]XN and MiniZ]JXNcont js that their
GC content differs slightly at 53% and 51%, respectively. For an additional control,
we inserted additional GC base-pairs into MiniZ]XNcont to produce MiniZ]JXNcont2
which has a GC content of 53% (Table 5.1). Ligation of MiniZ]XN¢crt2 resulted in a
similar topoisomer distribution with the negative topoisomer forming ~20% of the
time (Figure 5.5b). In summary, while we did detect slight differences in
topoisomer distributions between multiple 87 base-pair minicircle sequences
(ranging from 2-9%), these mutations did not cause dramatic sequence dependent

changes in topoisomer distributions.

a b
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Figure 5.5: Sequence dependence of topoisomer distributions from ligation
reactions. a) Sequences of Z-JXN and Z-JXNcont that were inserted into Mini87 to
result in MiniJXN and MiniZ]JXNcont, respectively. b) Fraction of negative topoisomer
formation that resulted from ligation reactions.
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Next we tested if a sequence mutation in Mini84, which also had surprising
ligation products, would perturb its topoisomer distribution. Here, we made a TAT
to TGT mutation (Mini847¢T, Table 5.1), which we have shown by NMR to result in a
significant rigidification of the DNA duplex!’”. Upon ligation of Mini84T6T we
observed a topoisomer distribution similar to Mini84 where ~80% of minicircles
formed the negative topoisomer (Figure 5.5b). Therefore, this TGT mutation, which
had a dramatic effect on duplex DNA conformational flexibility, did not significantly
influence the distribution of topoisomers resulting from ligation. Overall, the 4
mutations made in the 84 and 87 base-paired minicircles did not significantly
influence the distribution of topoisomers resulting from 9° North ligation reactions.
For all 6 sequences studied, we only observed minor sequence-specific differences

all roughly within error of each other.

5.3.3 Kinetics of Minicircle Digestion by BAL-31 Nuclease

Recent studies employing small DNA minicircles have used BAL-31 nuclease
as a probe of deformations in supercoiled DNA7-°. Here the stress from supercoiling,
either positive or negative, causes disruptions in the double helix and the BAL-31
protein subsequently cleaves the DNA backbone at the distorted site (Figure 5.6a)18-
20, Generally, disruptions of the double helix are more pronounced in negatively
supercoiled DNA since these disruptions can serve to reduce the superhelical stress
on the double helix3. It has also been shown that the rate of digestion by BAL-31 is
proportional to the number of deformed sites in supercoiled DNA?L. Thus, the BAL-
31 nuclease kinetic assay has the potential to provide insight into sequence-specific
structural plasticity by probing rates of minicircle digestion (Figure 5.6a).

Similar to our studies of ligation topoisomer distributions, we sought out to
determine if minor sequence-specific changes in supercoiled minicircles resulted in
unique BAL-31 digestion patterns. Specifically, we inserted Z-DNA favoring
sequences into minicircles to probe if minicircles with higher propensities to adopt
the Z conformation have altered rates of digestion by BAL-31 nuclease. It has
previously been shown that B/Z junctions are sensitive to cleavage by BAL-31

nuclease?. Our hypothesis was that supercoiled induced Z-DNA formation might
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localize helical unwinding to a single site in negatively supercoiled minicircles;
therefore, perturbing the distribution of deformed sites sensitive to BAL-31
digestion.

We began by measuring the digestion rates for a series of positively
supercoiled minicircles using sequences with varying propensities to form Z-DNA.
In these kinetic experiments, BAL-31 induced digestion of minicircles was
monitored by measuring the intensity of gel electrophoresis minicircle bands as a
function of digestion time (Figure 5.6a). The kinetic data was then fit to a single
mono-exponential decay to determine the digestion rate constant (Kaigest). We also
note that kinetic data for positively supercoiled minicircles was very reproducible

between multiple runs (Figure 5.6c).
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Figure 5.6: BAL-31 Kkinetic assay and results for positively supercoiled
minicircles. a) Schematic description of BAL-31 digestion reactions. b) Sequences
that were inserted into Mini87. c) Kinetic profiles for Mini84(grey), Mini87(black),
MiniZ]XN(red), MiniZ]XNcont(blue), MiniZA1 (green), MiniZA2 (orange). The best fit
mono-exponential decay is plotted for each corresponding data set.
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Kinetic experiments were carried out on five 87 base-pair positively
supercoiled minicircles with varying propensities to form Z-DNA, three of which:
Mini87, MiniZ]XN, MiniZ]XNcont were also used for the topoisomer experiments. The
two additional minicircles that were studied involved the insertion of (GC)s or (CG)s
elements adjacent to an A-tract, MiniZAland MiniZA2, respectively (Table 5.1). The
highlighted elements of MiniZA1 and MiniZA2 in Figure 5.6b have higher
propensities for Z-DNA formation than Mini]XN because of their longer CG/GC
repeats: six compared to three for Z-JXN2?2. Overall, we observed similar rates of
digestion for all five positively supercoiled minicircles with the biggest deviation
being ~20% faster or slower compared to Mini87 (Table 5.2). Outside of the
propensity to form Z-DNA, another source for kinetic differences could be the
overall minicircle stability based on GC content (Table 5.2). In summary, while we
did detect minor differences in the rates of digestion between 5 positively

supercoiled minicircles, we did not observe dramatic sequence dependent effects.

Minicircle Kaigest (min-1) ALk % GC
Mini84 0.003 + 0.001 0.0 50.6
Mini87 0.029 + 0.001 0.7 50.6

MiniZJXN 0.024 + 0.002 0.7 52.9
MiniZJXNcont 0.033 + 0.002 0.7 50.6
MiniZA1 0.031 +0.001 0.7 55.2
MiniZA2 0.034 + 0.001 0.7 55.2

Table 5.2: Rate constants measured for minicircle digestion by BAL-31
nuclease.

As a control, we also carried out kinetic experiments on a minicircle with
minimal superhelical stress, Mini84 with a ALk of ~0 (Figure 5.6¢, grey). Here we
observed a significantly decreased rate of digestion compared to positively
supercoiled minicircles as would be expected since the destabilization of the double
helix from supercoiling is nearly zero for a ALk of 0 (Table 5.2).

Finally, we tried to carry out BAL-31 kinetic experiments on negatively

supercoiled minicircles. As predicted, the rate of digestion was significantly faster
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for negatively supercoiled minicircles compared to their positively supercoiled
counterparts. In order to slow down the reactions to a rate measureable by our
method, we reduced the temperature to from 37 °C to 25 °C and the concentration
of BAL-31 nuclease from 0.06 U/uL to 0.005 U/uL. Multiple kinetic reactions were
carried out on MiniZ]XN¢ont and we found the kinetic traces to be both quite strange
and irreproducible. As shown in Figure 5.7, repeated experiments with the same
minicircle resulted in a large spread in the data and for some cases a mono
exponential decay was not observed. This is in contrast to the kinetic data for
positively supercoiled minicircles where we were able to readily reproduce each
kinetic trace. We did not run any further kinetic experiments on negatively

supercoiled minicircles because of the difficulty in generating reliable data.
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Figure 5.7: BAL-31 Kkinetic data for a negatively supercoiled MiniJXNcont
minicircle (ALK = -0.3). Each color (black, red, green, blue, orange) corresponds to
a different repetition of the same experiment.

5.4 Conclusions

We have established a procedure for producing topologically pure DNA
minicircles in large quantities necessary for biophysical characterization. Our
results from minicircle synthesis show that simple assumptions about product

formation based on forming the most stable topoisomer upon ligation cannot be
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made. For both minicircle sizes studied, 84 and 87 base-pairs, we observed a
mixture of topoisomers that were skewed to the opposite of what would be
predicted based on simple ALk calculations. Therefore, it is necessary to carefully
identify each topoisomer that forms from the ligation process. First, it is crucial to
run minicircle gels for an ample amount of time to allow for the topoisomers to fully
separate. Additionally, one topoisomer might form in a very small amount; therefore
it is necessary to use sensitive methods for gel analysis. For example, when 87 base-
paired minicircle gels were stained with ethidium bromide, only the highly
populated positive topoisomer was observed. Subsequent staining with SYBR gold
revealed the presence of a small amount of the negative topoisomer. Once the
desired topoisomer is identified, minicircle synthesis can be tweaked for its specific
selection. Formation of purely the negative topoisomer can be achieved by driving
the distribution of ligation products to the unwound form using an intercalating
agent. If the positive topoisomer is desired, BAL-31 nuclease digestion can be used
to remove any negative topoisomers that are present after gel purification since
they digest at a rate at least an order of magnitude faster than positive topoisomers.

Similar to Chapters 3 and 4 we have explored the influence of sequence-
dependent mutations, except on supercoiled DNA. First, we studied the sequence-
dependence of topoisomer formation from ligation reactions. Insertion of sequences
with differing propensities to form Z-DNA did not significantly alter the product
distributions of ligation reactions. Additionally, we made a TAT to TGT mutation
shown to significantly rigidify the double helix of linear DNA in Chapter 3, and again
did not detect a significant change the ligation topoisomer distribution.

We also implemented a BAL-31 nuclease kinetic assay to probe deformations
in DNA minicircles composed of different sequences. Generally, the kinetic assay
worked as predicted where the rates of BAL-31 nuclease digestion varied based on
the minicircle’s ALk with ALk = 0.0 being the slowest, ALk > 0 slightly faster, and ALk
<0 being very fast. We were able to successfully determine the rates of digestion for
positively supercoiled minicircles with differing GC contents and propensities to
form Z-DNA but did not observe any dramatic differences in their digestion rates.

Our minicircle systems were designed for Z-DNA forming sequences; therefore, we
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were mostly interested in digestion rates of the negatively supercoiled minicircles.
However, the kinetics experiments for negatively supercoiled minicircles resulted in
inconsistent and unreliable data.

Both the topoisomer and kinetics experiments were unable to detect
dramatic sequence-specific differences in DNA minicircles. This does not necessarily
suggest that supercoiling does not significantly amplify the sequence-specific
structural dynamic properties observed in relaxed duplex DNA. Rather, the
sequence-specific effects we attempted to probe with these methods might be too
small to be revealed within a sea of nearly 90 nucleotides. The inability to determine
sequence effects at the base level further motivates the necessity to produce
quantities of minicircles amenable to characterization by higher resolution methods

such as NMR spectroscopy.
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Chapter 6

Conclusions and Future Directions

6.1 Conclusions and Future Directions

Great strides have been made in characterizing the structure and energetics
of DNA from the proposed structure of B-DNA based on X-ray diffraction of DNA
fibersl, to the first single crystal structure of DNAZ, to the crystal structures of huge
nucleosome complexes3, to the development of NMR experiments that can probe the
structure of lowly populated conformational states*>. However, with each deeper
insight made into the minutia of the dynamic structure landscape of biomolecules
comes the difficulty in determining their specific biological function. This is
particularly challenging because in many cases very controlled conditions are
necessary for their characterization.

NMR relaxation dispersion methods allow for an unprecedented insight
into conformations that form as little as one percent of the time. The development of
advanced relaxation dispersion methods has allowed for extremely accurate
structural, thermodynamic, and kinetic information to be obtained about fleeting
excited conformational states. In Chapter 2, we explored the limits of which systems
can be quantitatively characterized using Rip relaxation dispersion. In our analysis
we found that systems in slow to moderately fast exchange (kex/Aw < ~2) could
always be fully characterized to obtain accurate and precise excited state chemical
shifts, populations, and kinetics. In cases of faster exchange (kex/Aw > 2), it becomes
more difficult to precisely determine the exchange parameters, but useful
information can still be obtained. One possible avenue for the improvement of
parameters obtained in fast exchange scenarios could be to combine R, dispersion
with additional NMR measurements. For example, Vallurupalli et al recently

demonstrated that differences in peak positions from HSQC and HMQC experiments
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(wsq-wmc) could be combined with CPMG data to obtain accurate exchange
parameters in fast exchange systems that are beyond the limit of CPMG by itself®.

Beyond obtaining extremely accurate and precise exchange parameters from
dispersion data is the challenge in determining the biological or chemical
significance, if any, of these excited states. Relaxation dispersion experiments
carried out on enzymes have shown an interesting correlation between the rates of
intrinsic conformational dynamics and catalytic rates. It has been proposed that
these motions measured by NMR are important for the catalytic process, but this is
currently a very controversial topic in the literature’-19. Arguably it might be even
more difficult to fully comprehend the significance of the intrinsic dynamical
properties of nucleic acids. This can be highlighted by considering the influence that
ions have on the dynamic structure landscape of nucleic acids. The structure and
dynamical properties of both DNA and RNA are extremely sensitive to ionic
conditions and the presence of specific mono-to-multivalent ionsl. Absence of key
stabilizing or destabilizing ions such as Mg?* can completely alter the
conformational dynamics of the target nucleic acid!213. For example, excited states
may be observed in the presence monovalent ions but not when Mg?* is present.
Does this shift in conformational equilibrium mean that the excited state
conformation populated by monovalent ions is not biologically relevant because it is
not sufficiently populated in more a biological context where Mg?* is present?
Simple questions like this remain to be answered, but at minimum there is great
need for a systematic study to pin down how environmental conditions alter the
dynamic structure landscape of nucleic acids.

In Chapter 3 we used relaxation dispersion to identify sites with a high
propensity to form non-canonical conformations, when in B-DNA, for the only DNA
that has been crystallized with a B/Z junction!4. Mutations that altered the local
stability and dynamics at the flexible B/Z junction forming sites were shown to
modulate the B-to-Z transition. In Chapter 4 we further probed this B/Z junction
using a combined CD and fluorescence approach and showed that favorable junction

sequences can drive the B-to-Z transition allowing for the incorporation of multiple
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thermodynamically unfavorable steps into Z-DNA helices. These studies highlight
the complex interplay between the formation of B/Z junctions and incorporation of
dinucleotides into Z-DNA helices, where the most thermodynamically favorable
combination wins.

In Chapter 4 we observed varying sequence-dependent extents of Z-DNA
formation and interpreted the data assuming a two-state model. However, we
cannot rule out that an ensemble of conformations composed of significantly
different extents of Z-DNA exists in solution. Application of advanced
multidimensional NMR methods could help to clear up the inherent uncertainties
that exist when using bulk CD and fluorescence methods to characterize the
formation of B/Z junctions and the B-to-Z transition. NMR has in fact recently been
employed to probe the B-to-Z transition!5-18, These studies utilized 1D NMR
experiments to study the transition, but are limited to observing only imino protons
that are involved in base-pairing. Future studies should apply more advanced
multidimensional methods that allow for the observation of multiple base (C8/C6)
and sugar probes (C1) to better characterize the transition.

Further, NMR studies could provide an atomic resolution insight into the
structural and dynamic properties of Z-DNA and B/Z junctions. Most previous high-
resolution NMR studies of Z-DNA, in complex with the Za domain, have focused
purely on the Za protein!?20. The DNA perspective could be characterized using
isotopically labeled DNA. However, this will be difficult due to the challenge in
biochemically synthesizing short duplexes with CG repeats. NMR experiments on a
DNA/Za domain will also be challenging due to the size of the complex (~50 kDa for
Z-]XN), possibly requiring the use of methods that take advantage of the favorable
relaxation properties of methyl thymines. A full understanding of the formation of
these complicated mixtures of B and Z-DNA necessitates the utilization of a wide
variety of biophysical methods for their full energetic and structural
characterization.

Finally, studies must be carried out on DNA in the most biologically relevant

context in order to fully grasp the biological relevance of any observed DNA
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structural or dynamical property. In the cell, DNA is bombarded with a complicated
network of interactions including a complex mix of ions, proteins, and supercoiling
forces. In Chapter 5 we have initiated studies on supercoiled DNA using small
minicircles to probe the effects of supercoiling on sequence-dependent DNA
properties. Using a combination of biochemical experiments we were unable to
detect dramatic sequence-specific differences in DNA minicircles. The inability to
detect sequence-specific characteristics using our methods calls for higher
resolution studies such as NMR to be carried out on this system.

While we were able to produce significant quantities of DNA minicircles,
which would be necessary for NMR, the overall yields were very low 10-15%. At this
point it is still unfeasible to produce the quantities of minicircles necessary for study
by NMR using conventional methods. One possible avenue for NMR studies with
limited material would be to carry out highly sensitive methyl TROSY experiments
that have successfully been applied to other systems with high molecular weights
(100’s of kDa)?L. For example, a recent report by Kay and coworkers used protein
methyl NMR experiments to study full nucleosome complexes!®. Another important
consideration for NMR of DNA minicircles is that uniform isotopic labeling will
result in significant spectral overlap. It is possible to generate selectively labeled
DNA minicircles, but this adds additional steps to an already lowly yielding process.
If these significant biochemical and spectroscopic hurdles can be overcome, we will

have a more complete atomic level picture of the already extremely complicated

DNA double helix.
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Appendix 1

Noise Corruption
(*
This was originally written for Mathematica 8.0.
All parameters that can be modified are in bold.
Setup the inputfile to have 3 columns: 1. offset, 2. rirho, 3. spinlock power 4. field
strength 5. error in R1rho.
*)

inputdata = Import["~/Desktop/profile.txt", "Table"]; (*Data to be corrupted*)
size = Length[inputdata];

noisecorrupt = {};

For[i=1,i<size + 1, i++,

error = 0.05; (*Size of error corruption*)

corupt =RandomReal[NormalDistribution[inputdata[[i, 2]], error*inputdatal[i, 2]]]];
AppendTo[noisecorrupt,{inputdata[[i, 1]], corupt, inputdata[[i, 3]], inputdatal[[i, 4]],
inputdata[[i, 5]1}]; I;

Export["~/Desktop/profile-corrupt.txt”, noisecorrupt, "Table"]; (*Export noise
corrupted data*)
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Appendix 2

Grid Search
(*
This was originally written for Mathemaitca 8.0 and takes advantage of its parallel
computing packages.
All parameters that can be modified are in bold.
Also, note that Aw is defined here as Aw = w¢- wg!

Setup the input file to have 3 columns: 1. offset, 2. rirho, 3. spinlock power 4. field

strength 5. error in R1rho.

")

Expdata = Import["~/Desktop/profile-lag-corrupt.txt”, "Table"]; (*Import
data*)

R2 =11;

R1 =1.5;

deltainitial = -3; (*Minimum chemical shift to search*)

deltafinal = 3; (*Maximum chemical shift to search*)

deltainc = 0.1; (*Chemical shift increment*)

painit = 0.5; (*Minimum G state population to search*)

popinc = 0.005; (*Population increment*)

kinitial = 8000; (*Minimum kex to search*)

kfinal = 24000; (*Maximum kex to search*)

kinc = 1000; (*Increment for kex*)

numomega = (deltafinal - deltainitial) /deltainc + 1;

numpop = (1 - painit)/popinc;

numk = (kfinal - kinitial)/kinc + 1;

"YOUR GRID SIZE IS:"

gridsize = numomega*numpop*numk

gridparams = Table[{x, y, z}, {x, deltainitial, deltafinal, deltainc},
{y, poping, 1 - painit, popinc}, {z, kinitial, kfinal, kinc}];

gridparams = Flatten[gridparams, 2];

offset = Transpose[Expdata][[1]];

exprlrho = Transpose[Expdata][[2]];

spinlock = Transpose[Expdata][[3]];

field = Transpose[Expdata][[4]];

error = Transpose[Expdata][[5]];

params = Transpose[{offset, spinlock, field}];
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expdata = Transpose[{exprlrho, (1/error)"2}];
Model = Compile[{offset, w1, BO, Aw, pb, kex}, Awrad = Aw*B0*2*Pj;
pa =1 - pb; Qa =pb*Aw*B0; Qb = Qa - Aw*BO0;
weff = (W1*2*Pi)"2 + (offset*2*Pi)"2;
waeff = (w1*2*Pi)*2 + ((Qa + offset)*2*Pi)"2;
wbeff = (w1*2*Pi)*2 + ((Qb + offset)*2*Pi)"2; If[offset == 0, theta = Pi/2,
theta = ArcTan[w1/offset]]; Null; RexLag = pa*pb*Awrad”2*
(kex/(waeff*(wbeff/weff) + kex"2 - Sin[theta]*2*pa*pb*Awrad”"2*
(1 + 2*kex”2*((pa*waeff + pb*wbeff) /(waeff*wbeff + weff*kex"2)))));
rlrho = R1*Cos[theta]*2 + (R2 + RexLag)*Sin[theta]*2, CompilationTarget ->
"

datalength = Length[expdata];

dof = datalength - 4; input = {};

rlrholist = {};

chivals = {};

chivals = ParallelTable[r1rholist = {}; input = {};
Do[AppendTo[input, Join[params][j]], gridparams]][i]]]]; , {j, datalength}];
rlrholist = (Model @@ #1 & ) /@ input;
chi = Total[(r1rholist -

Transpose[expdata][[1]])*2*Transpose[expdata][[2]]]/dof,
{i, gridsize}];

grid = Transpose[Insert[Transpose[gridparams], chivals, 4]];

Export["~/Desktop/chigrid.txt", grid, "Table"] (*Export grid to text file*)
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Appendix 3

Bootstrap Fitting
(*
This was originally written for Mathemaitca 8.0 and takes advantage of its parallel
computing packages.

All parameters that can be modified are in bold.

Also, note that Aw is defined here as Aw = w¢- wg!

Setup the input file to have 3 columns: 1. offset, 2. rirho, 3. spinlock power 4. field

strength 5. error in R1rho.
")

Expdata = Import["~/profilekex8000pb30-lag-R2-20-corrupt.txt”, "Table"];
(*Import data*)

Off[CompiledFunction::cfsa];
ParallelEvaluate[Off[ CompiledFunction::cfsa]];
datalength = Length[Expdata];
dof = datalength - 6; rlrholist = {};
chivals = {};
offset = Transpose[Expdata][[1]];
exprlrho = Transpose[Expdata][[2]];
spinlock = Transpose[Expdata][[3]];
field = Transpose[Expdata][[4]];
error = Transpose[Expdata][[5]];
params = Transpose[{offset, spinlock, field}];
expdata = Transpose[{exprlrho, (1/error)"2}];
Model = Compile[{offset, w1, BO, Aw, pb, kex, R1, R2},
(Awrad = Aw*B0*2*Pi; pa = 1 - pb; Qa = pb*Aw*B0; Qb = Qa - Aw*BO0;
weff = (W1*2*Pi)"2 + (offset*2*Pi)"2;
waeff = (W1*2*Pi)*2 + ((Qa + offset)*2*Pi)"2;
wbeff = (w1*2*Pi)*2 + ((Qb + offset)*2*Pi)"2; If[offset == 0, theta = Pi/2,
theta = ArcTan[w1/offset]]; ); RexLag = pa*pb*Awrad”2*
(kex/(waeff*(wbeff/weff) + kex"2 - Sin[theta]*2*pa*pb*Awrad”"2*
(1 + 2*kex”2*((pa*waeff + pb*wbeff) /(waeff*wbeff + weff*kex"2)))));
rlrho = R1*Cos[theta]*2 + (R2 + RexLag)*Sin[theta]*2, CompilationTarget ->
ol
ChiSqr[Aw_, pb_, kex_, R1_, R2_, params_, expdata_] :=
(input = {}; gridparams = {Aw, pb, kex, R1, R2};
Do[AppendTo[input, Join[params|[j]], gridparams]];, {j, datalength}];
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rlrholist = (Model @@ #1 & ) /@ input;
Total[(r1rholist - Transpose[expdata][[1]])*2*Transpose[expdata][[2]]]/dof)

R2min = 10; (*Minimum allowed R2*)
R2max = 30; (*Maximum allowed R2%*)
R1min = 0.5; (*Minimum allowed R1*)
Rlmax = 4; (*Maximum allowed R1%*)
kexmin = 100; (*Minimum allowed kex*)

kexmax = 50000; (*Maximum allowed kex*)
pbmin = 0.001; (*Minimum allowed population*)

pbmax = 0.999; (*Maximum allowed population*)
Awmin = -7; (*Minimum allowed chemical shift difference*)
Awmax = 7; (*Maximum allowed chemical shift difference*)

Resample[list_] := list[[Table[RandomInteger[{1, Length[list]}], {Length[list]}]]];
bootcount = 1000; bootlist = Table[Resample[Expdata], {bootcount}];
dof = datalength - 6; fitlist = {}; chilist = {}; sortthis = {};
fitlist = ParallelTable[Clear[Aw]; Clear[pb]; Clear[kex]; Clear[R1]; Clear[R2];
Expdata = bootlist[[h]]; offset = Transpose[Expdata][[1]];
exprlrho = Transpose[Expdata][[2]]; spinlock = Transpose[Expdata][[3]];
field = Transpose[Expdata][[4]]; error = Transpose[Expdata][[5]];
params = Transpose[{offset, spinlock, field}];
expdata = Transpose[{exprlrho, (1/error)"2}];
Fitthisstuff = Minimize[{ChiSqr[Aw, pb, kex, R1, R2, params, expdata],
Awmin <= Aw <= Awmax && pbmin <= pb <= pbmax &&
kexmin <= kex <= kexmax && R1min <= R1 <= RImax && RZmin <= R2 <=
R2max},
{Aw, pb, kex, R1, R2}, WorkingPrecision -> 15];
Join[{Aw, pb, kex, R1, R2} /. Fitthisstuff[[2]], {Fitthisstuff[[1]]}],
{h, bootcount}];

Export["~/bootfitkex8000pb30-R2-20.txt", fitlist, "Table"]; (*Export bootstrap
fits to a text file*)
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