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CHAPTER I

Introduction

Chemical reactions involve dynamic time scales spanning many orders of magnitude. Protein folding may take milliseconds to hours,\(^1\) whereas the underlying hydrogen bond dynamics holding proteins together have a typical time scale of picoseconds.\(^2;^3\) That is as much as a 13 order-of-magnitude difference. Diamonds convert to graphite over millions of years\(^4\) and charge transfer reactions can occur on very fast timescales.\(^5;^6\) The challenge of such disparate time scales confronts both theory and experiment. Multi-dimensional (MD) infrared spectroscopy can help reveal system dynamics over femtosecond to hundreds of picosecond or longer timescales.\(^7\)

In this work, I will discuss the use of two-dimensional infrared (2DIR) to address several basic questions: How can we understand strong system-bath coupling? How much detail can be extracted about the Hamiltonian of a reacting system? How well can the complicated dynamics of a reaction be simplified to basic concepts such as viscosity, friction, and a reaction coordinate? Our lab’s two-dimensional infrared (2DIR) equilibrium and non-equilibrium spectroscopy and the proposed mid-IR pulse shaping allow us to address these questions.

A significant part of this work was the development of a pulse shaping based 2DIR system. While pulse shaping in the visible and near-IR has been in use for some time\(^8;^9;^{10}\), materials and technology development has only recently allowed direct
pulse shaping in the mid-infrared spectral region.$^{11-13}$ Not only does our shaper allow for 2DIR measurements, but it also allows for expansion of experimental techniques new to mid-infrared spectroscopy which were previously limited to higher optical frequencies. For example, coherent control$^{14-16}$, quantum process tomography,$^{17,18}$ and a spectroscopy based on Schrödinger’s cat state spectroscopy$^{19,20}$ are all possible. Information gathered from these experiments will aid in understanding of many system vibrational Hamiltonians and could inform the design of new molecular systems such as metalloenzymes, as will be discussed later.

1.1 Background on Techniques

The ability to better understand solution-solvent dynamics$^{21,22}$ and structural information, as told by vibrational coupling$^{7,23,24}$ are two significant areas of current research in condensed phase systems. MD spectroscopy can improve our understanding of solution phase reactions, solvent dynamics and internal system dynamics.

1.1.1 Linear Spectroscopy

Dispersing of light and subsequent analysis of the spectrum has a long history$^{25}$ and has lead to many profound achievements in science.$^{25}$ Even quantum theory owes its existence in part to the observation of discrete lines within linear spectrum. Many early spectra were taken using non-coherent light sources over a broad range of wavelengths with minimal spectral resolution. However, eventually technological advances such as lasers allowed researchers to determine that it is often more convenient to consider the time-dependent response to a pulse of light. Pump-probe spectroscopy and Fourier transform spectroscopy are two examples of this which are both used, to different ends, in modern spectroscopic research.

For the first order single field interaction system response we have the polarization given by Zanni$^{26}$ in the rotating wave approximation with our laser field within the
time of linear system response

\[
P^{(1)}(t) = \int_0^\infty E(t - \tau)R^{(1)}(\tau)d\tau.
\]  

(1.1)

Due to this interpretation of \(R^{(n)}\) as the \(n\)th response, \(P^{(n)}(t)\) is typically referred to as the \(n^{th}\)-order, time-dependent polarization. Under some additional approximations, we simplify this to the \(n\)th-order response function, given the symbol \(R^{(n)}\). The Fourier transform of the \(n = 1\) impulse response gives the frequency-dependent complex-valued response function, which associated with normal linear absorption spectra (real part) and refraction (imaginary part).

After such a linear spectrum is obtained, one can work to get the most information that is possible from interpretation of the spectrum. The spectrum will give the energy levels, relative strengths, and line shapes of allowed absorptions. The liquid-phase solvent environment has many possible configurations, as such there will be fluctuations in the environment of any given system. These fluctuations induce subsequent fluctuations in \(R^{(n)}\) and thus the spectrum. The nature of these fluctuations gives rise to the line shapes seen in linear spectra of condensed phase systems. One can attempt analyzing the shape of peaks to extract model-dependent information, such as with Kubo’s stochastic theory of line shapes\(^{27}\). However, the similarity of line shapes arising from disparate mechanisms makes unambiguous interpretation of line shapes difficult. For example, a glass-forming systems with varying amounts of both fast \(\beta\) reorientation and slower \(\alpha\) reorientation cam all show the same linear spectra line shape.\(^3\)
1.2 Higher Order Spectroscopies

Consider the third-order optical response as The instantaneous non-linear material polarization is given by

\[
\vec{P}^{(3)}(t) \propto \int_0^\infty \int_0^\infty \int_0^\infty E_3(t - \tau_3)E_2(t - \tau_3 - \tau_2) \times E_1(t - \tau_3 - \tau_2 - \tau_1)R^{(3)}(\tau_3, \tau_2, \tau_1)d\tau_1 d\tau_2 d\tau_3
\]

(1.2)

with \(\tau_1\), \(\tau_2\), and \(\tau_3\) integration variables.

We can define the system response in terms of the system density matrix. Following the derivation of Boyd, for the case of a small energetic perturbation, \(\rho^{(3)}_{nm}\), of the system due to the presence of light we have the perturbation

\[
\rho^{(3)}_{nm} = e^{-(i\omega_{nm} + \gamma_{nm})t} \int_{-\infty}^t \frac{i}{\hbar} \left[ \hat{V}, \dot{\rho}^{(2)}_{nm} \right] e^{(i\omega_{nm} + \gamma_{nm})\tau} d\tau,
\]

(1.3)

Using the notation of Boyd, with the integration variable changed to \(\tau\) and the second order perturbation, \(\rho^{(2)}_{nm}\) is given by Boyd’s equation (3.6.7). Since our system potential is

\[
\hat{V} = -\vec{\mu} \cdot \vec{E}(t)
\]

(1.4)

We can simplify the commutator as

\[
\left[ \hat{V}, \dot{\rho}^{(2)}_{nm} \right]_{nm} = -\sum_{\nu} \left( \mu_{nm} \rho^{(2)}_{\nu m} - \rho^{(2)}_{nm} \mu_{\nu m} \right) \cdot \vec{E}(t).
\]

(1.5)
With some rearrangement, this gives

\[
\rho^{(3)}_{+nm} = \frac{1}{\hbar} \sum_{\nu l} \sum_{pqr} \left[ \frac{\mu_{\nu \nu} \cdot \vec{E}(\omega_r) K_{\nu ml}}{\omega_{nm} - \omega_p - \omega_q - \omega_r - i\gamma_{nm}} \right] \\
= -\frac{\mu \cdot \vec{E}(\omega_r) K_{\nu ml}}{\omega_{nm} - \omega_p - \omega_q - \omega_r - i\gamma_{nm}}
\]  

(1.6)

Since the third order polarization is given by

\[
P_i(\omega_o + \omega_n + \omega_m) = \sum_{ijl} \sum_{(mmo)} \chi^{(3)}(\omega_o + \omega_n + \omega_m, \omega_o, \omega_n, \omega_m) \\
= \vec{E}_j(\omega_o) \vec{E}_k(\omega_n) \vec{E}_l(\omega_m)
\]

(1.7)

We can get the third order susceptibility, \( \chi^{(3)} \) as

\[
\chi^{(3)}_{kijh}(\omega_1 + \omega_2 + \omega_3, \omega_1, \omega_2, \omega_1) = \frac{N}{\hbar^3} P_i \sum_{\nu mnl} \rho^{(0)}_{\nu l} \times \left\{ \begin{array}{l}
\mu_i^k \mu_j^k \mu_m^l \mu_m^l \mu_{nm} \mu_{nl} \mu_{ml} \\
(\omega_{ij} - \omega_1 - \omega_2 - \omega_3 - i\gamma_{ij})(\omega_{ml} - \omega_1 - \omega_2 - i\gamma_{ml})(\omega_{ml} - \omega_1 - i\gamma_{ml}) + \\
(\omega_{ij} - \omega_1 - \omega_2 - \omega_3 - i\gamma_{ij})(\omega_{ml} - \omega_1 - \omega_2 - i\gamma_{ml})(\omega_{ml} - \omega_1 - i\gamma_{ml}) \\
(\omega_{ij} - \omega_1 - \omega_2 - \omega_3 - i\gamma_{ij})(\omega_{ml} + \omega_1 + \omega_2 + i\gamma_{ml})(\omega_{ml} - \omega_1 - i\gamma_{ml}) + \\
(\omega_{ij} - \omega_1 - \omega_2 - \omega_3 - i\gamma_{ij})(\omega_{ml} + \omega_1 + \omega_2 + i\gamma_{ml})(\omega_{ml} + \omega_1 + i\gamma_{ml}) + \\
(\omega_{ij} - \omega_1 - \omega_2 - \omega_3 - i\gamma_{ij})(\omega_{ml} - \omega_1 - \omega_2 - i\gamma_{ml})(\omega_{ml} - \omega_1 - i\gamma_{ml}) + \\
(\omega_{ij} - \omega_1 - \omega_2 - \omega_3 - i\gamma_{ij})(\omega_{ml} - \omega_1 - \omega_2 - i\gamma_{ml})(\omega_{ml} - \omega_1 - i\gamma_{ml}) + \\
(\omega_{ij} - \omega_1 - \omega_2 - \omega_3 - i\gamma_{ij})(\omega_{ml} - \omega_1 - \omega_2 - i\gamma_{ml})(\omega_{ml} - \omega_1 + i\gamma_{ml}) + \\
(\omega_{ij} - \omega_1 - \omega_2 - \omega_3 - i\gamma_{ij})(\omega_{ml} - \omega_1 - \omega_2 - i\gamma_{ml})(\omega_{ml} - \omega_1 + i\gamma_{ml}) + \\
(\omega_{ij} - \omega_1 - \omega_2 - \omega_3 - i\gamma_{ij})(\omega_{ml} - \omega_1 - \omega_2 - i\gamma_{ml})(\omega_{ml} - \omega_1 + i\gamma_{ml})
\end{array} \right\} 
\]

(1.8a)

where we will take \( \vec{E}_1, \vec{E}_2, \) and \( \vec{E}_3 \) to be three coincident electric fields or optical pulses. Consider these three laser pulses with wavevectors \( \vec{k}_1, \vec{k}_2, \) and \( \vec{k}_3 \) incident on
Figure 1.1: Pulse sequence for two-dimensional spectroscopy. Pulse $\vec{E}_1$ puts the system into a coherence between the ground state and the target state. Pulse $\vec{E}_2$ locks in a population a time $t_1$ later. After a waiting time $t_2$, between 0 and a few hundred ps, pulse $\vec{E}_3$ returns the system to a coherence which emits the signal $\vec{E}_{\text{sig}}$ after a time $t_3$.

a sample with frequencies $\omega_1, \omega_2, \omega_2$ at, or near, resonance with one of the energy levels $E_\nu \geq E_n \geq E_m \geq E_l$. We have used the permutation operator $\mathcal{P}_I$, this results in a total of 48 terms. Naturally, there is a great deal of simplification if some or all of $\omega_1, \omega_2$ and $\omega_3$ are not unique. However, such degenerate cases would not allow full consideration of all possible system paths in a system with third-order response. The main point to take from this expression is that there is a complicated dependance of the third order response on the excitation energies ($\omega_p, \omega_q, \omega_r$), the system polarizapility (in $\hat{\rho}^{(0)}$), and the dipoles ($\vec{\mu}$).

1.2.1 Feynman Diagrams for Spectroscopy

High-energy physicists have long used specialized diagrams to represent complicated physical process and the relevant integral representations of those processes. Such a convention is also common in multidimensional spectroscopy, where there are many possible paths and phase matching conditions. Figure 1.2 shows one sample
ladder and Feynman diagram for a process involving a four wave interaction including populating the state $|a\rangle$. In figure 1.2a we have a ladder diagram showing a ground state $|0\rangle$ and two excited states $|a\rangle$ and $|b\rangle$. Each arrow represents a field interaction. Dashed arrows represent a bra interaction, resulting in a coherence in this case, and solid lines are a ket interaction, resulting in a population here. The Feynman diagram, in figure 1.2b emphasizes the density matrix elements at each time. Arrows pointed to the diagram represent absorptions and arrows pointed away are emissions. In both diagrams, the sinuated blue arrow is the detected signal. The time sequence for these diagrams is left to right in the ladder and bottom to top in the Feynman diagram. $t_1$, $t_2$, and $t_3$ are temporal separations of optical fields $\vec{E}_1$ and $\vec{E}_2$, $\vec{E}_3$, and $\vec{E}_3$ and $\vec{E}_{\text{sig}}$, as defined in figure 1.1. If we are to calculate the system evolution at each time, we must calculate $G(t)$, the greens function for time evolution, for the conditions shown at the respective times. Figure 1.3 expands on this to show Feynman diagrams for each of the third-order response terms (1.8a)-(1.8h).

1.2.2 Phase Matching Geometry

During an actual experiment many of the third-order signal pathways of figures 1.3 and 1.4 are present. However, only a limited number will be phase matched in any single direction. Consider the light fields $\vec{E}_1$, $\vec{E}_2$, $\vec{E}_3$, and $\vec{E}_{\text{sig}}$ having wavevectors $\vec{k}_1$, $\vec{k}_2$, $\vec{k}_3$, and $\vec{k}_{\text{sig}}$. We must have

$$\vec{k}_{\text{sig}} = \pm \vec{k}_1 \pm \vec{k}_2 \pm \vec{k}_3$$

(1.9)

where we allow every combination of each term either positive or negative. In general, each $\vec{k}_n$ will have a unique direction, resulting in many possible $\vec{k}_{\text{sig}}$. The optical geometry chosen by the experimenter determine which $\vec{k}_{\text{sig}}$ will be measured, and which, if any, of $\vec{k}_1$, $\vec{k}_2$, and $\vec{k}_3$ are degenerate. For 2DIR, we first consider only
Figure 1.2: Sample ladder and Feynman diagrams for third order spectroscopy. In (a) we have a ladder diagram showing a ground state $|0\rangle$ and two excited states $|a\rangle$ and $|b\rangle$. Each arrow represents a field interaction. Dashed arrows represent bra interaction and solid lines result in a ket interaction. The Feynman diagram (b) emphasizes the density matrix elements at each time. Arrows pointed to the diagram represent absorptions and arrows pointed away are emissions. In both diagrams, the blue arrow is the detected signal.

Figure 1.3: All Feynman diagrams for third-order spectroscopy. Only those diagrams that survive the rotating wave approximation are included. Diagrams (a)-(h) correspond to equation 1.8a-1.8h respectively.
\[ \vec{k}_{\text{sig}} = \pm \vec{k}_1 \pm \vec{k}_2 + \vec{k}_3. \]  

Next we consider all possible paths for the above listed paths. We can break the signal wavevectors into two useful groups, rephasing \( \vec{k}_R \), and non-rephasing \( \vec{k}_{NR} \)

\[ \vec{k}_R = -\vec{k}_1 + \vec{k}_2 + \vec{k}_3 \]  
\[ \vec{k}_{NR} = \vec{k}_2 - \vec{k}_1 + \vec{k}_3 \]  

If we compare the signs of \( \vec{k}_1 \) and \( \vec{k}_3 \) for these pathways, we see that they are the same for non-rephasing and different for rephasing. The opposite sign in rephasing result in the opposite evolution of phases during \( t_1 \) and \( t_3 \). That results in the phases realigning for the measurement and, baring stochastic fluctuations, a large signal. The non-rephasing path has the same signs during both periods of coherent time evolution, so phases in slightly different environments continue to diverge.

In the three-beam geometry, three experimental beams are sent in at each of the three corners of a square to interact with the sample, as shown in figure 1.5a. The signal beam for this phase-matched geometry is propagating out from the sample.
Figure 1.5: Geometry of three-beam and pump-probe experiments. (a) is the geometry of optical beams at the sample cell for square phase matching. (b) is the geometry of optical beams for pump-probe. In pump-probe 2D, each of the two pump pulses function as both $\vec{k}_1$ and $\vec{k}_2$. 
along the 4th corner of the square. The significant advantage of this is that the signal is produced in a background free direction. Additionally, for 2D spectroscopy the three-beam geometry has the advantage of easily separable rephasing and non-rephasing spectra which, with additional effort, can be combined to form an absorptive spectrum.\textsuperscript{29,30} However, the experimental complications of overlapping multiple short-time-duration beams in a small sample volume with the proper geometry, is not negligible.

The pump-probe geometry, shown in figure 1.5b is slightly simpler. In this situation only 2 beams are required to overlap at the sample. This results from $\vec{k}_1$ and $\vec{k}_2$ being degenerate, which also makes $\vec{k}_3$ and $\vec{k}_{sig}$ degenerate. The disadvantage of this geometry, however, is that the signal co-propagates with the probe beam meaning that any signal has the probe as a background. Typically, this is overcome in most pump-probe spectroscopy experiments by chopping the pump beam on and off allowing for a comparison of probe spectra with the pump on and probe-only spectra. In the case of phase shaped experiments, however, the method of phase cycling minimizes the lost laser shots due to measuring of probe-only spectra, which contain no signal. This will be discussed further in section 2.1.1.1. The pump-probe geometry has the advantage of always acquiring absorptive spectra in 2D spectrometry. This results from the indistinguishability the of $\vec{k}_1$ and $\vec{k}_2$ in the 2D pulse sequence because of phase matching conditions. This can be an advantage or disadvantage depending on the needs of any particular experiment.

### 1.3 2D Spectroscopy

Multi-dimensional spectroscopy can overcome some of the limitations of linear spectroscopies.\textsuperscript{31} Understanding line shape and position in MD spectroscopy gives information on the system environment and relaxation mechanisms,\textsuperscript{21,32–39} as well as informing the study of molecular structure.\textsuperscript{23,40–45} The application to understanding
molecular structure was recognized early, but quickly found to be very complicated. The 2D spectra obtained in early protein measurements demonstrated that much work must be done to fully understand the features in a 2DIR spectrum. 2D spectroscopy using NMR is well-established. The relatively simple Hamiltonian for nuclear resonances allows for straightforward interpretation of 2D NMR\textsuperscript{46}. Moreover, the extremely narrow resonances of NMR result in a great seal of structural information that the overlapping modes of condensed-phase optical spectrum will often obscure. Unfortunately, the dynamical information that NMR can retrieve is limited due to NMR’s relatively long time scales. 2DIR with isotope substitution was later shown to be effective in peptide structure determination\textsuperscript{24}, however, it has yet to be shown that this is has potential as a practical technique.

For most 2DIR experiments, three beams interact with a sample and one signal field is emitted, as diagramed in figure 1.1. This is a four wave nonlinear interaction and involves $\chi^{(3)}$\textsuperscript{28}. The first pulse establishes a coherence in the system which the second pulse fixes to a population. The third pulse establishes a coherence that results in the emission of a signal.

We find that there are two relevant third-order response functions under the Condon and Gaussian approximations\textsuperscript{47}:

$$R_{\pm}^{(3)} = \left\langle \exp \left[ \pm i \int_{0}^{t_1} \omega(\tau) d\tau - i \int_{t_2 + t_1}^{t_3 + t_1} \omega(\tau) d\tau \right] \right\rangle,$$

where we take $\vec{E}_i$ to be a pulse of light at time $t_i$ after the previous pulse with frequency $\omega_i$, such as the three pulses figure 1.1a. Here, the opposite signs indicate rephasing and non-rephasing pathways. These differ in that the phase evolution in the rephasing pathway undo the phase evolution during $t_1$ producing an echo at $t_3 = t_1$. Taking a closer look at this, we recognize that the first integral involves the time between the first two pulses, when the system evolves in a coherence. Similarly the
second term, between the third pulse and detection, involves a second evolution of coherence.

The 2D spectrum is then retrieved by a Fourier transform.

\[
R^{(3)}_{+}(t_2; \omega_1, \omega_3) = \int_0^\infty \int_0^\infty dt_1 dt_3 R^{(3)}_\pm e^{i(\omega_3 t_3 - \omega_1 t_1)}
\]

\[
R^{(3)}_{-}(t_2; \omega_1, \omega_3) = \Re \left( R^{(3)}_+(t_3; \omega_1, \omega_3) + R^{(3)}_-(t_3; \omega_1, \omega_3) \right)
\]

The laser pulses used to perform these interactions are sufficiently spectrally broad to excite all the vibrational modes of interest. This may seem like it would cause a large amount of signal from paths that are not desired, but the phase matching condition selects for only the Liouville pathways that the experimenter wishes to probe. Moreover, the signal is normally detected in a background-free direction using a non-collinear geometry. Since typical time scales of response functions are very fast compared to methods for direct measurements electric field, interference-based 2DIR detection is used. That is either time or frequency domain interferometry between a reference local oscillator field and the emitted signal field.

The phase of the signal in the pump-probe geometry with both \( \vec{k}_1 - \vec{k}_2 + \vec{k}_3 \) and \(-\vec{k}_1 + \vec{k}_2 + \vec{k}_3\) phase matched is

\[
\phi_{\text{sig}} = \pm (\phi_2 - \phi_1) + \phi_{\text{probe}} - \phi_{\text{pump}}
\]

\[
= \pm (\phi_1 - \phi_2).
\]

The important point to take away from this is that the phase of the signal depends only on the relative phases between \( \vec{k}_1 \) and \( \vec{k}_2 \).

A sample 2D spectrum is shown in figure 1.6. This spectrum is of dicarbonylacetylacetonato rhodium(I) (RDC) in hexane, a system with two narrow carbonyl absorptions. This was an early spectrum taken with the 2D spectrometer system.
Measurements from 2D

2D spectra are rich in structural and dynamical information. As in the case of 1D spectrum, it is possible to look at several spectral properties to retrieve as much information as possible from a spectrum. Specifically, the peak location, sign, amplitude and shape all give information about the system. Moreover, as with the pump-probe spectrum, we can change the waiting time delay in a 2D sequence, $t_2$ in the sequence as show in figure 1.1. While many peak locations would be known from 1D experiments, the presence or relative strength of off-diagonal peaks gives information about couplings between the system’s internal states and energy transfer in the system, which cannot be measured with a simple linear spectrum.
Figure 1.7: Cartoon of Typical 2DIR spectrum. Positive (red) and negative (blue) represent ground state bleaches and excited state absorption, respectively. (a) represents a cross-peak for peaks 1 and 2. (b) is the relative angle for peak 2. (c) shows measurements to get ellipticity (d) shows anharmonicity.
1.3.1 Peak Locations and Intensities

The 2D peak locations (where the $\omega_1$ axis is the energy level of the excitation and the $\omega_3$ axis represents the emission frequency) are relatively simple to interpret as the energy levels of vibrational states (Figure 1.7). Two-dimensional spectroscopy is capable of measuring peak locations. That is the energy associated with any given transition. Moreover, one can use strong peaks to enhance understanding of weaker peaks in two-dimensional spectroscopy. Naturally, peak amplitudes give relative strengths of absorption for on-diagonal peaks. The off-diagonal peaks give information on the couplings between vibrational levels (Figure 1.7a). Coupling strength is determined by the relative angles of system dipoles and IR pulse polarization. Recall that the third-order response had terms including $\mu_a^b,\mu_{vn}^c,\mu_{nm}^d,\mu_{ml}^{\text{sg}}$ which reduces to $(\mu_{vn}^c)^2(\mu_{nm}^d)^2$ in this case. 2DIR aids in understanding the geometrical structural of systems by measuring relative angles and distance, thus informing the structural knowledge of specific features.$^{24,48,49}$

Information on states with weak transition dipole moments can be extracted by exploiting the fact that off-axis peaks have an intensity related to both transition dipole moments that they connect.$^{48,50}$

Anharmonicity of a system is directly retrieved from 2DIR, since the sign of a peak in 2DIR can indicate the number of quanta in the transition and 2D spectra generally allow for better separation of nearby spectral features. For example, the typical one-quantum states may be set to be negative and relates to those paths that only involve the first excited state of a system. We call these a ground state bleach (GSB). These are called excited state absorptions (ESA) and are typically set to be positive peaks. These would indicate a two-quantum state of the system probed having been on the first excited state when the probe arrives and then we measure absorption from this excited state to a higher excited state. The anharmonicity is given by the offset between one- and two-quantum transition peaks (Figure 1.7d.)
Lineshapes are more informative in 2D spectra compared with linear spectra.\textsuperscript{29} 2D, or higher multi-dimensional spectra, allow for separately resolving homogeneous and inhomogeneous line shapes and tracking the timescales by which the relevant transitions sample all of the available states.

### 1.3.2 Chemical Exchange

One useful measurement from 2D is chemical exchange measurements by monitoring cross peak growth. The basic idea is illustrated in figure 1.8. In figure 1.8a, a $t_2 = 0$ ps waiting time spectrum is shown given a system with two distinct peaks. Each of the two peaks, blue and green, have some population of molecules as indicated in the top of figure 1.8a. With $dt_2 = 0$ ps, there is no time for species to enter interconvert. Figure 1.8b shows the ladder diagram of the energy levels in the system. If, by some means, during the waiting time of the experiment individual molecules interconvert between energy levels, there will be some off diagonal population as indicated in figure 1.8c. Consider the lower right yellow peak. This indicates a molecule that was excited at the higher frequency mode but later detected at the lower frequency mode. Similarly, the upper left peak is excitation of the lower frequency mode and detection at the higher frequency mode. If we waited a longer key to waiting time, we may be in the situation illustrated in figure 1.8d in which more molecules have interconverted, making larger off axis peak intensities.

The first use of 2DIR with this interpretation was by Woutersen et. al. in a study of Hydrogen-bond formation and breaking in N-methylacetamide.\textsuperscript{51} Since then there have been many other studies of chemical processes measured by this technique such as complex formation with a solute,\textsuperscript{21} hydrogen bond formation\textsuperscript{52,53} and migration,\textsuperscript{54,55} rotation about a bond,\textsuperscript{56} and isomerization in metal carbylons.\textsuperscript{37,57,58}
Figure 1.8: Cartoon of chemical exchange measured by 2D spectroscopy.
1.3.3 Spectral Diffusion

In a system undergoing continuous fluctuations, we may expect a continually changing potential field that any given system mode experiences. As a variable potential field will result in a variable frequency for any given transition, we can observe these fluctuations to get a timescale for this sampling of accessible potential energy configurations. We measure the correlation between the initial frequency and the frequency at later times. This is called the Frequency-Frequency Correlation Function (FFCF). In the field of multidimensional spectroscopy this is referred to as the spectral diffusion.\textsuperscript{59–65} The basic measurement is taken by observing the shape of individual peaks in the 2D spectrum as they evolve with increased $t_2$ waiting time. To make this quantitative, the ellipticity of the peak, the slope of the center line, or ratios of rephasing and non-rephasing spectra are taken.

In general a correlation function is used to determine how closely any two functions or values relate. Often this is done as a function of time, but can also be done in other coordinates. In the case of the FFCF, we look to relate how the fluctuations of frequency about the nominal average transition frequency correlate as a function of time. We relate the initial value of this fluctuation, $\delta \omega(0)$ to the fluctuation at a later time, $\delta \omega(t)$, in

$$C_{FF}(t) = \langle \delta \omega(0) \delta \omega(t) \rangle$$

(1.14)

$$= \int_0^t \delta \omega(t) \delta \omega(t + \tau) d\tau$$

(1.15)

Figure 1.9 is a cartoon of this. In 1.9a we have a fluctuation $\delta \omega(t)$ which quickly devolves into random noise. Since the value at any given time does not accurately predict the value at the times around it, there is a very short temporal correlation and the FFCF has a fast decay, as shown in figure 1.9b. In 1.9c, we have a different $\delta \omega(t)$, which has more longer term correlations. At any given time, the value relates
reasonably well to the values at other nearby points, this results in a longer-term correlation function and slower decay, as shown in 1.9d. Figure 1.9d also has a negative component, which is possible. In 1.9c, the points in the early time are opposite in sign compared to those at later times with similar values, causing a negative component to the FFCF. While this is not often seen in dissipative systems, such as a molecular vibration in solution, is possible. As an aside, we choose the frequency to be a fluctuating frequency about a central value and the full frequency would cause a large offset and $C_{FF}(t)$ would never go to zero.

An additional method to extract related information is to extend the 2D measurement to three-dimensional spectroscopy. In most cases, the line shape is correlated to solute-solvent dynamics, and the main considerations have been characteristic angles (Figure 1.7b) and ellipticity (Figure 1.7c.) For example, a long thin ellipse parallel to the diagonal indicates inhomogeneous broadening, whereas a more round shape indicates homogeneous broadening.

More complicated line shapes have been considered also. Complex peak shape analysis generally requires some physical intuition as to how there may be a rela-
Figure 1.10: Cartoon of 2D-IR from hydrogen bonding in water. Based on data from Loparo et al., positive (red) and negative (blue) peaks represent $0 \rightarrow 1$ and $1 \rightarrow 2$ transitions, respectively. Lines 1 and 2 represent members of the ensemble with different local environment. Measurable differences in half-width indicate qualitatively different relaxation times due to differing hydrogen bonding strengths.

The relationship between the inhomogeneous broadening and how it relates to the possible fluctuations in frequency. In the work of Loparo et al., for example, a wedge shaped peak is found for the OH stretch in HOD:D$_2$O (Figure 1.10). The interpretation of the wedge shape is related to the strength of hydrogen bonding as a function of the mean length of the hydrogen bond. As the hydrogen bond is excited by higher frequencies (Figure 1.10 line 2), the average hydrogen bond distance is longer than those excited at lower frequencies (Figure 1.10 line 1). The interaction between the oxygen and hydrogen is weaker with the longer bond distance, allowing fluctuations due to other molecules a larger role. Increased solvent interaction then leads to a line shape broader for these higher frequencies.

Previous studies of the FFCF in metal carbonyl systems has revealed a novel understanding of the interaction between solute and solvent, including a test of Kramer’s theory.
Figure 1.11: Several 2DIR experiments are possible. (a) The most common pulse train in Fourier Transform 2DIR (b) As above, but $t_2$ is varied and the resulting series of 2D spectra give dynamics of the system, such as relaxation. (c) Pump-Probe: The system in placed in a non-equilibrium state by a pump pulse and 2D spectra are taken, at a later time, probing the system. (d) Triggered Exchange: A pulse during $t_2$ manipulates the system and the final pulses allow measurement of the trigger’s effect.

### 1.3.4 Non-equilibrium Spectroscopy

Figure 1.11b-d includes other types of 2DIR experiments. 1.11b is effectively the same experiment where $t_2$ is variable such that the line shapes, and other parameters, can be watched as the system relaxes from the first two excitation pulses. This is most useful in understanding the system-solution dynamics or energy re-distribution in the system.

A second class of 2DIR experiment is non-equilibrium experiments (Figure 1.11c,d). As opposed to the equilibrium experiments discussed in the last section, these
experiments involve a system intentionally out of equilibrium. In one variant (pump-2D-probe) a pump pulse excites the system followed by a 2D measurement (Figure 1.11c.) Pump-2D-probe studies the state of the system after the pulse is applied and would yield dynamical information on the relaxation to equilibrium, for example.\textsuperscript{67} This experiment is mostly sensitive to the relaxation and vibrational states after the new, post-interaction state is established. This experiment is useful in studying the conformational change of a protein after interaction with an optical pulse that induces an electronic excitation, for example. In a second approach, triggered exchange, the pump pulse excites the system after the first two IR pulses, but before the final IR pulse and signal emission (Figure 1.11d.) Triggered exchange measures the changes in the system from initial to final states. Specifically, we are able to map initial vibrational states to final vibrational states, and study how energy leaves the system or is redistributed. Transient absorption experiments are also capable of quantifying energy transfer, but without as much detail as 2DIR can retrieve.

1.4 Pulse Shaping

The AOM pulse shaper operates using acoustic Bragg scattering. This name comes from the same condition as X-ray scattering off a regular atomic crystal. The regular “lattice” of acousto-optic scattering is the peaks and troughs of a longitudinal sound wave in the acoustooptic crystal. Following the prevention of acoustooptics presented in Boyd\textsuperscript{28}, let us first define the incoming optical wave as incident with some wave vector $\vec{k}_{in}$ and frequency $\omega_{in}$

$$\vec{E}_{in} = A_{in}e^{i(\vec{k}_{in}\cdot\vec{r}-\omega_{in}t)} + \text{c.c.},$$

(1.16)

where the complex conjugate is often omitted and assumed present to get a real valued wave.
The wavelength of the acoustic wave, $\Lambda_{ao}$, is set to be

$$\Lambda_{ao} = \frac{2\pi v}{\Omega_{ao}},$$  (1.17)

such that scattering is according to the Bragg-condition

$$\lambda = 2\Lambda \sin \theta,$$  (1.18)

where $v$ is the speed of sound in the crystal and $\lambda$ is the optical wavelength in the crystal. We then can consider the wavevectors

$$\vec{k}_{sh} = \vec{k}_{in} \pm \vec{k}_{ao}$$  (1.19)

for deflection in the $\pm 1$ order as shown in Figure 1.12. Note that this not only means that the direction is changed, but also the frequency, $\omega_{sh} = \omega_{in} \pm \Omega_{ao}$. This may be a concern in some cases, but here, not only is the input optical pulse tunable over a large range, but the acoustic frequency, 80 MHz, is orders of magnitude smaller than the optical frequency, 60 THz, thus any shift is imperceptible.

A more detailed description of the acoustooptic deflection requires consideration of the changes in the dielectric constant as a result of the longitudinal acoustic pressure.
wave. This is described in the isotropic case by $\gamma_e$, the electrostrictive constant, and in general as the strain-optic tensor, $\hat{P} = p_{ijkl}$. Consider the a small change in the inverse dielectric tensor as described by a small strain,

$$\Delta(\varepsilon^{-1})_{ij} = \frac{1}{2} \sum_{kl} p_{ijkl} \left( \frac{\partial(\delta x)_k}{\partial x_l} + \frac{\partial(\delta x)_l}{\partial x_k} \right),$$

(1.20)

where $(\delta x)_n$ is the displacement of a particle in the $n$th direction and $p_{ijkl}$ are components of the strain-optic tensor. We can define small changes in the material dielectric tensor as

$$(\Delta \varepsilon)^{ij} = - \sum_{jk} \varepsilon^{ij} \left[ \Delta(\varepsilon^{-1}) \right] \varepsilon^{kl}.$$  

(1.21)

Since these changes are the result of a wave field propagating in the crystal, we can use similar notation to equation (1.16) for the acoustic wave.

$$\vec{E}_{ao} = A_{ao} e^{i(k_{ao}r - \Omega_{ao}t)} + c.c.,$$

(1.22)

where the use of $\vec{E}$ is not meant to imply this is an electric wave. Combining this with some small dielectric change as indicated by the tensor elements of equation (1.20),

$$\Delta \varepsilon = (\Delta \varepsilon)^{ij} e^{i(k_{ao}r - \Omega_{ao}t)} + c.c.$$  

(1.23)

The tensor element from equation (1.21) reduces to $\Delta \varepsilon = \gamma_e \delta \rho / \rho$ in the isotropic case. The periodic dielectric variations diffract the incoming $\vec{E}_{in}$ to the diffracted, and shaped, $\vec{E}_{sh}$.

As with all electric fields propagating through a medium, the total electric field
\[ \vec{E} = \vec{E}_{in} + \vec{E}_{sh} \] must satisfy Maxwell’s equation in a medium,

\[ \nabla^2 \vec{E} - \frac{n^2 + \Delta \epsilon}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} = 0. \] (1.24)

By using the form of the electric fields given in (1.16), we can use this to derive a set of coupled equations for the transfer of amplitude to the shaped beam assuming travel in the \( \hat{z} \) direction perpendicular to the acoustic wave.

\[ \frac{dA_{in}}{dz} = i\kappa A_{sh} e^{-i\Delta k z} \] (1.25a)

\[ \frac{dA_{sh}}{dz} = i\kappa^* A_{in} e^{i\Delta k z} \] (1.25b)

where we have introduced a constant

\[ \kappa = \frac{\omega^2 \Delta \epsilon^*}{2k_c c^2}. \] (1.26)

It should be clear that when the mismatch, \( \Delta k \) from the prefect Bragg condition is zero, the transfer of amplitude is maximal. in our system this will be further refined by adding a spatial variation of the acoustic wave which will result in a spatial variation in \( \Delta \epsilon^* \). As our shaper will map optical frequencies to location on our AOM crystal, we can use this to change the amplitude at different frequencies. We should also note that equations (1.25a) and (1.25b) assume that there is a long path length for optical - acoustic interactions, which is the case in our acoustooptic crystal.

Naturally, if we spatially separate different beams, or portions of beams we can apply different acoustooptic defecting fields. Of interest to ultrafast optics and femtotechnology studies is the application of phase and amplitude modifications as a function of optical wavelength, or by the Fourier transform, time. This is accomplished in an 4-\( f \) shaper geometry, first described by Froehly \textit{et. al}.\textsuperscript{8} for picosecond pulses, and later used in many variations.\textsuperscript{10} The basic premise of this system is to
use a dispersive element, such as a grating or prism, to disperse light in a spacial
dimension. Then a focusing element, such as a lens or curved mirror, is placed at
one focal length away to collimate the dispersed light. A further focal length away is
the shaping element. Finally, the process is reversed so that the spatially-dispersed
frequencies are reformed into a beam. The details of the shaping process and the
possible pulse shapes will be discussed in chapter II.

1.4.1 2D by Pulse Shaping

As discussed in section 1.3 2D experiments require three laser interactions in a
specific timed order. In the case of 2D pulse sequences by shaping both \( \vec{k}_1 \) and \( \vec{k}_2 \)
are copropagating after being generated from a single pulse sent into a pulse shaping
setup. Thus the main requirement in shaping for 2D experiments is to take a single
laser pulse and separate it into a pair of pulses with a known and variable delay. The
details of this process will be discussed in chapter II.

As the \( \vec{k}_1 \) and \( \vec{k}_2 \) wavevectors in the 2D pulse sequence are in the same direction
after leaving the pulse shaper, we only have one beam where we would have had two
in the three-beam geometry. As a result, the experiment is done in the pump-probe
geometry, as shown previously in figure 1.5b. This has the advantage of producing
absorptive spectrum without additional effort and can be implemented with fewer
optics.

1.4.2 Further Pulse Shaping Methods

With the pulse shaping system to be described in chapter II, we are able to produce
more varieties of pulse sequences than the pulse pairs required for two-dimensional
spectroscopy. Many other experimental methods currently used in the visible and near
IR could be implemented in the mid-infrared and new methods are also possible. In
the next few sections, I describe a few experiments a mid-IR shaper allows and what
purpose they could serve in chemical or optical measurements. To my knowledge these experiments have not been fully implemented in the mid-infrared.

1.4.2.1 Coherent Control

Coherent control of chemical species has long been a goal in photochemistry. In this experiment, a sample is pumped with a shaped pulse and later probed at a later time. The experimenter systematically modifies the shaped pulse to promote the desired experimental outcome, or suppress unwanted outcomes. Most coherent control studies have involved the control of electronic excitations in the target species. However, in many physical models the nuclear positions in a molecule leads naturally to reaction coordinates. This would indicate that coherent control of a reaction would be more effective using vibrational excitations as opposed to electronic excitations, which only indirectly affect nuclear positions. In order to take advantage of the more direct connection between structure and vibrational modes, we will focus on vibrationally controlled chemical processes.

The coherent control experiments have significant potential, but results are often difficult to interpret on a molecular level. By using powerful multidimensional spectroscopic probes, one could better understand the interaction of a shaped pulse with a sample, thus improving the interpretation of the effect of the control pulse. By applying the shaped pulse in a triggered exchange experiment (Figure 1.11d) and observing the 2D spectrum, we can understand how the energy levels before and after are connected which may provide insight into the specific mechanism of the interaction. Even if a pulse is found not to control as well as expected, the 2DIR spectrum will still provide information about the interaction and may offer clues explaining the failure to control the system. For example, if a stimulated vibrational state is too short-lived to effect control, we will still be able to observe the mechanism of relaxation.
Previous experiments in mid-IR coherent control have shown promise when using pulse shapes motivated by knowledge of the system, but these experiments were limited by relatively crude pulse shaping methods. Some projects attempted to step up the energy levels of a CO-stretch mode in metal carbonyl\textsuperscript{68,69} and protein\textsuperscript{70} systems. The idea behind these experiments was that the anharmonicity of the vibrational potential would more favorably absorb lower frequency IR if the vibration was already in a higher state (See Figure 1.13). By chirping the pulse so that the later light has lower frequency, the conversion to higher levels was found to be enhanced. In the metal carbonyl case, dissociation of the carbonyl group as a result of climbing the CO-stretch energy levels was successful, illustrating control of one bond by excitation of another.\textsuperscript{69} This was not, however, effective in the protein case.\textsuperscript{70} The vibrational relaxation in the hemoglobin system is believed to be primarily to the heme-group with little energy transfer to Fe-C mode. Consequently, exciting the CO stretch had little effect on the Fe-C bond. These studies relied on creating a chirped pulse by simple propagation through material with normal or anomalous dispersion. Full phase and amplitude shaping, as our system allows, could provide the ability to find optimal control pulses where the experiments above were only able to show if a few pulses were better or worse with respect to each other.

1.4.2.2 Quantum Process Tomography

With increasing interest in information processing by quantum system, there is increasing interest in methods to interrogate the quantum processes to understand the states and dynamics of quantum systems. Moreover, the potential role quantum coherences could play in biological systems, with some claiming systems show electronic coherences,\textsuperscript{6,71} while other systems show only vibrational effects is an important motivation for new tests of quantum systems.\textsuperscript{16} Many potential methods have been proposed and some demonstrated.\textsuperscript{17,18,72} The basic motivation, from the perspective
of quantum information, is to be able to retrieve as much information as possible about a system Hamiltonian so that the states or their evolution can be known and characterized. If a quantum computer is to be practical we must have ways of reading the state of the system, and methods for verification of quantum processes, such as Shor’s algorithm, Grover’s search algorithm, or any other proposed quantum algorithms.75

Multidimensional spectroscopy is one method we can learn about the states and dynamics of a system. For example, Golonzka, et. al. were able to retrieve all relevant parameters of $\chi^{(3)}$ for the local carbonyl mode Hamiltonian of RDC by 2DIR spectroscopy with multiple polarizations. Quantum process tomography (QPT) is an additional class of experiments that could be implemented to map quantum processes. The basic idea behind QPT is to form a linearly independent basis of input states and then allow the system to evolve, after which the system is probed to understand the final states. Thus enabling a mapping of input to output states.

Through the use of amplitude shaping, a pump-probe experiment can be designed with the pump modified to preferentially excite states the researcher wants to initialize and preform a quantum process with. After the initial quantum state is prepared by
the pump, the system is allowed to evolve and then measured by the probe. In
the chemical systems considered in our lab the quantum process we would measure
is decoherence, coherence transfer, population transfer and population decay of a
quantum system (solute) interacting with a bath (solvent).

The shaping software to run such an experiment has been written, but a full data
set has not been taken.

1.5 Thesis Outline

The following chapters take the general discussion of 2D spectroscopy above and
discuss a new optical system for the measurement of 2D spectra (Chapter II), the
use of ultrafast chemical exchange spectroscopy and spectral diffusion to measure fast
fluxtionality in iron pentacarbonyl, (Chapter III), and the used of 2DIR to understand
dynamics and electrostatics of a model protein active site (Chapter IV.)
CHAPTER II

Acoustooptic Pulse Shaping in the Mid-Infrared

The acquisition of multidimensional spectra is not trivial. Starting from a commercial amplified Ti:Sapphire laser, our main 2D spectrometer system utilizes five nonlinear stages utilizing six non-linear crystals in addition to the actual sample interaction. Controlling this requires dozens of mirrors and a dozen time delay stages. This system, while compact by laser lab standards, fills most of a laser table and can take some time to align and optimize.

If multidimensional spectroscopy is to move from a niche experiment in advanced ultrafast optics labs to a mainstream technique like FTIR or multidimensional NMR, there is need to simplify the user experience. The development of a pulse-shaping based 2D spectrometer is one step toads this simplification by limiting the complexity of the optical path and reducing moving parts, which are more prone to malfunction. This system has other benefits as well. The NMR community is full of complicated pulse sequences for different experiments and optimization of signal levels. While the RF pulse sequences of NMR are easily produced in electronics, optical pulses and optical pulse sequences have much less developed methods for their production. Nonetheless, optical pulses can be modified, or shaped, through the use of pulse shaping optical components.

Pulse shaping in the mid-infrared is a new technique pioneered by the Zanni
The development of a mid-infrared pulse shaping system at the University of Michigan progressed in several stages, including the development of a mid-infrared laser source, an acoustooptic pulse shaper, supporting electronics and software, and an optical setup for sample interaction followed by signal upconversion and detection. These systems will be covered in the following sections. Before discussing the details of the system, I will briefly discuss what is meant by pulse shaping, as well as the theoretical background of pulse shaping in optical frequencies.

2.1 Pulse Shaping

When discussing optical pulses it is first necessary to understand what is meant by an optical pulse. In general, we can describe a pulse by a time-domain function

\[ \vec{E}_{in}(t) = \text{real} \left( e^{i\vec{k}t+i\phi(t)} \right), \tag{2.1} \]

where the \text{real} is often omitted and assumed.

In the case of optical pulses, we can further subdivide this function into a carrier wave \( e^{i\omega_0 t} \) and an amplitude \( A(t) \). The amplitude, \( A(t) \), is assumed to be within the slowly varying envelope approximation. This approximation applies when the amplitude envelope does not vary significantly during a single optical period. Mathematically,

\[ \left| \frac{\partial}{\partial t} A(t) \right| \ll \left| \frac{\partial}{\partial t} e^{i\omega_0 t} \right| \leq |\omega_0| \tag{2.2} \]

For our mid-infrared optical pulses near 5 \( \mu \text{m} \) wavelength, with approximately 12 fs periods, this inequality is easily satisfied due to our relatively long 150+ fs pulses. The carrier frequency is taken as the center frequency of the light pulse.
The grating in a 4-f shaper effectively takes the Fourier transform of the time-domain pulse and spreads the frequencies spatially. As these frequencies are now dispersed in space we can map position on our AOM to optical frequencies and produce a masking field \( \vec{E}_{ao}(\omega_{opt} \propto t_{RF}) \).

The diffraction of the acoustic waves of the acoustooptic modulator act to multiply terms

\[
\vec{E}_{in}(\omega) \cdot \vec{E}_{ao}(\omega) = A_{in}(\omega)e^{i\vec{k}_1 \cdot \vec{r}}A_{ao}(\omega)e^{i\phi_{ao}(\omega)}
\]

From the we see we get a new pulse amplitude \( A_{in}(\omega) \cdot A_{ao}(\omega) \). It should be reasonable that the output pulse spectrum should both depend on the input \( A_{in} \) and the diffraction amplitude \( A_{ao} \). The phase also adds so that \( \phi_{ao}(\omega) \) is added to the input pulse phase, allowing for phase control.

Considering the experiment as a pump-probe experiment (with a spectrally resolved probe), we have effectively arbitrary (1k-4k levels) of amplitude control at \( \approx 800 \) points across the spectrum. Shot noise, carrier frequency generation, and beam diameters limit this to an effective control closer to 100 amplitude levels at each of 100 frequency bins.

**Phase Control**

The capability of adding arbitrary phases to optical pulses is of paramount importance to measuring a 2D spectrum because we require control of pulse phase to select both the sign and Feynman path for any given contribution to the 2D spectrum. Equation (1.13) gave us that the phase of the measured signal in a 2D pulse sequence is only dependent on the relative phases of the \( \vec{k}_1 \) and \( \vec{k}_2 \) pulses. Since these pulse are both produced by the shaper it is vital that we are able to control the retaliative phases of the pulses produced in the shaper. The details of this process
will be discussed in section 2.1.1.

In our optical setup, the phase control is primarily limited by the electronics producing the RF signal fed into the acoustic transducers. As the carrier RF period is 12.5 ns and our arbitrary waveform generator can only update every 3.5 ns, we are somewhat limited in how well we can set an arbitrary combination of phase and amplitude. An arbitrary waveform generator with higher frequency output would improve this. Another consideration for phase stability is trigger timing and stability of the electronics associated with the AOM system. Any jitter in the triggering system, or the arbitrary waveform generator system clock, will result in phase jitter between the shaped and unshaped optical pulses. This is not a concern for phase within the shaped pulse, only between shaped and unshaped pulses. A timing jitter as low as a few hundred picoseconds can easily be detected in the interference between pump and probe in our 2D measurement. To minimize this effect a field programmable gate array (FPGA), which is a programmable logic circuit, was programmed to synchronize the arbitrary waveform generator clock with the Ti:Sapphire laser oscillator. This provides a digital clock source which is very stable and is locked to the laser pulse train, the ultimate source of all our optical beams.

**Amplitude Control**

For many pulse shaping systems amplitude control as a function of frequency is the simplest form of shaping. Amplitude shaping could be as easy as a razor blade that blocks half of the pulse producing a narrower frequency bandwidth. In our system, amplitude shaping is used for calibration and is utilized in the implemented Quantum Process Tomography pulse sequence where pump-probe experiments are preformed with variable levels of excitation for each mode. Other uses in 2DIR could include corrections to pulse amplitudes as a function of frequency, or to correct for variable diffraction efficiency across the pulse as the germanium crystal absorbs some of the
RF signal. An example of amplitude shaping will be given in section 2.6.

2.1.1 Shaping for 2D

The basic pulse sequences required for 2D spectroscopy were shown in figure 1.1, chapter I. In order to step the $t_1$ separation of pulses $E_1$ and $E_2$, the waveform generator must provide to the AOM crystal unique waveforms

$$M(\omega) = e^{i(-\omega t_1 + b_0 + b_2(\omega - \omega_0)^2 + M_\omega(\omega))} \ast M_A(\omega),$$

where $-\omega t_1$ is a time translation of the first pulse a time $t_1$ in front of the second pulse. $b_0$ is an adjustable phase offset, $b_2$ adds quadratic phase (linear frequency chirp), and $M_\omega(\omega)$ is an additive phase for each point. $M_A(\omega)$ is a multiplicative amplitude for each of the $\approx 800$ points in the electronic signal. This can be used to limit the pulse bandwidth, correct for reduced efficiency with acoustic absorption, or for additional amplitude shaping. In a typical experiment, we wish to measure chemical vibrations that are approximately 16 fs in period. For optimal spectral resolution using this system, we need to scan out up to 6 to 9 ps $t_1$ delay. Since our vibration will oscillate at this 16 fs period, we need to sample every 8 fs, or faster, to measure the sinusoidal signal. The highest frequency that one can reliably measure with a sampling frequency $f_S$ is $\frac{1}{2} f_S$, this is called the Nyquist rate limit. In order to sample more often than the Nyquist rate limit, we require several thousand unique $t_1$ times for a given 2D spectrum. Moreover, phase cycling which will be discussed later, requires approximately 4 times as many waveforms. Additional considerations affecting the number of unique waveforms required is measurement in a rotating frame, which will be discussed later.
2.1.1.1 Phase Cycling

Pulse shape two-dimensional experiments are performed in the pump-probe geometry rather than the traditional three-beam square geometry. The pump-probe geometry results in the signal being homodyned\footnote{Homodyned, as used in most of ultrafast optics, refers to the mixing of an optical signal with the same optical beam that produced that signal. This is much more restrictive than the more prevalent electronics usage of the term for signals mixed with the same source. The use of term Heterodyne is also different in that in most ultrafast optical systems a heterodyned detection is mixing of signals with the same oscillator originating both light beams. In electronics this term would be used for mixing of signals from completely separate sources.} with probe pulse. As in normal pump-probe experiments, one might expect that we must chop the pump beam and take differences of pump on and pump off spectra to obtain our signal. However, the nature of the 3rd order response signal of equation (1.8a)-(1.8h) offers an alternate method. Notice that the signal does not depend on the absolute phases $\phi_1$ and $\phi_2$, but the difference between $\phi_1$ and $\phi_2$, 

$$\Delta \phi = \phi_1 - \phi_2.$$  \hspace{1cm} (2.6)

AOM pulse shaping has the advantage of adding arbitrary phase to the entire pulse or portions thereof. Thus, if we manipulate the phases we can change the sign of the signal for different experimental conditions. If, for example, we know in advance that we are going to take spectra with and without pump pulses, as is customary in the pump-probe geometry, we can optimize our signal levels. Instead of totally blocking the pump pulse, we can add a $\pi$ offset to the phase of one pump pulse. Then the signal will have the opposite sign so that when we subtract two subsequent spectra, the portion that is the signal will add. This effectively increases our signal to noise by a factor of two without increasing the experimental time.

One common problem of pump-probe spectroscopy is scattering of the pump beam into the path of the probe beam. This results in interference pattern dependent on the time delay. Just as we enhanced the signal in the pump-probe subtraction,
can modulate the phase of the pump beam using the AOM shaper in such a way as to reduce, or completely eliminate, the interference from scattering. The scattering signal depends on the absolute phase of the pump beam compared to the probe beam. As previously established, our signal only depends on the relative phase of the pulses within the pump beam. Consequently, we can change the sign of this scattering while maintaining the sign of the signal by applying a phase shift to the entire pump beam while maintaining the same phase difference within the pump beam.

Spectroscopic experiments with more than two pulses can have superfluous signals due to fewer than the full number of pulses interacting with the sample. For example, our 2D pulse sequence requires three optical pulses, two pump pulses and a probe pulse. If only one of the pump pulses interacts with any given molecule in our sample, we can get a transient absorption signal in the probe beam which does not contribute to the 2D spectrum. To avoid this, we can also choose to select a pairs of pump pulses, differing in phase, such that the signals resulting transient absorption are eliminated.

Combining the cycling of phases for both pump transient absorption background and scattering reduction, we end up with a four pulse sequence for each given \( t_1 \) time, which can be combined as follows

\[
S_{\text{cyc}} = R_{\text{sig}}(0, 0) - R_{\text{sig}}(\pi, 0) + R_{\text{sig}}(\pi, \pi) - R_{\text{sig}}(0, \pi),
\]

(2.7)

with each \( R_{\text{sig}}(\phi_1, \phi_2) \) contributing to the total signal while eliminating transient absorption background and scattering. Unfortunately, this phase cycling requires four times as many unique waveforms compared to simply stepping the \( t_1 \) time.

A quasi-phase cycling method has been developed for traditional delay-line based 2D utilizing an oscillating glass slide as a calibrated phase shift. Though effective at signal enhancement and scatter removal, the method is limited to these benefits and not as flexible as the full phase control afforded by a phase-capable pulse shaper.
Phase cycling also allows the extraction of specific pathways from pump-probe geometry 2D spectra that would not otherwise be resolved, such as retrieving the rephasing and non-rephasing separately.\textsuperscript{79}

### 2.1.1.2 Rotating Frame

A common technique in RF electronics is the use of heterodyning to take a high-frequency signal and mix it to a lower frequency where measurement is easier. It should be noted, heterodyning in electronics is taken to mean something slightly different than in ultrafast optics, where this refers to the interference of different optical pulses which may be derived from the same oscillator. For example, in a typical analog FM radio the deconvolution of audio from the FM signal is not done at the signal frequency, but rather the tuner is set to a particular frequency which mixes with the detected signal producing frequency modulations from 0 to about 50 kHz. These signals are much easier to process with electronic hardware.

In order to achieve the same affect in an optical experiment, we need to mix the the optical field at the vibrational frequency with an additional frequency. Fortunately, as discussed in the previous sections on phase cycling and 2D spectra in general, we can add arbitrary phases to our shaped optical pulses. To achieve measurement in a rotating frame, we simply add a known phase with the shaper that has the same effect of a frequency mixed at the sample. We can add a known phase between the first and second pulses of the 2D sequence and later remove that in analysis. Mathematically, we change the equation (2.4) to

\[
M(\omega) = e^{i(-\omega t_1 + \omega_{rot} t_1 + b_0 + b_2(\omega - \omega_0)^2 + M_\omega(\omega))}
\]

\[
M_A(\omega), \quad (2.8)
\]

where \(\omega_{rot}\) is the frequency we are mixing with. Now the oscillations due to the
vibration, on account of the added artificial phase, are oscillating at \( \omega_{vib} - \omega_{rot} \) which can be much slower. In a typical experiment, we will remove 1750 wave numbers from a 2000 wavenumber oscillation, resulting in an oscillation period 4 times longer. Having an oscillation 4 times longer results in a Nyquist limit 4 times less for stepping of \( t_1 \) while still maintaining the same number of samples per signal cycle. Ergo, we can reduce the number of unique waveforms required for a measurement by a factor of 4. Moreover, the spectral resolution of the resulting 2D spectrum is not dependent upon the sampling frequency but rather the maximum delay. Thus, we are still able to maintain good spectral resolution with fewer total points sampled.

### 2.1.2 Implementation

The control of phase and amplitude of laser pulses is well established for near IR and in the visible but relatively new to the mid-infrared. Ti:Sapphire lasers are used as light sources for many such experiments on account of their large spectral bandwidth. Near IR experiments are typically preformed directly with amplified Ti:Sapphire beams. Visible experiments are typically preformed with second harmonic generation stages near 400 nm, or using a non-collinear optical parametric amplifier throughout the visible. The typical methods for pulse shaping include acoustooptic, electrooptic, liquid crystal modulator, and deformable mirrors. However, many of these methods are not easily applicable to the mid-infrared due to limitations of the materials used or the lack of sufficient modulation capabilities. Most techniques are limited by material absorption at mid-infrared frequencies. Deformable mirrors do not have this problem, however, since mid-infrared light has 10 times, or more, the wavelength compared to visible light, the depth of modulation a deformable mirror must deform is much larger and not feasible with current technology.

Only recently has an acoustooptic system been developed by Isomet Inc. and The Zanni group from the University of Wisconsin-Madison.\(^{11}\) A sufficiently large germa-
nium crystal is used with several acoustic transducers. Unlike most AOM materials, germanium is transparent throughout most of the mid-infrared. Germanium is not a perfect solution, as it does absorb acoustic energy and can be over-heated.

An additional approach, known as indirect pulse shaping, has been proposed, but has not yet implemented to the knowledge of the author. Indirect pulse shaping is when pulses are shaped by first shaping in the near-IR and transferring this shape to the mid-infrared by nonlinear optical processes. The expectation is the shape applied to the pump laser pulse will be transferred through the nonlinear process to the final frequency range. This could have significant disadvantages, however. Non-linear conversion efficiencies are typically highest for transform-limited pulses. By having shaped, non-transform limited pulses nonlinear conversion could be compromised and will certainly change the pulse shapes applied.

2.2 Optical System

Our optical system is diagramed in figure 2.1. At the basic level the system consists of a source laser, an optical parametric amplifier (OPA), a difference frequency generation (DFG) stage, a pulse shaping stage, a sample cell, sum frequency generation (SFG) (which we call upconversion,) and finally a spectrometer. Each of these stages will be discussed below.

2.2.1 Mid-Infrared Source

Naturally, our optical system requires a source of mid-infrared laser pulses. Our lab has several mid-infrared sources based on the the source described by Kaindl et. al. That is, we use a standard two-stage optical parametric amplifier followed by a difference frequency stage to produce mid-infrared light pulses near 5μ. For the system used in our AOM shaping setup, the total input power to the system is about ≈ 600 mW from a Ti:Sapphire amplifier (100fs centered at 800nm with a 1kHz
Figure 2.1: Layout of the mid-infrared pulse shaping system. Starting from an amplified Ti:Sapphire laser a two-pass white-light-seeded, OPA is driven. The signal and idler of the OPA is recombined in a DFG stage producing 5 µm light which is split between pump and probe paths. The pump path is shaped by an AOM-based 4-f shaper then recompiled with the time-delayed probe at the sample cell. Finally the probe is unconverted by SFG with 800nm Ti:Sapphire light and detected in a spectrometer.

The optical parametric amplifier (OPA) is a standard design. The OPA process is seeded by a white light continuum generated by focusing a 4% reflection of the first stage pump beam off of a window into a 1 mm sapphire window. This seeds a Type II OPA process tunable near 800 nm(e) → 1400 nm(o) + 1900 nm(e) in β-barium borate (BBO). This process is phase matched in a 5 × 5 × 4 mm BBO crystal cut for θ = 27° phase matching and this gives $d_{eff} = 1.55$. In our case, this first OPA stage give about 2 mW combines signal and idler power. For such a second order process, the typically calculated amplitudes of infinite plane waves as a function of linear propagation $z$ though the crystal are

$$A_i(z, \omega) = i\gamma_i \int_{-\infty}^{\infty} A_p(0, \omega_p) A_s^*(0, \omega_s) e^{-i\tau\omega_s} d\omega_s$$  \hspace{1cm} (2.10)$$

where $A_p(z, \omega), A_s(z, \omega), A_i(z, \omega)$ represent pump, signal, and idler amplitude respect-
The signal from the first OPA stage (≈ 1400nm) is passed unfocused to a second amplification stage. The second stage OPA is pumped with a ≈ 520 mW Ti:Sapphire power. This typically yields a signal and idler power of 80-120mW combined. The signal and Idler are split into separate paths to compensate for the relative time delay from travel through the previous amplification stage. After recombining, the two beams are sent nearly colinearly into a 1-mm GaSe crystal for difference frequency generation (DFG) to produce 2µJ mid-infrared light pulses at or near 5000nm, or 2000 cm\(^{-1}\). Typical bandwidths are typically 100-125 cm\(^{-1}\) in the mid-infrared.

After being filtered to remove remaining higher frequency beams, the mid-infrared is split with a 2° wedged window to produce a weak probe beam and stronger pump beam. The probe is directed towards a standard optical delay line and then onto the sample. The pump beam continues to our mid-infrared shaper.

### 2.3 Acoustooptic Modulation

The acoustooptic modulator (AOM) works by the linear optical process of adding an acoustic wave to an optical wave propagating through a crystal. If we consider a crystal atom subject to an acoustic wave, \(\vec{P}_{ao} = A_{ao}e^{-\vec{k}_{ao}t}\) at the same time as an optical wave \(\vec{E}_{o} = A_{in}e^{-\vec{k}_{in}t}\). The acoustic wave will result in a slight modulation of the nuclear center, while the optical wave results in an optical polarization of the electron orbitals. The result is an effective grating in the material which multiplies the two fields. In the following, we shall refer to the input optical beam as the undeflected beam and the acoustooptic sum wave and the deflected beam.

\[
E_{out} = A_{ao}e^{-\vec{k}_{ao}t}A_{in}e^{-\vec{k}_{in}t} = A_{ao}A_{in}e^{-(\vec{k}_{in} + \vec{k}_{ao})t}. \tag{2.12}
\]
We observe that the amplitudes multiply and the wavevectors add. From this we can modulate the amplitude and add a nearly arbitrary phase to the optical pulse.

2.3.0.1 AOM Geometry

Two common choices of geometries are to take the optical waves parallel or perpendicular to the acoustic wave. As discussed in the previous sections, the pulse shaping with effectively arbitrary control of the phase and amplitude of the deflected optical beam results in the most utility. This is best achieved when $\vec{k}_{in}$ and $\vec{k}_{ao}$ are nearly perpendicular. This allows for a spatial separation of deflected and undeflected waves as well. Consider the case where $k_o = (0, 0, \omega_{opt})$ and $k_a = (\omega_{ao}, 0, 0)$ where $\hat{x}$ and $\hat{y}$ define the width and height of an AOM crystal which is perpendicular to $\hat{z}$, the direction of the input optical beam.

From equation (2.12), the deflected field would then have wavevector $k_{out} = (\omega_a, 0, \omega_{opt})$. This results in a wave that has a slightly higher frequency and is deflected slightly in the $\hat{x}$-direction compared to the input optical wave. Because AOMs usually operate in the regime $\omega_a \ll \omega_{opt}$, the change in optical frequency is negligible. However, the spatial change from pure $\hat{z}$ propagation to include a small component in the $\hat{x}$-direction is important. In the case of our system, this accounts for an approximate 2° divergence in propagation direction, allowing for complete spatial separation of the deflected and undeflected beams after only a short propagation distance. The geometry with parallel acoustic and optical propagation has the disadvantage that without very high power one cannot achieve as high a dynamic range of amplitudes because any optical beam that does not interact remains as background. The beam that is not diffracted in the perpendicular geometry is quickly lost due to a different wavevector direction. However, the parallel geometry has the advantage of a much simpler optical geometry and simple alignment.

A second advantage of the perpendicular geometry is that it allows for a simple
mapping of the wave amplitude to a frequency dependent wave amplitude via a 4-\( f \) shaping geometry. The details of this optical setup will be covered later, but for now, the important aspect is that it allows us to disperse the spectral components of the input optical wave along the spacial x-dimension of the AOM crystal. This allows us to control the amplitude and phase as above, but with the added degree of control with respect to the optical frequency.

2.3.1 Pump-probe Delays

In our current layout, we have a minimum step of \( \approx 50 \text{fs} \), which has a known accuracy of less than 5 fs out to a maximum of 200\( \text{ps} \) for the \( t_2 \) waiting time delay. That is, our motors don’t always end up at the position we tell them to go to, but we know where they are to better than 5 fs. We can improve this by about 5 times (1 fs resolution with minimum steps of \( \approx 10 \text{fs} \) minimum steps out to 100 ps) if using alternate motors in our lab. While these motors are course compared to many high-end motors used in ultrafast optical delays, they have a higher maximum velocity, which is beneficial for some of our lab’s measurements. Moreover, for the systems we most often consider we do not require time steps smaller than 50 fs for the \( t_2 \) waiting time.

2.3.2 Sample Cell

Our group uses a simple sample cell for most spectra. The cell is a cylinder of aluminum, tapped with threads to secure 1”, 32 thread per inch threaded brass rings, which hold calcium fluoride windows in place. These windows are 1 inch in diameter and typically 3mm thick. Windows are separated by 100 to 200 \( \mu \) Teflon spacers. Additional thicker Teflon spacers are used to prevent cracking of the calcium fluoride windows as they are secured. Our retaining rings are generally made from brass to prevent binding with the aluminum cell bodies.
I also built a temperature-controlled cell, which has the same geometry embedded in an aluminum block with a thermo-electric based cooling element. This cell is used for temperature dependent data both with 2DIR and FTIR. Studies within the group on small molecule metal carbonyls in various solvents, small molecule metal carbonyls in glass forming liquids, and peptides have all benefited from the ability to control temperature at sample cell.

The temperature source capable of maintaining stable temperatures within better than half a degree Celsius, over a range of -10 to 80°C. The system operates using a thermoelectric cooler (TEC) which is capable of actively maintaining or changing temperatures using an electric current to pump heat. Any given temperature is maintained using real-time measurements by a terminator circuit and control voltages are maintained by a custom circuit driven by a proportional integral derivative (PID) control loop implemented in LabVIEW. The system can use a relatively large amount of current, in excess of 5A, when heating or cooling. However, when maintaining a temperature, the current draw is much less.

2.3.3 Upconversion

One novel aspect of mid-infrared spectroscopy in the Kubaych lab is the use of upconversion. In this process, mid-infrared light from the system under study is sent into a sum frequency generation crystal with 800 nm light. After sum frequency generation, the output light is visible and detectable by a standard visible spectrometer and camera system. This process offers several advantages. Visible spectrometers and cameras offer better spectral resolution that is less expensive compared with mid-infrared spectrometer and detectors and have fewer complications due to overlapping diffraction orders. Additionally, the use of well-developed spectrometer cameras allows us to detect the full spectrum at the laser repetition rate of 1 kHz. These advances have allowed our lab to have unprecedented speed in the collection
of multidimensional spectra. Use of pulse shaping can extend this to new samples that are not under the previous boxcar geometry. Most notably, pulse shaping allows for phase cycling. This allows the removal of background scattering from many types of samples. Samples such as glasses, proteins, and those samples with dissolved particles, can be studied without excessive scattering with the shaper system.

2.4 Electronic Hardware

The basic control of output hardware is accomplished via custom Matlab code and vendor-supplied drivers. The Compugen 4300 generation board has 4 semi-independent output channels. We choose to use two channels for the direct generation of RF waveforms for our RF amplifier. One channel provides a customizable trigger, and the last channel is used to output a copy of the main RF waveforms for viewing on an oscilloscope and general diagnostics. There is an additional digital marker output intended as a trigger output. However, most of our equipment cannot recognize this signal as it is very short.

Generated RF waveforms are amplified from \( \approx 1 \text{ mW} \) to \( \approx 40 \text{ W} \) by an RF amplifier (RFA-1160/4-1ZP from Isomet Corp). RF is then sent to 4 transducers on a 10 by 55mm germanium acousto-optic crystal (LS600-1109-10 From Isomet Corp), AR coated for 4.7 – 6.7\( \mu \text{m} \). The transducers setup a traveling sound wave in the germanium crystal off which the optical waves diffract. It is important to note that the sound waves are effectively stationary during the ultrafast pulse in the crystal.

2.4.1 Triggering Systems

Since the optical pulse must arrive at a very specific time relative to the acoustic wave, triggering quality is paramount. The RF wave generation is triggered by the previous optical pulse so that the RF can be generated and feed onto the crystal before the current optical pulse arrives. Long, low jitter trigger delays are set using
a Stanford Research Systems delay box.

Relative jitter between the optical pulse and the acoustic wave of only 1 ns is sufficient to undermine the experiment. Moreover, jitter as short as 200 ps is easily measurable due to our phase sensitive optical methods. In order to ensure the best possible phase stability, we used a 40 MHz reference signal from our laser oscillator. A field programmable gate array (FPGA) is then custom programmed to generate a 280 MHz clock signal for our RF arbitrary waveform generator. If this external clock is not used, a 0-4 ns jitter is present on the RF output. This is due the hardware waiting to update output until the non-locked internal clock is updated. This jitter causes an optical phase jitter of $\approx \frac{\pi}{3}$. the FPGA synchronizes the AWG external clock with locked to laser oscillator. This reduces problematic timing jitter by about an order of magnitude.

Since the shaper experiments typically involve many unique optical waveforms in a very specific order, we must keep track of the spectrum for each waveform. This is achieved by triggering the spectrometer using a channel of the arbitrary waveform generator so that triggers only occur when a waveform is generated.

2.4.1.1 FPGA

FPGAs are frequently used in applications requiring high rate parallel data, and as such typically have high-quality, dedicated clocking circuitry. Our FPGA, a development board containing a Spartan-6 FPGA (Nexys 3 system board from Digilent), is capable of reliable clocks up to 1080 MHz. The internal phase-locked loop (PLL) and delay locked loop (DLL) sub-systems are setup to take the 40 MHz oscillator signal from our laser. The output of the PLL, which is stabilized, is then feed into the DLL with a clock multiplication circuit where a 7/1 multiplicative factor generates the 280MHz used for our external clock. The FPGA is also programmed to generate a stable 1kHz which can be used to trigger our amplification laser, as well as sev-
eral other 1kHz triggers at set delays and advances relative to the main trigger. The FPGA can also be programmed to serve as a logic box for our lab’s box-cars geometry 2D experiment, which uses AND logic to control triggers for synchronization.

### 2.4.2 Spectrometer

A 0.55m grating spectrometer (TRIAX 500 from Horiba) with a Princeton Instruments PIXIS 100 camera is used for detection. The spectrometer is set so that the spectrum is centered on the camera and remain unchanged over the course of many experiments. The camera is controlled by Winspec software by Roper Scientific via TCP/IP messages sent from LabView. The camera is triggered by a custom triggering box which amplifies the trigger channel generated in the Gage board discussed above.

### 2.4.3 AOM Software and Control

AOM requires acoustic signals in the crystal. Due to the high speed of sound transmission in germanium, these sound waves are in the tens of MHz. This requires radio frequency (RF) electronics to drive so that our acoustic waves can be computer controlled. The software to accomplish this is written in Matlab to tackle advantage of the high speed manipulation of large data sets and simplified complex number representation, without requiring extensive programming in C or Fortran.

Presented in figure 2.2 is an overview of the software controlling pulse shaping hardware and data acquisition. Details on the software is beyond the scope of this document. Due to hardware limitations, the software runs on 2 separate computers. One computer is dedicated to shaping and RF signal output, while the other computer is dedicated to data acquisition and spectrometer control. In order to synchronize the experiment, standard transmission control protocol and internet protocol (TCP/IP) communications are established between the 2 computers. The general flow of the
Figure 2.2: Flow chart of the control software for 2DIR.
Table 2.1 summarizes some of the major components of the shaper-based 2DIR spectrometer system.

<table>
<thead>
<tr>
<th>Component</th>
<th>Supplier</th>
<th>Part Number</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mid-IR pulsed source</td>
<td>custom built</td>
<td>NA</td>
<td>high</td>
</tr>
<tr>
<td>Acoustooptic crystal</td>
<td>Isomet</td>
<td>LS600-1109-10</td>
<td>$25k</td>
</tr>
<tr>
<td>RF amplifier</td>
<td>Isomet</td>
<td>RFA1106/4-ZP</td>
<td>-</td>
</tr>
<tr>
<td>Arbitrary waveform generator</td>
<td>Gage</td>
<td>Compugen 4300</td>
<td>$6k</td>
</tr>
<tr>
<td>Digital delay generator</td>
<td>Stanford Research Systems</td>
<td>DG535</td>
<td>$6k</td>
</tr>
<tr>
<td>Water chiller and circulator</td>
<td>Neslab</td>
<td>RTE-220</td>
<td>$2.5k</td>
</tr>
<tr>
<td>FPGA demo board</td>
<td>Digilent</td>
<td>Nexys 3</td>
<td>$150</td>
</tr>
</tbody>
</table>

Table 2.1: Summary of major pulse shaping components. Note that all Isomet products were combined in one quotation.

Software is first comprised of experimental parameter set-up and then TCP/IP set-up. Then TCP/IP communications are established, followed by waveform set up and then a loop to acquire the required spectral data. All of the shaping software is done in Matlab, whereas all of the control data acquisition software is done in LabVIEW.

In figure 2.2, green represents processes that occur in software on a particular computer. Red boxes represent communications between the two computers, and yellow boxes represent interaction with hardware. During a typical run, the segment setup can be the longest step in a typical loop. As discussed in section 2.1.1, quite a few unique waveforms must be output. Memory limitations in the RF generation board limit the number of unique waveforms that can be loaded into memory at any given time. Unfortunately, the arbitrary waveform generator board, though on the computer’s internal PCI bus, has a very slow memory upload rate. It is not uncommon for a complete load of the memory to take as much as 1 min. In order to minimize this, the data acquisition software is set to move $t_2$ motors through a sequence of the required $t_2$ steps before moving on to new $t_1$ times as determined in the waveforms of the arbitrary waveform generator.
Figure 2.3: Our first 2DIR spectrum obtained by pulse shaping in the mid-infrared. This is an absorptive spectrum of W(CO)$_8$. Note that the excitation frequency calibration is off by about 10 cm$^{-1}$.

### 2.5 2DIR Spectra by Shaping

Several early 2DIR spectra acquired by pulse shaping methods are shown in figures 2.3, 2.4, and 2.5. Figure 2.3 is the 1st reliable 2-D spectra obtained with our system. This system is tungsten octacarbonyl, chosen as it has a single strong frequency within the range of our system. While somewhat noisy, this spectrum shows all of the expected features. The upper blue region representing a ground state bleach and the lower red region representing the anharmonically shifted excited state absorption. Note that due to an early miss calibration, the horizontal axis is shifted by 10 wave numbers. Figure 2.4 is a 2DIR spectrum of dicarbonylacetylacetonato rhodium(I) (RDC) in hexane. In comparison to the previous spectrum this spectrum has better...
Figure 2.4: An early 2DIR spectrum of RDC in hexane.

spectral resolution along the $\omega_1$ excitation axis as it included a longer scan of $t_1$ times.

Figure 2.5 is a later spectrum of dimanganese decacarbonyl (DMDC) in hexane. This spectrum also has a long $t_1$ scan, in this case taken by combining multiple scans of fine $t_1$ time steps.

2.6 Shaper Diagnostics

Many diagnostics were required during the construction and use of this system. Fortunately, most calibrations were found to be stable within the system and do not need regular updating. Optical frequency to crystal position, trigger timing, and RF
Figure 2.5: Absorptive 2D spectrum of DMDC acquired by pulse shaping.
power are the most important calibrations preformed. Additional tests preformed include tests of phase stability and repeatability, test of proper pulse sequences, RF power dependance of deflection efficiency, pulse chirp calibrations, and a test for the analysis including the effects of signal averaging and dropped spectra removal.

**Optical Frequency**

The mapping of optical frequency to crystal position is particularly crucial to effective pulse shaping in an AOM system. In order to correctly modulate phase and amplitude as a function of optical frequency, we must have a mapping of the optical frequency to spatial location on the crystal. The spatial position is then related to specific waveform points on our arbitrary waveform generator (AWG) signal. The primary frequency calibration was accomplished by matching notches applied in a shaped spectrum and known absorption references. A calibration with multiple absorption peaks was required to establish both absolute positioning on the AOM crystal and the linearity of signals on the crystal. The linearity procedure was only needed once because the calibration was found to be very repeatable as the source for our AWG clock signal, the 80MHz of the laser oscillator, is very stable.

Small changes in optical path length, mostly due to optical realignment, result in slight changes in the relative arrival time of the optical and RF signals. Because of this the RF trigger delay is regularly checked, typically each week and after any significant realignment, the overall offset in the absolute position on the crystal is adjusted by changing the system's trigger delay, which is set using an SRS delay generator (model DG535). The procedure is simple. Our reference standard, DMDC, is placed in a sample cell and mounted in the sample cell holder. Next, magnetic mounted mirrors are added which steer the pump beam along the probe beam path through the sample and onto the upconversion crystal. A dedicated “Frequency Calibration” script is run on the shaper control computer. The waveforms sent to the acoustic-optic crystal are
Figure 2.6: Sample RF signals for AOM and resulting optical spectrum. (a)-(c) are oscilloscope traces of the RF signals used to generate acoustic signals in the AOM crystal. (d)-(f) are the resulting diffracted optical pulse spectra.

set so that most frequencies are passed to the sample and frequencies corresponding to the DMDC spectrum are blocked. The timing is then adjusted so that the real DMDC transitions overlap with the “fake” absorptions of the shaped pulse. The process is monitored real-time on the spectrometer after upconversion. A sample frequency calibration waveform and the corresponding shaped pulse spectrum is shown in figure 2.6b and 2.6e, respectively.

Figure 2.6a is a full carrier signal with no modulation for transmission of the full pulse without amplitude or phase shaping. Figure 2.6d is the optical pulse spectrum
diffracted from the RF signal in 2.6a. For calibrating the waveforms, we match three “knock-outs” in the RF carrier of 2.6a to make 2.6b. By adjusting the three frequencies not deflected by the frequency calibration waveform (figure 2.6b) to match this absorption spectrum of dimanganese decacarbonyl (DMDC), we are able to set mapping of frequency to relative position on the AOM crystal. The deflected spectrum from the RF of figure 2.6b is shown in figure 2.6e. Finally figure 2.6c shows the RF signal applied to the AOM crystal for producing a pulse pair, in this case separated by 1.8 ps. Again, the resulting deflected spectrum is shown in 2.6f.

**Pump-probe Spectra**

While the shaper system is certainly capable of a great deal more, the AOM can simply turn the pump beam on and off by sending waveforms of “all on” and “no waveform” and act as a rather expensive and complicated beam chopper. This turns out to be valuable to aid alignment of the pump and probe overlap in the sample cell. As such, there is a dedicated program to chop the pump on and off.

Figure 2.7 shows the absorption of DMDC as reported by the probe spectrum, (a) and a typical pump probe take during alignment of DMDC in hexane with about 4k laser shots (4sec), (b). The ground state bleaches on each of the three separable peaks and the excited state absorptions are visible for two of the peaks on the pump-probe spectrum. The third ESA may be present, but it is not clear with this level of signal to noise.

**Shaped Pulse Phase Stability**

While the calibrations of RF frequency and proper programming ensure that programmed time delays in software are properly converted to pulse delays between portions of the shaped pulse, some confirmation was necessary. Spectral interferometry measurements of shaped pulses and the shaped pulse with the unshaped pulse, pro-
Figure 2.7: Pump-probe diagnostic spectra. The absorption of DMDC as reported by the probe spectrum, (a) and a typical pump probe take during alignment of DMDC in hexane with about 4k laser shots (4sec), (b).

Phase Cycling Tests

By enabling the phase cycling algorithm in the software, we are also able to confirm that the phases of the pulses change as expected. This is evidence for proper application of the phase to the shaped pulse, proper shot-to-shot changes in the shaping acoustic field, and the reliability of system timing and triggering. Figure 2.9 shows several shaped pump spectra with relative phase shifts to active phase cycling.
Figure 2.8: Waveforms averaging to a single time-step waveform. Here, 32 single-shot spectra of two shaped pulses with a 1450 fs separation added are shown which all have the same shaper waveform. Subfigure (a) is the entire unconverted spectrum, whereas (b) is zoomed in on the dotted box.

In this case, a single $t_1$ delay of 1448 fs is shown. The four waveforms differ by cycling differences of $\pi$ in the phase relative to the input optical pulse and the phase of the two shaped pulses relative too one another. In the notation of section 2.1.1, the four plotted waveforms are for signals $R_{\text{sig}}(0, 0)$, $R_{\text{sig}}(\pi, 0)$, $R_{\text{sig}}(\pi, \pi)$, and $R_{\text{sig}}(0, \pi)$. Continuing on, we can plot the signal after adding and subtracting these terms as in equation (2.7).

Figure 2.10 shows to the results of addition and subtraction of the respective phase cycled spectra. The blue spectrum in figure reference is for the phase cycling shown in figure 2.9, and the green spectrum is for a set of phase cycled spectra delayed 2 fs longer than those in blue, that is $t_1 = 1450$ fs.

2.6.1 Spectral Resolution

In our system, the detection axis spectral resolution is set by our spectrometer. The spectral resolution of the excitation axis is set by the maximum time delay in
Figure 2.9: Four phase-cycled spectra for a single time delay. The insert is zoomed in on the dotted box.

the $t_1$ time sequence. Then the spectral resolution is set by the Fourier transform.

Due to memory limitations on the Compugen 4300 card, we are limited to about 900 unique RF waveforms without a time-consuming memory reload. Since we also use 4 waveforms for each time step to achieve necessary phase cycling, we are limited to about 225 $t_1$ time points per memory load.

If high resolution on the excitation axis is needed, one can simply wait the extra time needed. However, there are several methods that could be implemented in the future to expand the capabilities of the shaper system. First, and most expensive, newer arbitrary waveform generators now exist that possess larger memory capacity and faster load times, thus allowing for more waveforms in a reasonable time. An additional option could be to use methods common in NMR processing, such as analytic continuation or exponential time spacing. Since long-delay times usually contain small signals relative to the noise, NMR studies sometimes utilize an analytic fit to data that can be used to extend the long-time delays without additional noise.
Figure 2.10: Resulting signal after phase cycling for $t_1$ time steps. The blue spectrum is the result of the phase cycled spectra in figure 2.9. The green is the same process for a 2 fs longer pulse separation of 1450 fs. Note that the two are clearly different, demonstrating that 2 fs time delays are reliably distinct.
Since the free induction decay is much more intense at short times, the long-time delays typically contain only a small portion of the signal, but contribute equally to the spectral resolution. An even more extreme method from NMR measurements could be the implementation of exponential sampling. This method would require significantly more work, however, since it would require a non-uniformly spaced FFT algorithm, which tend to be difficult to implement efficiently.

**Quadratic Chirp**

The pulse shaper introduces chirp to the shaped laser pulse due to its relatively thick germanium crystal, through which the mid-infrared pulse must propagate. Fortunately, the shaper can correct for this by adding a linear chip in the opposite direction. Recall that a linear chirp is a quadratic phase term. While we currently do not have a careful pulse characterization setup for the mid-infrared pulses, we can compare the shaped mid-infrared with the unshaped mid-infrared probe as a first order correction. This is accomplished by comparing the two beams scattered off the same pinhole and detected in a spectrometer. The relative changes in the resulting interference fringes allows for basic matching of chirp. A more detailed measurements, such as using Spectral Phase Interferometry for Direct Electric-field Reconstruction (SPIDER) setup could be done for a more careful calibrated correction.\textsuperscript{88,89} However, it is worth noting that intentionally changing the correction within a reasonable range has no discernible effect on pump-probe signal from the shaper and little effect on any given 2D spectrum.

It is also worth noting that the use of non-collinear second harmonic generation with the 5µm beams, which is an alignment method in the Zanni group, would also allow for better chirp correction calibrations, as one could maximize the SHG signal, a reliable method to find a pulse’s transform limit.
Figure 2.11: Saturation of AOM efficiency with increasing RF input power.

RF Power

The RF amplifier and acousto-optic crystal combination has a power dependent efficiency which saturates at approximately $0.3 \, V_{pp}$, which is 1.0 mW (0.0 dB) input power. Over-driving the AOM crystal is to be avoided, as there is a non-negligible absorption of the acoustic waves at 80 MHz, which could heat the crystal to the point of damage. This was calibrated by systematically adjusting the input power to the RF amplifier. Input power was adjusted by changing the arbitrary waveform generation amplitude. Total power was measured integration of the observed signal on our spectrometer after upconversion.

Figure 2.11 shows the deflection efficiency, in arbitrary units, as a function of the peak-to-peak voltage of the RF field before the RF amplifier and AOM crystal. The system is typically operated just where the efficiency saturates, about $0.3 \, V_{pp}$. This allows nearly the full diffraction efficiency without overheating the AOM crystal.
Trigger and Clock Jitter

A significant problem discovered during system setup was the effect of trigger and clock jitter on the optical phase of the generated pulses. As indicated in equation 2.11, the shaped optical pulse has a phase that is both the phase of the incoming pulse added to the acoustic phase. If there is any uncertainty in the relative arrival time of the acoustic signal and the optical pulse, the phase of the shaped optical pulse will pick-up that uncertainty. Moreover, what may be low jitter timing by electronics standards (± ns over a 1ms period, or 2ppm), will give a π/3 phase jitter in the optical. Such a large jitter would undermine any phase-sensitive experiment.

Figure 2.8 shows many repeated spectra with the same shaped phase applied. 2.8a represents the entire frequency trace, whereas 2.8b is a zoom in on a single interference fringe with controls applied. On 2.8b, one can see that two of the 32 traces do not lie in the same group. These two spectra are the result of triggering misfires that are off by one clock cycle of the arbitrary waveform board. This equates to an approximately 4 ns mismatch in timing of the optical pulse relative to the acoustic wave within the AOM modulator. Without a full cycle missed, the accuracy of timing is in on the order of several hundred picoseconds. This improves the phase stability by about a factor of 10 come paired to the uncorrected timing. However, occasional glitches still can occur, as seen in figure 2.8. The timing controls are implemented on an FPGA and were discussed in more detail in section 2.4.1.1.
A fundamental objective of my dissertation is the understanding of solvent dynamics as they effect solvated molecules such as solute dynamics that are modulated by solvent properties or protein dynamics modulated by solvent interactions. To this end, the interactions of iron(II) pentacarbonyl, Fe(CO)$_5$, with various solvents were studied. Of particular interest is the ability of Fe(CO)$_5$ to undergo Berry pseudorotation, a form of fluxtionality.

3.1 Background

This work investigates chemical reactions with low barriers. By low barriers, I am simply referring to barriers comparable to, or less than, $k_B T$. Such reactions are easily driven by thermal fluctuations. Figure 3.1a is a cartoon of a low barrier reaction in which the barrier is not much higher than thermal fluctuations, represented by the red double-ended arrows. The dashed green arrow represents some form of catalysis, which brings the barrier even lower, possibly changing the reaction from having a barrier much higher than $k_B T$ to a sufficiently low barrier to allow efficient conversion under reasonable conditions, such as those easily obtained in a laboratory or biological setting.

Lowering reaction barriers to the point where reactions will occur at a reasonable
Figure 3.1: Low barrier reactions. Subfigure (a) is a cartoon of a low barrier reaction where the barrier is not much higher than thermal fluctuations, represented by the red double-ended arrows. The dashed green arrow represents some form of catalysis, which brings the barrier even lower. (b) Cytochrome C oxydase active sites from PDB file 1OCO. Cytochrome C oxydase is one of many proteins which catalyses a reaction which would not occur otherwise. The PDB structure is by Yoshikawa et al.\textsuperscript{90}

rates, catalysis, is an important topic chemistry. Beyond active work by chemists, the evolved complexity of proteins for lowering the barriers of chemical reaction speaks to the importance of lowering reaction barriers allowing for production of compounds that otherwise would not occur naturally. Figure 3.1b shows the Cytochrome C oxydase active sites from protein data bank (PDB) file 1OCO. This is one of many proteins which catalyze a reaction which is too slow to effectively occur otherwise.

The focus of this work is to examine the solvent environment of a specific simple reaction with a low barrier. Iron pentacarbonyl can undergo fluxtionality, a process by which an isomerization occurs resulting in the same compound you started with. In this case, iron pentacarbonyl exchanges ligands in different positions. This reaction is particularly suitable for looking at solvent environment effects in the liquid phase, as there is a significant simplification and the reactants are the products.

Energy, entropy, and concentrations can’t change in this reaction. Moreover, the
equilibrium constant is always one. This removes the effect concentration changes have on reaction rates that must be accounted for in other systems. The equal concentrations of reactant and product also aids the spectroscopic experiment in that the optical density of the reactants and products are the same. If a reaction were highly reactant or product-favored it could be difficult to match optical densities of both reactant and product modes to maximize signal to noise. Iron pentacarbonyl is also good for our experiments as it has a clean, well understood spectrum in the wavelength range of our 2DIR system. Uses of iron pentacarbonyl include as a precursor to any of a multitude of iron containing compounds, nanoparticle production, and as a source for very high purity solid iron. Iron pentacarbonyl is also of interest to the time-resolved x-ray community, as evidenced by several Fe(CO)$_5$ x-ray experiments at the Stanford Linear Accelerator Complex’s free electron laser, the Linear Coherent Light Source, and at Argonne National Laboratory’s Advanced Photon Source. Most relevant to this work are those considering the fluxtionality, such as a study by Charles Harris, et al. investigating the transition state and fluxtionality in iron pentacarbonyl using multidimensional methods. Additional studies by the Rose-Petruck group, including studying FTIR and computational structure of iron pentacarbonyl in alcohols, are also very relevant. We seek to expand the number and types of solvents in which these transition rates have been have been studied. In the previous FTIR and computational study of iron pentacarbonyl with various alcohols, the Rose-Petruck group was not sensitive to the fluxtionality rate. By extending their work to 2DIR, We are able to measure fluxtionality rates and other measurements, such as spectral diffusion, from our 2DIR spectra.

### 3.1.1 Kramers’ Theory

Modeling reaction rates based on crossing a barrier started in the mid to late 1880s with the publication of what came to be known as the Arrhenius equation in
1884 by Van’t Hoff\textsuperscript{102} and 1889 by Arrhenius.\textsuperscript{103}

Traditional Transition State Theory of chemical reactions relies on predicting reaction rates based on an energetic barrier to reactions. In a gas phase or non-interacting solvent, this barrier must be overcome by kinetic energy of the reactants, typically provided by thermal energy. However, if there is a high degree of solvent interaction, the rates may be slowed by an effective friction, limiting motion on the reaction potential.

It was recognized early on that rare events, such as crossing a reaction barrier, amidst long periods of relatively stable conditions, such as fluctuations around the reactant states, is the dominant consideration in chemical reactions. In chemical reactions with a barrier, we often speak of a transition state where the chemical system is at the top of a reaction barrier and has a stochastic choice about forming reactant or products. It is the properties of these rare transition states that determine the kinetics of the reaction. The modeling of rare events still is an area of active research in many fields, especially in cases where computational simulations of rare events holds potential to drastically reduce computational time by de-emphasizing simulation time away from critical rare events.\textsuperscript{104–107}

Kramers’ theory is an attempt to better refine the prediction of chemical reaction rates. The prediction of rates in cases where there is a solvent “driving” atomic motions Kramers’ theory is most applicable. Hendrik Kamers, in 1940, suggested the application of brownian motion on a potential surface to explain chemical reaction rates.\textsuperscript{108,109} Since then, there have been many advances and interpretations.\textsuperscript{110,111} Kramers’ theory is this applicable to isomerization\textsuperscript{37}, tunneling\textsuperscript{112}, reactions involving charge transfer\textsuperscript{113}, and other phenomena. It is generally held that the folding of proteins falls within the high friction case of Kramers’ theory.\textsuperscript{114}

Following the derivations of Haggi\textsuperscript{110} and Tucker\textsuperscript{115}, we first note that the basic
form of skin friction, or drag, for an object in motion through a fluid is

\[ \vec{F} = -\eta m \vec{v} \]

which we will call the dynamic friction on our potential. This is an effective non-conservative force that accounts for all mechanisms for energy dissipation away from the reacting molecule. However, for a particle in thermal equilibrium, any energy lost due to a particle-solvent interaction will eventually be regained as the particle’s kinetic energy fluctuates. If we were to add this force to a simple equation of motion for classical motion on the potential energy surface \( G(q) \) we get the Langevin equation

\[
m \ddot{q} = \frac{\partial G(q)}{\partial q} + F + R(t)
= \frac{\partial G(q)}{\partial q} - \eta m \dot{q} + R(t)
\]

where \( q \) is some position coordinate (later a reaction coordinate) and \( R(t) \) is a random force acting at any given time. \( R(t) \) will come to describe random “knocks” the system receives from the solvent.

Basic rate predictions are, first for TST, the rate is

\[
k_{TST} = \frac{\omega_R}{2\pi} e^{\frac{-\Delta G}{k_BT}}. \]

(3.3)
Then for Kramers’ theory in the strong damping limit,

\[
\begin{align*}
k_K &= \frac{1}{2\pi \tau_0} \frac{\omega_R}{\omega_T} e^{\frac{\Delta G}{k_B T}}, \\
&= \frac{\omega_R}{2\pi \omega_T} \left[ \sqrt{\frac{\eta^2}{4} + \omega_T^2} - \frac{\eta}{2} \right] e^{\frac{\Delta G}{k_B T}}, \\
&= \frac{1}{\omega_T} \left[ \sqrt{\frac{\eta^2}{4} + \omega_T^2} - \frac{\eta}{2} \right] k_{TST},
\end{align*}
\]

(3.4)

(3.5)

(3.6)

where \(\omega_R = \sqrt{\frac{G(q)}{m}}\) is the harmonic angular frequency of the meta-stable potential. \(\omega_T = \sqrt{\frac{G(q)}{m}}\) is the “frequency” at the transition state, or the top of the barrier. Compare this to

We note that the pre-factor in equation (3.6) is always less than 1, thus the Kramers’ rate should always be slower than the TST rate. This is reasonable as TST does not allow for the solvent to “get in the way” and knock the system back towards the reactant side and does not allow for re-crossing after passing the transition state.

In the limit of very little interaction, the friction in Kramers’ theory is low and \(\eta \to 0\). In this case we expect the momentum of reactant molecules to dominate near the transition state so that the likelihood of passing the transition state is primarily based on the kinetic energy of the reactant molecules. Figure 3.2 shows two limits of Kramers’ theory, the low friction limit (subfigure 3.2a) and the high friction limit (subfigure 3.2b). In the low friction limit, the reaction outcome is dominated by the momentum of the system when approaching the top of the reaction barrier. In the high friction limit, the same system momentum may or may not result in a barrier crossing because the crossing is mostly driven by solvent driving the system. In the figure 3.2, this is represented by the system randomly push towards over, away from, over, and back over the bare. Note that classically in TST the path of figure 3.2b as this path passes the transition state and then re-crosses back to the reactants.
Figure 3.2: Model reaction dynamics ion the low and high friction limits.

3.1.2 Models of Microscopic Friction

There are many models for getting the microscopic friction parameter, $\eta$, used above. I will discuss the Smoluchowski limit of very high friction and the Stoke-Einstein limit where friction can be connected with bulk viscosity.

3.1.2.1 Smoluchowski Limit

If we are fully in the diffusive limit, that is the friction is so high that the reaction is entirely driven from solvent motion, we have the Smoluchowski limit. Another way of stating this is that the magnitude of the acceleration term is much smaller than the friction force.

$$|m\ddot{q}| \ll |\eta m\dot{q}|$$  \hspace{1cm} (3.7)

Then we can approximate $m\ddot{q} \approx 0$ and simplify (3.2) to

$$0 = \frac{\partial G(q)}{\partial q} - \eta m\dot{q} + R(t)$$  \hspace{1cm} (3.8)

$$\eta m\dot{q} = \frac{\partial G(q)}{\partial q} + R(t)$$  \hspace{1cm} (3.9)
If we were to then continue the detailed derivation, we would get the rate for barrier crossing to be the Smoluchowski rate expression

\[ k_{SM} = 4Da \]  \hspace{1cm} (3.10)

for the diffusion-controlled reaction rate is accurate only if \( D \), is measured empirically, rather than predicted from solvent viscosity data as the microscopic environment is more complex than the macroscopic viscosity.\(^{109}\) That is, as we are in the high viscosity, high drag limit, it is more likely that the molecular structure of the solvent is important, which may be less of a concern for macroscopic objects moving in the liquid.

### 3.1.2.2 Stoke-Einstein Diffusion

For a small spherical particle in a viscous fluid with low Reynolds number, we can predict the friction based on bulk viscosity. We expect the fiction to be proportional to the dynamic viscosity \( \eta_d \).

In this form we can make a simple Kramers’ theory expected rate based on the solvent viscosity.

\[ k_{SE} = \frac{A}{\eta_d} e^{\frac{-\Delta G}{k_BT}}. \]  \hspace{1cm} (3.11)

This form of Kramers’ theory is most relevant for much of liquid phase chemistry as most solvents crowd around reacting species and prove a physical impediment to the reaction. Moreover, solvent molecules can push the reactant over the barrier they may not approach otherwise.

Kramers’ theory and associated friction models are known to break down under some conditions. For example, Anna et. al. showed evidence that cyclohexane deviates from the viscosity-based friction.\(^{37}\) The deviation was accounted for by noting
that simulations showed the cyclohexane formed a cage around the solvent molecules. Cadging in viscous solvents has been discussed before. By forming a stabilized, structured solvent layer, or cage, the cyclohexane near the solvent molecule was unlike the bulk cyclohexane and thus did not behave as expected based on the bulk viscosity.

### 3.1.3 Grote-Hynes theory

If the solvent considered above were slow, that is to say it did not respond quickly to solute motions, there can be a memory effect in the friction. This is referred to as a memory friction and can be added as an additional level of complexity to the Kramers’ theory picture of reaction rates. Grote-Hynes theory is this extension to the more general case of memory friction.

\[
\eta \rightarrow \int_0^t \gamma(t-\tau)d\tau \quad (3.12)
\]

If we have some memory in or friction the random force term is not fully random and we can use this to get the memory kernel \(\gamma(t)\). We can use the autocorrelation of the random force term,

\[
\langle R(t)R(0) \rangle = mk_b T \gamma(t) \quad (3.13)
\]

Using this form of a memory kernel, and following the derivation of Grote and Hynes use a revised generalized Langevin equation

\[
m \ddot{q} = F(t) - \int_0^t \gamma(\tau)\dot{q}(t-\tau)d\tau + R(t). \quad (3.14)
\]

Then, their derivation continues by considering a conditional probability, \(p(q, \dot{q}, t|q_0, \dot{q}_0)\). That is the probability of some position, \(q\), and velacity, \(\dot{q}\) at a time \(t\) given that we
know \(q_0\) and \(\dot{q}_0\) at \(t = 0\). The next step is to calculate a flux of particles from one side of the barrier to the other. This turns out to be related to the velocity-velocity correlation function,

\[
C_\nu(t) = \langle \dot{q}(0) \dot{q}(t) \rangle ,
\tag{3.15}
\]
as the velocity is linked to how near the barrier you are. Using this they get

\[
k_{GH} = \frac{1}{\omega T} \lim_{t \to \infty} \int_0^t \frac{C_\nu(t)}{C_\nu(\tau)} d\tau .
\tag{3.16}
\]

If we take \(G(q)\) to be harmonic, we can get an expansion of \(C_\nu(t)\) as

\[
C_\nu(t) = \frac{1}{\omega^2 T} \left( -\sum_n c_n \lambda_n e^{\lambda_n t} + c_r \lambda_r e^{\lambda_r t} \right) ,
\tag{3.17}
\]

Since we are only interested in the long-time limit for \(t\), all the terms with negative exponentials decay away and we get \(k_s \to \frac{\lambda_r}{\omega T} \) where we get \(\lambda_r\) by considering the Laplace transform of \(C_\nu\),

\[
\hat{C}_\nu(\lambda) = \frac{\lambda}{\lambda^2 + \tilde{\gamma}(\lambda) \lambda - \omega^2 T} ,
\tag{3.18}
\]

which implies that

\[
\lambda_r = \frac{\omega^2 T}{\lambda_r = \tilde{\gamma}(\lambda_r)} .
\tag{3.19}
\]

It’s worth noting that if the correlation function (3.14) decays quickly, meaning there is no long-term correlation, this result reduces to the normal Kramers’ case. However, that is effectively saying that there is no memory in the system. If there is some memory the configuration at one time is affected by the past configurations, hence they are correlated. We could take from this that it is the high frequency
motion components near the reaction barrier are what gives this result a better rate. For example, if there are many attempted crossings sent back due to the solvent, or re-crossings, these will show up as high frequency components in the motion. That is the motion going back and forth vs. straight through the barrier region in the low friction case.

### 3.1.4 Tests of Stokes’ Theory

While general use of Kramers’ theory has proved valuable, direct and detailed tests of this theory have thus proved difficult before 2D spectroscopy. This is due to the many factors, such as enthalpic and energetic changes, that can effect reaction rates.\(^{58}\) Because of the chemical exchange measurements available in 2D spectroscopy, our group was able to directly test Kramers’ theory for a system, dicobalt octacarbonyl in linear alkanes, which follows the rates predicted by Kramers’ theory.\(^ {37}\)

Fe\((\text{CO})_5\) removes many of the concerns of Kramers’ theory tests and measurements in spectroscopy due to the numerous simplifications of having identical reactants and products. There can be no entropic or enthalpic effects as the reactants and products are in the same state. There is no concern about concentration changes as the reaction occurs. Moreover the equilibrium constant is always unity, regardless of temperature.

### 3.2 Chemical Exchange

As discussed in section 1.3.2, ultrafast chemical exchange spectroscopy is capable of determining the rate of interconversion between species within the solution by monitoring the off-axis peak heights in a 2D spectrum. We expect these off-axis peaks to grow in as the axial and equatorial carbonyls swap roles and we transfer vibration excitation from axial modes to equatorial modes by physically exchanging the excited ligands.
3.2.1 Fluxtionality

Extending our previous discussion of functionality, we consider the Berry pseudorotation mechanism in Fe(CO)$_5$.\textsuperscript{120} This is a general feature of trigonal bipyramidal compounds which have all ligands the same. As shown in figure 3.3, 2 ligands carbonyls bend towards one another while simultaneously 2 equatorial ligands also bend towards one another, eventually switching roles of each pair within the molecule.

In many systems, 2DIR cross peak growth reports on intramolecular vibrational redistribution (IVR). Here we expect minimal IVR, as there should be minimal coupling between axial and equatorial modes. Consider the local mode Hamiltonian below.

\[ \hat{H}_{CO} = \begin{pmatrix} S_{ax} & J_{ax} & K & K & K \\ J_{ax} & S_{ax} & K & K & K \\ K & K & S_{eq} & J_{eq} & J_{eq} \\ K & K & J_{eq} & S_{eq} & J_{eq} \\ K & K & J_{eq} & J_{eq} & S_{eq} \end{pmatrix} \] (3.20)

Symmetry arguments give only five unique elements, mostly in axial or equatorial blocks of the Hamiltonian in the local mode basis. In equation 3.20, the coupling
between axial and equatorial modes, $K$, is small compared to coupling within axial modes or within equatorial modes, $J_{ax}$ and $J_{eq}$ respectively. The coupling between these blocks are sufficiently small both from geometrical arrangement, minimal spectral overlap between axial equatorial modes, and a small anharmonic coupling typical of multiple coupled morse oscillators.\textsuperscript{121}

### 3.2.2 Viscous, Noninteracting Solvents

In the first set of solvents, we consider varying the viscosity while maintaining relatively inert non-polar solvents. This should affect the rate of the reaction. Taking a Kramers’ theory view of the reaction, basically Brownian motion on a potential, we expect solvents to have a significant effect on the rates as we are near the high friction limit. Here, we take viscosity as a proxy for the friction coefficient, as we expect to be within the high friction limit discussed in section 3.1.1.

We used a series of linear alcoves and squalene (2,6,10,15,19,23-Hexamethyltetracosa-2,6,10,14,18,22-hexaene) as our non-polar solvents. The structure of these is shown in figure 3.4.

### 3.2.3 Polar Solvents

The case of interacting solvents could follow different trends. Our interacting solvents are a series of alcohols, which interact through dipoles with the CO groups. Previous work showed that complexes can form between the alcohols and the iron pentacarbonyl stabilized by up to 5 kJ per mole. This should also break molecular symmetry, possibly increasing IR oscillator strength of previously Raman-only modes. Alcohols provide an OH group, which can result in hydrogen-bonding to the oxygens in carbonyls. Rose-Petruck’s group previously reported on the FTIR spectra and computational results for iron pentacarbonyl in alcohols.\textsuperscript{101} Figure 3.5 shows experimental spectra from their study. Note that the FTIR spectrum broadened with
Figure 3.4: Non-polar solvents used in Fe(CO)$_5$ studies. (a) is hexane, (b) is dodecane and (c) is squalene.

shorter alcohols.

3.3 Experiments

Iron pentacarbonyl was dissolved in various solvents to get an approximate optical density in our sample cell of 0.6 OD, which provides for good 2D signal levels. Samples were then placed in a 100 $\mu$m thick sample cell and probed by 2DIR spectroscopy. Figure 3.6 shows 2DIR spectra of Fe(CO)$_5$ in two solvents, 3-octanol and dodecane. Each sample has a spectrum shown for two $t_2$ waiting times, 0.5 ps and 6ps. These two time delays represent an early time, before fluxtionality is expected to be important, and a later time, 6 ps, when we expect some fluxtionality to have occurred. Note the growth of cross peaks in the dotted boxes.
because of the sub-100-fs temporal resolution required and therefore may have been overlooked.

In solution one usually finds that excess energy is quickly dissipated into the bath modes of the solvent, and as a result therefore may have been overlooked.

multiple ligand loss typically does not occur. Instead, the authors proposed a sequential dissociation mechanism where first a single CO dissociation initially produces a transient 

Figure 4. Molecular charges calculated by the NBO method for various triplet states of IPC and the methyl, hydroxyl, and tert butyl substituents. The charges are emphasized with dotted boxes.

Figure 5. Measured IR absorption spectra of IPC in various alcohols. The spectra were obtained from each spectrum. The corresponding baselines were obtained from the spectral range of the strongest absorption peaks. The peak areas are all normalized to the integral absorption coefficient of the ethanol peak. Consequently, the absorbance scale has an uncertainty of 10%.

Figure 6. 2D spectra of Two solvents at 0.5 ps and 6ps. Cross-peak locations are emphasized with dotted boxes.

Table 1: Measured Integrated Absorption Coefficient in the Spectral Range around 2000 cm⁻¹

<table>
<thead>
<tr>
<th>Solvent</th>
<th>ν₁ absorption (cm⁻¹)</th>
<th>ν₅ absorption (cm⁻¹)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td>394.3</td>
<td>1849.0</td>
<td>500fs</td>
</tr>
<tr>
<td>Ethanol</td>
<td>394.3</td>
<td>1849.0</td>
<td>6ps</td>
</tr>
<tr>
<td>Propanol</td>
<td>394.3</td>
<td>1849.0</td>
<td></td>
</tr>
<tr>
<td>Butanol</td>
<td>394.3</td>
<td>1849.0</td>
<td></td>
</tr>
<tr>
<td>Pentanol</td>
<td>394.3</td>
<td>1849.0</td>
<td></td>
</tr>
<tr>
<td>Hexanol</td>
<td>394.3</td>
<td>1849.0</td>
<td></td>
</tr>
<tr>
<td>3-Octanol</td>
<td>394.3</td>
<td>1849.0</td>
<td></td>
</tr>
<tr>
<td>Dodecane</td>
<td>394.3</td>
<td>1849.0</td>
<td></td>
</tr>
<tr>
<td>tert-Butyl</td>
<td>394.3</td>
<td>1849.0</td>
<td></td>
</tr>
<tr>
<td>tert-Propyl</td>
<td>394.3</td>
<td>1849.0</td>
<td></td>
</tr>
</tbody>
</table>


Lessing et al. it would necessitate the existence of a (CO)₄ intermediate which would be too high in energy to be created. Nevertheless addition of EtOH at various Fe(CO)₃(PPh₃)₄ concentration is followed by a secondary substitution which yields the final Fe(CO)₄(PPh₃)₂ product, Fe(CO)₄(PPh₃)₂(PEt₃)₂ intermediate then reacts with another PEt₃ to form the final product, Fe(CO)₅(PEt₃)₃

Figure 3. 2D spectra of Two solvents at 0.5 ps and 6ps. Cross-peak locations are emphasized with dotted boxes.

Figure 3.5: FTIR of Fe(CO)₅ in alcohols. It is apparent that the chemical dynamics immediately after UV photoexcitation has a significant impact on the products of IPC.

Figure 3.6: 2D spectra of Two solvents at 0.5 ps and 6ps. Cross-peak locations are emphasized with dotted boxes.

Table 1: Measured Integrated Absorption Coefficient in the Spectral Range around 2000 cm⁻¹

<table>
<thead>
<tr>
<th>Solvent</th>
<th>ν₁ absorption (cm⁻¹)</th>
<th>ν₅ absorption (cm⁻¹)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td>394.3</td>
<td>1849.0</td>
<td>500fs</td>
</tr>
<tr>
<td>Ethanol</td>
<td>394.3</td>
<td>1849.0</td>
<td>6ps</td>
</tr>
<tr>
<td>Propanol</td>
<td>394.3</td>
<td>1849.0</td>
<td></td>
</tr>
<tr>
<td>Butanol</td>
<td>394.3</td>
<td>1849.0</td>
<td></td>
</tr>
<tr>
<td>Pentanol</td>
<td>394.3</td>
<td>1849.0</td>
<td></td>
</tr>
<tr>
<td>Hexanol</td>
<td>394.3</td>
<td>1849.0</td>
<td></td>
</tr>
<tr>
<td>3-Octanol</td>
<td>394.3</td>
<td>1849.0</td>
<td></td>
</tr>
<tr>
<td>Dodecane</td>
<td>394.3</td>
<td>1849.0</td>
<td></td>
</tr>
<tr>
<td>tert-Butyl</td>
<td>394.3</td>
<td>1849.0</td>
<td></td>
</tr>
<tr>
<td>tert-Propyl</td>
<td>394.3</td>
<td>1849.0</td>
<td></td>
</tr>
</tbody>
</table>
Figure 3.7: Fe(CO)$_5$ cross-peak rise-time in viscous non-polar solvents. Lower (red) points and fit are in hexane and upper (blue) points and fit are in squalene.

### 3.3.1 Fluxtionality Rates, Non-polar Solvents

Figure 3.7 is a comparison between hexane (red) with low viscosity (0.3 cP), and squalene (blue, 12 cP). These traces represent the integrated volume of absolute value rephasing spectra for the low to high frequency cross peak. This turns out to be the least noisy of the two cross-peaks to measure. We see a factor of two change in the growth rate; for hexane, we get $3.9 \pm 0.9$ ps, whereas the more viscous squalene gives $8.2 \pm 2$ ps. The slow vibrational decay is basically unchanged between the two solvents. Note that the lower line is offset intentionally to make the traces easier to compare. The details of the fit will be discussed in a later section.

### 3.3.2 Fluxtionality Rates, Alcohols

In figure 3.8, we see two cross peak growth traces for iron pentacarbonyl in ethanol and propanol. Propanol is about twice the viscosity of ethanol and should slow the functionality. It slows by about a factor of three, more than we might expect from the viscosity data earlier. Despite having higher OH density, which could stabilize a geometric configuration, ethanol allows for faster growth than the hexane by a factor of two. Based on the FTIR, ethanol broadens the iron pentacarbonyl spectrum. It's
possible increased IVR may occur due to the increased spectral overlap and reduced symmetry of the system, with this effect dominating any viscosity effects.

3.3.3 Data Analysis

Fitting of non-rephasing peak volume is chosen as fitting rephasing peak volume would be more complicated because the rephasing cross peaks contain oscillations due to coherence transfer.\textsuperscript{122,123}

\begin{equation}
    g(t) = e^{-t/n} \cdot \left(1 - ae^{-t/m}\right) + b,
\end{equation}

where \(t\) is the time in picoseconds, \(a\) is a relative magnitude, \(b\) is an offset and \(m\) and \(n\) are time constants for rise and decay respectively.

3.4 Conclusion

In conclusion, we are able to use ultrafast chemical exchange spectroscopy, a specific application of the multidimensional spectroscopy ultrafast optics has enabled,
to monitor fluxionality. In this case, chemical exchange reports on solvent effects in low barrier reactions. We see effects of viscosity slowing rates and possibly more complicated dynamics in interacting solvents.
CHAPTER IV

Nonequilibrium dynamics within a *de novo* Metallopeptide

Many enzymes contain metal sites that are critical to their catalytic function. Better understanding of these metal sites, such as the metal’s role, the nearby structural dynamics\textsuperscript{124}, and the electrostatic environment\textsuperscript{125–127}, is of significant interest in current protein research. Moreover, work is in progress to synthesize model metal sites based on natural protein metal sites with the intention of better understanding biological mechanisms and also taking the protein’s functionality and making it available to chemists in a synthetically produced, and easily modified system\textsuperscript{128–133}. This could even allow for improvements to maximize the utility of catalytic systems inspired by enzymatic activity. From a physical chemistry perspective, these systems offer a unique opportunity to decouple and assess the relative contributions of dynamics and energetics to overall chemical activity.

Yet another application of site-specific measurements of short-times spectroscopic measurements at an active site is to inform the discussion of dynamics and electrostatics in protein function. There is an active scientific debate on the relative importance of dynamics and fluctuations\textsuperscript{124;134;135} vs. potential energy\textsuperscript{136;137} in protein activity.
4.1 Synthetic Metallopeptides

The Pecoraro group is interested in the production of small, \( \approx 29 \) amino acid \( \alpha \)-helical peptides that trimerize, forming a stable structure upon which functional amino acids can be added creating model motifs from natural proteins, such as those represented in figure 4.1.\textsuperscript{129,138} These peptides are based on repetitions of the 4 amino acid sequence leucine, glutamic acid, glutamic acid, lysine (LEEK in the common amino acid alphabet.) In this sequence, leucine is a neutral and hydrophobic amino acid whereas leucine, glutamic acid and lysine are charged and hydrophilic amino acids. Since a typical \( \alpha \)-helix is 3.6 amino acids per turn, the LEEK-based peptide has most sides hydrophilic and one stripe hydrophobic along the length of the \( \alpha \)-helix. The N-termini of the peptides are acetylated, and the C-terminal amide upon cleavage with trifluoroacetic acid results in a terminal NH\(_2\) group.\textsuperscript{138} In aqueous solution the hydrophobic strips come together while the larger hydrophilic regions remain solvated. This is what allows them to form a stable trimer of parallel helices, which is not often present in natural systems which often have anti-parallel \( \alpha \)-helices. Anti-parallel \( \alpha \)-helices are particularly common in trans-membrane proteins, such as G protein coupled receptors.

4.1.1 Mutants

As these peptide chains are synthesized in the lab, it is simple to alter the peptide sequence. One particular series of peptide trimers, which contains a histidine substitution at the 23rd site of a 29 amino acid chain are the system for this study. Due to the trimerization, these histidines result in a 3-nitrogen binding site for copper-I, zinc-II, and other metals. For this paper the abbreviation \( TRI \) will represent the amino acid chain

\[
\text{Ac} - \text{G} - \text{WKALEEK LKALEEK LKALEEK LKALEEK} - \text{NH2}
\]
Figure 4.1: Geometry of a typical metalopeptide trimer. In this case, the two metal site \([\text{Hg(II)}]_2 [\text{Zn(II)(H}_2\text{O/OH}^-)]_N (\text{CSL9PenL23H})_{3+}^n\), left, based on x-ray diffraction measurements (not studied spectroscopically), and a cartoon view of the model TRIL23H active site with Cu, C, and O added by hand, right.
which is the basis of one monomer of the peptide trimer and will be mutated with several substitutions. Most notably the 23rd site, the leucine underlined above, will be substituted with a histidine to create the metal binding site for all of our samples. A short description of the synthesis of these systems will be covered in section 4.1.2

A Cu(I) atom is ligated to the nitrogens on each of the histidines in the trimer and to a single carbonyl. The vibration of this carbonyl is the primary spectroscopic label of this work. Vibrational spectroscopy of the metal carbonyl vibration has the advantage of utilizing a relatively strong oscillator strength in an uncluttered spectral region. Moreover, in systems such as this, there is only one carbonyl ligated to a metal, so any solvation environment or dynamic information derived from spectroscopic measurements is site-specific. In contrast, vibrational spectroscopy of backbone carbonyls in peptides and proteins requires expensive isotope substitution to be site specific.\textsuperscript{24,139}

The copper binding site of this peptide was modeled after the common motif of a metal binding site of three histidines, such as that of the Carbonic Anhydrase (CA) enzymes. Understanding the dynamics near the metal-ion containing reaction center not only aids in the understanding of this biologically important mechanism, but may improve understanding of general metal binding sites. CAs are also thought to play a significant role in a number of diseases and the study of CA inhibitors is an active area of research.\textsuperscript{140} The active site of CA enzymes is a triple histidine site coordinating a Zn(II) ion and a water molecule. Figure 4.2 overlays the crystal structure of human CAII (hCAII) and one of the Pecoraro groups’ metaloenzymes. While there is no site for water to hydrogen bond as in hCAII, the metal binding site is comparable. In our metalloprotein Zn(II) can be coordinated to the histidines, but for our spectroscopic studies a Cu(I) ion is more convenient.

The triple histidine site with copper-I is most similar to an active site in the cytochrome C oxidase proteins. These proteins are responsible for pumping protons
Figure 4.2: Comparison of a de novo metalloprotein with human CAII. Human CAII is shown in tan, where as [Hg(II)]₅[Zn(II)(H₂O/OH⁻)]₅(CSL9PenL23H)$_{3}^{n+}$ is shown in cyan. From Zastrow et. al$^{129}$

across mitochondrial membranes while reducing oxygen to form water and are essential to aerobic respiration. While this protein has been extensively studied, the details of active site dynamics and energetics are not fully understood. Electron transfer paths within the protein are well established, but the mechanism of proton transfer is not fully understood.$^{141}$ Ligand exchange between sites within cytochrome c oxidase has been measured previously with pump-probe mid-infrared,$^{142}$ and a goal of ongoing work in the Kubarych group is to use multidimensional methods to look at both vibrational modes in this protein. However, the focus of this work is better understanding of the simpler model active site in the synthetic TRI peptide trimers.

In this study we look at four different peptide sequences listed in table 4.1. The sequences vary both the side-chains adjacent to the internal hydrophobic reaction cavity and the external hydrophilic side-chain groups near the binding site. This allows us to probe both for steric and electrostatic effects near the active site.
<table>
<thead>
<tr>
<th>Abreviation</th>
<th>Amino Acid Sequence</th>
<th>CO bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRIL23H</td>
<td>Ac−G−WKALEEKG LKAEEK LKALEEK H&lt;sub&gt;3&lt;/sub&gt;KALEE−NH&lt;sub&gt;2&lt;/sub&gt;</td>
<td>Yes</td>
</tr>
<tr>
<td>TRIL19AL23H</td>
<td>Ac−G−WKALEEKG LKAEEK LKAEEK&lt;sub&gt;H&lt;/sub&gt;KALEE−NH&lt;sub&gt;2&lt;/sub&gt;</td>
<td>Yes</td>
</tr>
<tr>
<td>TRIK22QL23H</td>
<td>Ac−G−WKALEEKG LKAEEK LKAEEK&lt;sub&gt;H&lt;/sub&gt;KALEE−NH&lt;sub&gt;2&lt;/sub&gt;</td>
<td>Yes</td>
</tr>
<tr>
<td>TRIL91L23H</td>
<td>Ac−G−WKALEEKG LKAEEK LKAEEK&lt;sub&gt;H&lt;/sub&gt;KALEE−NH&lt;sub&gt;2&lt;/sub&gt;</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 4.1: TRI-based peptides studied. Along with the sequence, we note if CO was found to bind Cu(I) in the given mutant. All mutants with a bond CO were studied by 2DIR.

While this work only looks at trimers made of identical peptide sequences, heterogeneous trimers are also possible, as well as many more potential substitutions within the peptide sequence. These and other modifications will be the topic of future work in the Kubarych group.

4.1.2 Sample Preparation

Sample preparation was preformed by the Pecoraro group and involved peptide synthesis, followed by isolation, and finally dilution in a D<sub>2</sub>O based 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid buffer (also known as HEPES) at pH 7.5. Concentrations are kept high enough to get maximal 2DIR signal without the peptides forming larger aggregations, typically about 3.3 mM of peptide trimers. A Tetrakis(acetonitrile)copper(I) tetrafluoroborate salt was then added to provide Cu<sup>+</sup> ions which would then bind with the histidine trimers in the peptides. Finally CO was bubbled through the samples to form the Cu-CO spectroscopic labels within the peptides.

Air sensitivity limited useful sample life to 4-8 hours. Such a short sample lifetime, would be potentially limiting to many 2DIR groups, but allowed for ample time for our data collection due to the speed advantages of continuous motor scanning and chirped pulse upconversion methods used in our lab.
4.2 2DIR

A typical 2DIR spectrum of the base TRIL23H system is shown in figure 4.3. The 2D plot correlates absorption frequency (horizontal) with emission frequency (vertical) of the system at a given waiting time between absorption and emission. The sample 2D spectrum is at .25 ps waiting time delay, but the typical range in our experiments is up to 200 ps of delay. In the 2D spectra of figure 4.3, we are looking at the vibration of the carbon-oxygen bond of the CO coordinated to a copper(I) ion at the histidine binding site of our model peptide trimer. As there is a single carbonyl that has vibrations in the 1900 - 2100 cm\(^{-1}\) region, we are only sensitive to the carbonyl near the active site. This CO absorbs at a frequency of 2063 cm\(^{-1}\), which causes a Ground State Bleach (GSB) peak at (2063 cm\(^{-1}\), 2063 cm\(^{-1}\)) in the 2D plot. This corresponds to optical labeling of the first vibrational transition and then detecting the first vibrational transition again at a later time.

The elongation along the diagonal is due to vibrational oscillators in slightly varied environments absorbing and emitting at slightly different frequencies, the inhomogeneous broadening. Inhomogenous broadening, a portion of which is static on the timescale of these experiments, is common in proteins and represents a measure of the number of different microstates the protein can exist in. Because proteins typically require a relatively long time to interconvert between structures, the time scale for complete spectral diffusion is often longer than can easily be probed by our system.

The peak at (2063 cm\(^{-1}\), 2038 cm\(^{-1}\)) represents an Excited State Absorption (ESA) with a 25 cm\(^{-1}\) anharmonicity in the CO oscillator potential. This system demonstrates a large anharmonicity compared to many vibrational states, but in-line with previous measurements of single metal carbonyls in proteins, such as the 21 cm\(^{-1}\) anharmonicity reported for iron carbonyl on the heme of myoglobin and hemoglobin.\(^{70,143}\)

2D spectra are often taken at many waiting times to provide additional time-
Figure 4.3: A typical 2DIR spectrum of the peptide - Cu - CO complex. In this case, TRIL23H taken at $t_2 = 0.25$ ps.
Figure 4.4: Feynman diagrams for the TRI-peptide 2DIR. The state where the system spends the $t_2$ waiting time is indicated with the green oval. (a) and (b) are contributions to the ground state bleach peak and (c) contributes to the excited state absorption.

dependent information that helps to track the dynamical evolution of the system within its surroundings. Figure 4.5 shows 2DIR spectra after waiting times varying from 0.25 ps to 1.75 ps. The intensity of these peaks represents the decay due to vibrational relaxation during these 2.25 ps of system evolution. The peak shape relates to spectral diffusion of the vibrational mode. Note that the anti-diagonal lines apparent in the 1.25 ps and 1.75 ps spectra is due to interference of scattered beams in the signal direction and is a systematic noise.

4.2.1 Vibrational Population Decay

The vibrational decay of TRIL23H in D$_2$O is shown in figure 4.6. We observe a biexponential vibrational decay with a time constants of $2.3 \pm 1$ ps and $24 \pm 2$ ps. The observed vibrational decays are comparable to previously reported decays in heme proteins.$^{143,144}$ A relatively long vibrational lifetime is consistent with the relatively sparse bath modes available to absorb energy from the vibration as it decays. Moreover, there are no other internal modes for Intramolecular Vibrational Redistribution (IVR).
Figure 4.5: 2DIR of TRIL23H at several $t_2$ waiting times. Times are (a) 0.25ps, (b) 0.75ps (c) 1.25 ps (d) 1.75 ps. Note that the anti-diagonal lines showing up in the 1.25 ps and 1.75 ps spectra is due to scattering, a systematic source of noise.
Figure 4.6: Typical vibrational population decay of the carbonyl vibration in a trimeric peptide - Cu - CO complex. In this case the TRIL23H peptide. All axes have units of cm$^{-1}$.

### 4.2.2 Spectral Diffusion

The line shape in multidimensional spectra are essential for isolating homogenous and inhomogeneous broadening contributions to the overall spectral band. For details on this measurement see section 1.3.3. The shape changes of the ESA peak are cleaner in this data due to lower anti-diagonal scattering interference. The section on spectral diffusion shows data that is analyzed using a quantitative measure of shape effects, the inhomogeneous index.$^{36,64}$ For this work the inhomogeneous index will be used for determining the FFCF.$^{61,63,65}$

In figures 4.3 and 4.5a to 4.5c, we see an anharmonic peak elongated parallel to the diagonal. This is reasonable due to the same argument for the main peak portion of the system that is in the $\nu_{CO} = 1$ excited state during the waiting time is anharmonically shifted may not able to sample all possible system microstates before being detected.
4.2.3 Anharmonicity

2DIR readily reports the anharmonic shifts in vibrational excitations. Even when shifts are too small to be easily resolved in a pump-probe spectrum, the extra spectral separation of 2D helps to resolve anharmonically shifted peaks. This is because the short-waiting time 2D peaks are narrowed along the anti-diagonal at, or near, the homogenous line width. In pump-probe an anharmonic peak still has the full in homogenous line width, which may impede observation of a small anharmonicity. As discussed above, figure 4.3 shows a typical 2D spectrum of the carbonyl vibration in our TRIL23H Cu-CO system. While this spectrum does not have the maximum spectral resolution possible in our experimental setup as it is the absolute value of a rephasing spectrum, the separation of the anharmonicly shifted ESA peak is clearly visible below the GSB peak.
The typical anharmonicity, after the observed relaxation, is in the range of 19 cm\(^{-1}\) to 22 cm\(^{-1}\) for these peptide mutants. This value is comparable for anharmonicities reported previously for CO ligated to a heme iron in myoglobin\(^{143}\). However, we find, unexpectedly, this anharmonicity is \textit{time dependent}. Figure 4.8 shows a typical time dependence of the anharmonicity in the L23H mutant. We observe a relaxation timescale of 2.0\(\pm\)2 ps. We attribute this to a shift in the geometry of the ground electronic state due to vibrational excitation, to be discussed in a moment.

In order to extract anharmonicities systematically, a two-gaussian model

\[
g(\omega) = a e^{-\frac{(\omega-\omega_0)^2}{\sigma_0^2}} + b e^{-\frac{(\omega-\omega_{an})^2}{\sigma_{an}^2}}
\]

was fit to \(\omega_1 = \text{const.}\) slices from the 2DIR data. \(\omega_0, \omega_{an}, \sigma_0, \sigma_{an}, a,\) and \(b\) are all left as parameters for the nonlinear search to fit. A sample set of slices and the resulting fits is shown in figure 4.7. These fits are used with the model in equation (4.1) with parameters determined by the nonlinear fit function in Matlab. When this procedure is repeated for many slices and waiting times, we are able to obtain statistics and time dependence of the carbonyl stretch anharmonicity. This is shown in figure 4.8 for TRIL23H. This trace shows the anharmonicity shifting from near 25 cm\(^{-1}\) down to 21 cm\(^{-1}\) over the course of about 4 ps. A fit of this decay to an exponential gives a time constant of about 2 ps for the decay, depending on mutant. For most mutants we see very little change in the timescale for this shift in anharmonicity or spectral diffusion. Notably, the TRIK22QL23HK24Q mutant, did not show any appreciable difference in spectral diffusion, lifetime, anharmonicity, or excitation frequency. This is all despite a change of six charged residues to neutral residues. CO is well known to shift vibrational frequencies in an electric field, so any change should have been detected.\(^{145}\) This would suggest that any electrostatic change is either shielded by counter-ions and polarization of the nearby peptide backbone and solvent.
Figure 4.8: Time-dependent anharmonicity shift of the CO vibration in a trimeric peptide - Cu - CO complex. Plotted here is data for the TRIL23H version of the peptide and an exponential fit to the data. The dashed lines represent a standard deviation of uncertainty in the fit.
The TRIL19IL23H mutant changed the leucine at the 19 site, just above the Cu-CO binding site to an isoleucine. This change resulted in a mutant which did not bind CO. As such we were not able to study this mutant with the carbonyl vibration. However, it is useful to know this relatively minor modification was sufficient to exclude the CO, thus giving us some information on the active site cavity.

4.3 Excited State Vibrational Shifts

A previously reported property of carbonyl groups serves as an impetus to investigate electronic structure effects dependent on vibrational state in carbonyl.\textsuperscript{146,147} The carbonyl average nuclear separation, determined by the vibrational state, is found to have a large effect on the geometry of the metal carbon bond. That is, the electronic structure and bonding of the system is dependent on the vibrational state. The short bond length of the CO triple bond in the vibrational ground state reverses the simple expectation for the CO dipole. A simple prediction based on electronegativity would predict the oxygen to have a partial negative charge whereas the Carbon atom has the partial negative charge in the vibrational ground state of the real molecule. Once excited to a higher vibrational state, the electronic distribution returns to the elementary physical chemistry prediction of a partial negative charge on the oxygen. Figure 4.9 gives the expected dipole for a lone CO at various bond lengths. Note the excited states are both the opposite sign and larger in magnitude than the ground state dipole.

An additional consideration may be the electrostatic environment of the CO dipole in the peptide trimer. In these \( \alpha \)-helical bundles, there is a significant permanent dipole which is oriented with respect to the peptide and thus the carbonyl site. The aligned peptide bonds of the \( \alpha \)-helix backbone add to produce an \( \approx 300 \) Debye dipole for the trimer. Symmetry arguments imply the dipole field is oriented parallel to the central axis of the trimer resulting in an electric field that remains in the same direc-
Figure 4.9: Dipole vs carbon-oxygen separation. The relatively large anharmonicity of this system results in an approximate 10% lengthening of the CO bond due to vibrational excitation. This lengthening changes the sign and amplitude of the dipole as shown here.
tion after the CO dipole flips due to the bond elongation associated with vibrational excitation. It remains to be calculated how much of an electric field would be present at the CO binding site and if this electric field, combined with the CO dipole could further influence the CO dynamics.

While it is not new to observe a time-dependent anharmonicity in vibrational modes as a molecule and nearby solvent molecules rearrange as the result of an electronic excitation, this observation is novel in that all the observed dynamics are on the electronic ground state with a timescale an order of magnitude faster than the decay of the excited state. It should be noted that previous studies of similar shifts in vibrational states have typically involved electrostatic redistribution due to an excited electronic state, whereas our system stays in the electronic ground state throughout the measurement. Previous studies of vibrational Stark effects in water, while on the ground state, have been published, however, in these studies the shifts were on a timescale comparable to the vibrational relaxation or were not due to an actual shift of the dipole but rather evolution on the same potential energy surface.

4.3.0.1 Spectral Diffusion

Spectral diffusion is one of the measurements unique to multidimensional spectroscopy. Recall that by comparing the elliptically of a peak in the 2D spectra or equivalently relative intensities of rephasing and non-rephasing spectra, we can measure the rates at which any given oscillator samples accessible microstates of the system. For details on this measurements, see section 1.3.3. For the peptide, this should report on the timescales for dynamics within the active site as well as timescales for rearrangement of the side chains and protein backbone near the active site.

Figure 4.10 shows a decay of the frequency-frequency correlation function as measured in our time-stepped 2D spectra. In this case, a biexponential fit shows decays
of 1.18 ± 0.5 ps and 37.8 ± 1.4 ps. The fast decay likely represents redistribution of vibrational energy due to the motion of the atoms and side-chains nearest the CO oscillator. The slow decay is a timescale that could be side-chain motions in the peptide, but comparison to simulation must be done to make definitive conclusions.

In the case of TRIL23H, we see the decay most of the way back to zero, indicating that there is little spectral diffusion on longer timescales. This can be interpreted as the oscillator sampling most available microstates during the time scale of the measurement with few remaining conformations. If there was reorganization of the tertiary structure, spectral diffusion would include a longer timescale contribution as this motion would not occur on the timescale available to our measurements. Thus this measurement also supports the idea that there are relatively few deep local minima in the global potential energy space of the peptide. If multiple deep minima did occur, the systems would not have time to interconvert between them during our measurement and we would see a static offset representing frequency correlation due to dynamics restricted to any given local potential well. Stated another way, we would expect the spectral diffusion to not fully decay as carbonyls limited to sampling microstates near one deep local minimal would not be able to sample microstates near a different deep minima as was discussed in section 1.3.3 and shown in figure 1.9.

Spectral diffusion on the GSB and the ESA are not the same. Figure 4.4 showed the three pathways for this measurement. Figures 4.4a and 4.4b contribute to the GSB but only 4.4c contributes to the ESA. Equations (4.2) to (4.4) show the frequency frequency correlation functions for these paths.

\[
C_{00}(\tau) = \langle \delta\omega_{01}(0)\delta\omega_{01}(\tau) \rangle \tag{4.2}
\]

\[
C_{00'}(\tau) = \langle \delta\omega_{01}(0)\delta\omega'_{10}(\tau) \rangle \tag{4.3}
\]

\[
C_{01'}(\tau) = \langle \delta\omega_{01}(0)\delta\omega'_{12}(\tau) \rangle \tag{4.4}
\]
Figure 4.10: Spectral diffusion of the CO vibration in several trimeric peptide - Cu - CO complexes. Note the ESA spectral diffusions (a) shows both a fast and slow component whereas the GSB spectral diffusion (b) shows only a single slow component.

$\delta \omega_{ab}$ represents the fluctuation in the frequency of the transition from $a$ to $b$. Primed frequencies are taken to be from the first excited state. Equation (4.2) represents the frequency frequency correlation function connecting ground state frequencies at the initial time with later times. This correlation function should provide relatively long timescale spectral diffusion typical of a protein environment. Equation (4.3) represents the FFCF connecting ground state frequencies at the initial time with later frequencies from the initial state back down to the ground state. As we expect geometric reorganization in the excited vibrational state, spectral diffusion could be much faster. Moreover, calculations to be discussed later indicate a significant shift in the frequencies of oscillation after such a geometrical reorganization has occurred. Equation (4.4) represents the cross correlation function of the frequency at the initial time and then the anharmonically shifted frequency from the first to second excited state at a later time.

Figure 4.10 shows the spectral diffusion for the carbonyl vibration in the TRIL23H
mutant. Note that the GSB trace shows only one long timescale decay. This is likely peptide fluctuations around carbonyl. Equation (4.3) indicates that there should be a biexponential decay of the GSB trace. It is our belief that the component related to equation (4.3) is too fast to observe on account of the geometrical rearrangement and related spectral changes as predicted by the Gaussian calculations. The biexponential distribution of the ESA spectral diffusion, related to equations (4.4), could represent both the geometrical redistribution and protein fluctuations.

4.4 Temperature Dependent FTIR

As an initial survey of temperature dependent dynamics, FTIR spectra of the TRIL23H mutant were taken over the range of -2°C to 78°C, see figure 4.11. While there are spectral changes, there is little evidence of the peptide losing its structure, based on the amide bands. The Cu-CO mode at 2063 cm$^{-1}$ shows no major shift, so it was decided that temperature dependent 2D was unlikely to show significant changes in the time available for measurements before the sample degrades. the very broad background from 1800 cm$^{-1}$ to 2100 cm$^{-1}$ is a water combination band which increases in intensity at higher temperatures.

4.5 Simulations

Previously papers have reported on the expected dipole moment of CO in protein environments.\textsuperscript{147} In order to understand the anharmonicity relaxation electronic structure calculations of CO on a Cu(I) - imidizole electronic structure was studied using Gaussian\textsuperscript{152} and the resulting potential surfaces were used to help understand excited vibrational state dynamics.
Figure 4.11: Temperature-dependent FTIR spectra of TRIL23H. Considering the large range of -2°C to 78°C, the peptide shows only minor changes in the spectra.
4.6 Experiments for Comparison

In order to better understand the behavior of single metal carbonyls, we considered a control experiment using a new iron carbonyl compound in D$_2$O produced by the Kodanko group at Wayne State University. This compound is [Fe($^{II}$)(CO)(N4Py)]-(ClO$_4$)$_2$ which we have been abbreviating CORM-4 internally. While it would be preferred to study a copper-I compound with similar bonding geometries, there are relatively few metal carbonyls that are water soluble.

Figure 4.12 shows a comparison of the 2D spectrum and anharmonic time dependence for TRIL23H (4.12a-c) and then CORM-4 small molecule (4.12d-f) Figure 4.12a is the structure of the TRIL23H peptide and figure 4.12b is the 2D spectra previously shown. Figure 4.12c is the decay of the anharmonicity previously shown. Figures 4.12d - 4.12f are the same for the CORM-4 molecule. CORM-4 has more inhomogenous broadening in water than CuCO in TRI, so the spectra are very different at $t_0$. One should expect that there is little space for the carbonyl to reorient in this system as the other organic ligands crowd the iron site. That could limit inhomogenous broadening, but the exposure to the solvent is a much larger effect. Figure 4.12f is the same double gaussian fit applied to get the anharmonicity of the TRI systems, but here the trend shows no significant time-dependance. This could mean that the time-dependance is a function of the peptide around the Cu-CO or unique to the Cu-CO system. This warrants further investigation.

4.6.1 Electronic Structure

Figure 4.13 shows the optimized system that was used in the Gaussian 09 simulations. These simulations were run with B3LYP level of theory and LANL2DZ basis set for copper. Other atoms had the 6-31+G(d) basis set. We found that, even without an external field, the CO was likely to change geometry upon lengthening of the CO bond by the amount expected to correspond to the first vibrational excited state.
Figure 4.12: Comparison between TRIL23H and CORM-4.
Figure 4.13: Calculated geometries of Cu-Co on three imidizoles. Blue carbon atoms represent the optimized geometry for the CO bond length of the ground vibrational state. Yellow carbon atoms represent the optimized geometry for the CO with a bond distance of the first excited vibrational state. Note the 17° shift in the CO bond angle.
Calculations suggest that the carbonyl its ground state aligns approximately parallel to the TRI peptide axis. However, in the $\nu = 1$ excited vibrational state the carbonyl changes its orientation by approximately $15^\circ$ off of the central axis. Figure 4.14 shows a cartoon the this process of geometrical change upon vibrational excitation. Figure 4.14a shows the excitation from an equilibrium distribution of angles on the ground vibrational state to that same angular distribution on the excited vibrational state potential. Figure 4.14b indicates that, upon excitation to the excited state, the distribution of angles is no longer the expected equilibrium distribution. Taking simple classical mechanics Langevin equation approach, we can predict how the distribution of angles on this new potential will change as a function of time, and eventually reach the expected equilibrium state as shown in figure 4.14c.

Figure 4.15 shows the evolution of the angular probability distribution as calculated by numerical propagation of the Langevin differential equation in Matlab. This is equivalent to equation (3.2) generalized to spherical coordinates. The ground state equilibrium distribution, a Boltzmann distribution for 300K, is placed on the
excited state potential. The evolution of the distribution is calculated based on 2000 trajectories with random initial conditions from the ground state distribution. The potentials used in this simulation are from Gaussian calculations of the potential energy dependance as a function of polar angle $\theta$ and azimuthal angle $\phi$, shown in figure 4.16. Notably we see a fast highly damped evolution of the distribution from the ground state angular distribution to the excited state distribution. A Gaussian white noise random force was added as the random driving force, $R(t)$ in equation (3.2). It should be noted that these simulations use a friction model for $\eta$ based on a bulk friction and slip-stick conditions. These parameters were manually selected to give a decay comparable to that in figure 4.8. It is a short-term goal to run additional simulations to better understand this parameter and inform the selection of it. The possible like of a friction term, $\eta$, is not trivial, however. There is a community of researchers working to better understand “internal friction” in proteins.

4.7 Conclusions

By the use of two-dimensional spectroscopy of a single carbonyl bound to a copper at a model active metalloenzyme active site we have measured markedly different dynamics on ground and excited vibrational states. While theoretically, most systems should show some difference in ground and excited states, we find that this system has particularly distinct dynamics in ground and excites states for reasons that we are still working to understand. Previously reported time dependance of anharmonicity is most often due to solvation rearrangement after an electronic excitation whereas this system rearrangement is due to vibrational excitation. Of note, we also find a lack of dependance of nearby charges, suggesting the active site cavity is not strongly affected by electrostatics.
Figure 4.15: Angular probability distribution evolution on excited vibrational state.

Figure 4.16: Angular potential on vibrational ground and excited states.
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5.1 Acoustooptic Pulse Shaping in the Mid-Infrared

Chapter 2 discussed the building, testing, and initial 2DIR spectra obtained with a mid-infrared pulse shaping system based on an acoustooptic modulator capable of measuring 2DIR absorptive spectra of several metal carbonyls in various solvents. The flexibility of outputting a unique pulse shape for each laser shot at a 1-kHz repetition rate allows us to take full advantage of our laser repetition rate, reducing low-frequency drift, while enabling measurements of thousands of unique pump conditions in only seconds. This apparatus, though still clearly technically demanding to implement, provides a powerful tool for 2DIR, coherent control, or other experiments requiring many pump pulse configurations.

There are numerous potential uses for this system. First and foremost, the shaper system will be used for 2DIR spectroscopy where it offers several key advantages over the background-free approach, such as in the detection of absorptive 2DIR spectra or in dealing with samples with high levels of scattering. The phase matching of the pump-probe geometry naturally yields absorptive 2D spectra, which can be separated into rephasing and non-rephasing, if desired, using a phase cycling scheme originally developed in the visible. Absorptive spectra have the highest spectral resolution but their measurement requires additional phasing steps when implemented with
in the background-free geometry, including a pump-probe spectrum.\textsuperscript{29,30} The phase cycling used for transient absorption and background removal also removes the sample scattering that is a significant source of noise in 2D spectra of weak absorptions.

Because the shaper system relies on software to produce the pulse sequence or pulse properties in the pump beam, it is relatively easy to implement many forms of alternative pulse sequences programmatically. For example, quantum process tomography previously discussed in Chapter 1 has been implemented by modulating the pump amplitude as a function of frequency, preferentially exciting a particular mode followed by a broad-band probe of all other vibrational modes. The use of an active pulse shaping system for QPT measurements enables rapid and straightforward variation of the pump beam spectrum compared with a passive optical approach. Unfortunately, clean data has not yet been taken with the QPT sequence, but this should work be accomplished with some additional experimental effort.

An additional area in which pulse shaping has traditionally been used in ultrafast optics is coherent control, where a pump-probe experiment is done in with a pump shape that is varied so as to optimize some experimental outcome. It has long been a dream of optical physics to selectively break molecular bonds using laser light in order to prepare reacting species that are improbable under purely thermal conditions. Since IR spectroscopy is limited to making optical transitions from the ground state to excited system eigenstates, which often resemble the normal mode vibrations, it is rarely the case than IR excitation can selectively elongate a single chemical bond without also exciting other neighboring bonds. By exciting carefully prepared coherent superpositions of system eigenstates, for example by using a genetic algorithm, it should be possible to effectively transform, albeit transiently, the normal mode basis to the local mode basis and drive energy into a specific molecular bond. That is one may find a combination of frequencies and phases that excite modes adding to a specific local mode evolution. Coherent control can also be used to preferentially
select one of two products in a photo-triggered reaction. Naturally a pulse shaper is central to this type of experiment because the variety of pulse shapes that can be produced by exclusively passive pulse shaping methods is very limited and these experiments are most powerful when a great variety of pulse shapes are possible.

A potential new type of spectroscopy that could be attempted in the mid-infrared with this system is a semi-classical approximation to the newly developed quantum-optical spectroscopy. This form of spectroscopy includes consideration of the quantum nature of the light source. Unfortunately, very few optical sources are available that produce the squeezed and stretched quantum-optical states which are required for these measurements. The most recent implementation relies on a classical pump-probe experiment combined with theoretical modeling of the sample to provide the quantum-optical response. By making a measurement with a known fluctuation to the optical pump pulse, a semi-classical approximation to the stretched and/or squeezed optical state may be possible, which should, in principle, provide a better approximation to the quantum-optical response than a simple transform-limited pump pulse and thus require less modeling to retrieve the quantum-optical response. This is a new idea and I am not aware of any attempts to do this type of measurement with an actively modulated pump pulse.

5.2 Solvation of Iron Pentacarbonyl

Chapter 3 described studies of the iron pentacarbonyl fluxtionality by the Berry psuedorotaton mechanism in liquid solution. In particular, we found that high viscosity solvents slow the kinetics of fluxtionality, as one would expect based on Kramers Theory. The iron pentacarbonyl response to a series of alcohols is somewhat more complicated and may require additional molecular dynamics simulations to fully understand. Some cases of the iron pentacarbonyl system may have solvent structures that may cause deviations from the standard Kramers Theory response. Just as in the
work by Anna et. al., showed that cyclohexane can form a preferential solvent structure around dicobalt octacarbonyl, there may be a solvent cage changing the solvent solute interactions for iron pentacarbonyl in some cases. There is clear evidence from our own work on Mn$_2$(CO)$_{10}$ in the linear alcohol series that the solvents do not act like a continuum, causing marked variations in IVR dynamics that correlate with the average number of hydrogen bonds formed with the solvent. A similar effect is likely at play in the IPC reaction system, and future work to characterize solvation shell structure will help to elucidate the molecularity of the solvent. It is also known that polar solvents generally reduce the symmetry of small molecule complexes, which lends IR transition strength to otherwise exclusively Raman active transitions. Accompanying this lowering in symmetry should also be some degree of loosening of the rigid segregation of axial and equatorial modes, a key requirement for cross-peak growth to correspond directly to chemical exchange. Hence, it is likely that IVR will also contribute to the observed cross-peak evolution, a contribution that can be isolated using temperature dependent measurements. That is, the activated barrier crossing is dramatically more temperature sensitive than is IVR, a phenomenon that was leveraged in earlier work on Co$_2$(CO)$_8$ to assess the contribution of IVR to cross peak evolution. Chemical exchange offers a novel and powerful probe of ground electronic state chemical reactions, and this work is only the second study to explicitly examine the solvent dependence of activated barrier crossings, a topic that has long been fundamental to our understanding of condensed phase reaction dynamics.

5.3 Nonequilibrium dynamics within a de novo Metallopeptide

Chapter 4 discussed the dynamics of a model active site in a synthetic peptide. By measuring 2DIR spectroscopy of a carbonyl bound within this active site, we
were able to show that the anharmonicity is, unexpectedly, time-dependent. This observation could be compared to a dynamic Stark effect in experiments measuring vibrational changes on an excited electronic state. However, this has not been seen for a molecule on its electronic ground state when the vibrational lifetime is long compared to the timescale of this shift. We attribute this shift to a geometrical rearrangement which changes the energy levels of the carbonyl within the model active site. Or, expressed differently, the CO evolves on a multidimensional potential surface, where excitation of the CO stretch launches bending motion of the Cu-C-O bond angle. Hence, this system exhibits the vibrational analogue of impulsive vibrational motion induced by vertical electronic excitation of Franck-Condon active vibrations. A key difference is that in the present case due to the very low frequency of the bending mode ($<60\text{ cm}^{-1}$), and its overdamped relaxation due to the tightly pack protein interior, there are no observable coherent oscillations. Experiments were preformed on several mutants and, for those mutants that bind CO, no significant change was observed for the timescale of this anharmonicity shift. This observation suggests that the local bonding of the Cu site dominates the dynamics relative to non-bonding interactions with the internal side chains.

Because these peptide trimers are synthetic, it is very easy to change the amino acid sequence used, providing access to many different active site conditions. In this report, the only modifications studied were to the relative size and density of the active site via the packing of hydrophobic residues just above the active site, and electrostatic effects by modifying the charged, hydrophilic residues on the protein exterior. The relative insensitivity of the measured timescales to these changes may indicate that more significant changes may be needed in order to see an effect, or that the metal binding site is overwhelmingly responsible for the ligand dynamics. Future work on the system will include denaturation by changing pH and additional mutations such as changes to the electrostatics near the active site, moving the active
site to different locations within the peptide trimer, or using hetero-trimers where not all of the $\alpha$-helices are the same. Also, further numerical simulations are required to fully understand the active site dynamics with a vibrationally excited CO. Due to a low signal-to-noise ratio, the above experiments may also benefit from additional averaging of 2D spectra which has not been done.

Additional, more dramatic changes that can be made to the peptide system include the movement of the active site to the alternate end of the peptide where rather than being contained within a region closer to the central core of the peptide, the active site would actually be positioned in the more flexible terminal region. This could test for the degree to which the rigidity of the active site plays a role in the observed non-equilibrium dynamics by moving the active site closer to the end of the peptide where the local structure is presumably more flexible. More importantly, however, this modification would presumably be able to alter the accessibility of actual substrate molecules that are catalyzed by the de novo enzyme.

Moreover, an additional experiment which could help identify the geometrical rearrangement we expect is anisotropy measurements. These measurements would be able to show if there is in fact an angular change in the carbonyl orientation after excitation. Moreover, this measurement could be made more sensitive by aligning the large dipole moment of the peptide trimer along the laser polarization with an electric field, thus enhancing the sensitivity of an anisotropy experiment by increasing the effective absorption of the pump pulse and narrowing the initial angular distribution giving a cleaner signal. Ultimately we hope to be able to correlate the measured ultrafast dynamics with biochemical assays of the engineered enzymes catalytic activity, and to possibly assess the relative importance of static energetics and dynamical fluctuations in the function of the enzyme. The dynamics versus energetics debate is a long one in the biophysics and enzymology communities, and this work offers a new window that promises to combine dynamical experiments, atomistic simulations
and classical enzymology to address catalysis using a systematic, physical approach. Both systems studied and described in this dissertation are essentially used to address the same key challenge: How can we experimentally deduce the dynamical influence of a condensed phase environment on the fate of a chemical reaction? In both cases two-dimensional infrared spectroscopy is able to provide essential data, either through equilibrium chemical exchange or via nonequilibrium anharmonicity and inhomogeneity dynamics. These data alone represent a significant contribution to our appreciation for the subtle role played by the environment, and they will inspire further experimental, synthetic, and theoretical efforts to extract all of the dynamical secrets that, without 2DIR spectroscopy, are fundamentally hidden beneath the linear, 1D absorption spectrum.
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