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“The most astounding fact, is the knowledge that the atoms that comprise life on

Earth, the atoms that make up the human body, are traceable to the crucibles that

cooked light elements into heavy elements in their core under extreme temperatures

and pressures. These stars, the high mass ones among them, went unstable in their

later years, they collapsed and then exploded, scattering their enriched guts across the

galaxy. Guts made of carbon, nitrogen, oxygen, and all the fundamental ingredients of

life itself. These ingredients became part of gas clouds that condense, collapse, form

the next generation of solar systems, stars with orbiting planets, and these planets

now have the ingredients for life itself. So that when I look up at the night sky, and

I know that yes, we are part of this universe, we are in this universe, but perhaps

more important that both of those facts, is that the universe is in us. When I reflect

on that fact, I look up - many people feel small because the universe is big, but I feel

big, because my atoms came from those stars. There’s a level of connectivity. That’s

really what you want in life, you want to feel connected, you want to feel relevant.

You want to feel like you’re a participant in the goings on of activities and events

around you. That’s precisely what we are, just by being alive.”

Neil deGrasse Tyson
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CHAPTER I

Introduction

1.1 Motivation

Understanding shockwaves is critical to the prediction and study of many phe-

nomena, where abrupt changes in material properties due to shockwaves can greatly

affect regions of interest and activate physical mechanisms, including combustion or

ionization [103]. With the increased focus on proper utilization of computational re-

sources for problems with complex physics and fine-scale features, it is important to

develop numerical methods that perform reliably and accurately and can be trusted

with problems where little or no experimental data exists.

For flows governed by continuum mechanics, such as those modeled by the Euler

equations, the majority of numerical methods have been developed off of the simple

linear advection equation where it is possible to prove various mathematical properties

such as stability and accuracy [76]. It is impressive that the methods developed from

this scalar linear equation extend so well to nonlinear systems of equations, since the

analysis of numerical schemes is difficult. This is especially true when shockwaves or

other discontinuities are present. The nonlinear effects of the discontinuity are hard

to predict and thus solution quality is far from guaranteed.

Although generally modeled as discontinuities, true shockwaves have finite width

over which the energy is transformed from kinetic energy into heat, a process described
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by viscous dissipation. However, for numerical shockwaves there is a numerical width,

often much greater than the physical width. While the numerical width could be re-

duced to the order of the physical width, in practice this is much too computationally

expensive and the governing equations do not apply at those small scales. Methods

do exist that resolve the physical width of the shockwave by modeling particles colli-

sions, as in gas kinetic schemes [100]. In practice, these methods are not as efficient

and can be impractical for problems where the flow is of a mostly continuous nature.

While many schemes exist for these flows, this thesis focuses on a particular class

of schemes for resolving shockwaves — Godunov-type shock capturing schemes [23]

— due to their predominance in many commercial and research codes. Despite their

common usage and generally good performance, there are still pervasive errors that

can occur that do not disappear with common techniques such as increased grid

resolution or accuracy. Previous work has classified some of these errors as errors

in shock position, spurious waves, or unstable shock behavior [102]. These will be

referred to as Numerical Shockwave Anomalies.

Godunov-type schemes, in their simplest form, consist of several steps. First, the

domain is divided into a series of ‘control volumes’, or cells, separated by edges and

the data is integrated and averaged to obtain a ‘cell-average’ in each cell. The cell-

averages in neighboring control volumes are then used to determine how much of each

quantity has moved between cells using a flux function and a flux at each cell edge

is calculated. Finally, the data is updated using the difference in edge fluxes for each

cell, determining how much of each quantity has moved in and out of a cell through

its edges in a given time. Conservation is maintained since data is only changed

through fluxes. Along with cell-averages, this is the heart of shock-capturing. By

not dealing with derivatives and ensuring total quantities are conserved, the correct

discontinuities are captured.

The first successful shock capturing solutions occurred in Los Alamos as part of
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rubble mortar rubble 

A wall built of natural stone.          A captured shockwave. 

Figure 1.1: Comparison between a stone wall and a captured shockwave.

the Manhattan Project were conducted by Von Neumann and Richtmyer [95]. These

were done in the moving frame, adding an artificial viscosity to spread the shock

over multiple cells and to mimic the physical viscosity not present in the governing

equations. This leads to the formation of intermediate states having no direct physical

interpretation. These ‘filler’ states serve the same purpose as the filler within a rough

stone wall - only how it looks from either side is of interest, and anything can be put

within it, as long as the final product is acceptable (Figure 1.1). Of course, as the

mesh is refined, these intermediate states do not go away; they simply occupy less

space. The existence of intermediate states does raise some doubt, however, as to

how closely a captured shockwave may emulate an ideal discontinuous shockwave, or

a real physical one.

With the potential issues arising from these intermediate states, some people

would not ask how shocks should be captured but whether they should be captured

at all [61, 82, 83]. This led to the development of shock fitting schemes, treating

a shock as an explicit discontinuity satisfying internal boundary conditions where it

can be represented with zero width. This works well when it is possible to determine

the exact location of a shock, but is much more challenging when shocks interact

and there is a complex shock structure. Hybrid approaches have been tried, using

a shock-capturing method but aligning the grid with the shock [93] to avoid having

any intermediate shock states, but this too is only effective for simple shocks. More

recent work [66, 67] has combined shock fitting with shock capturing, only fitting the
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dominant shockwaves.

1.2 Numerical Shockwave Anomalies

One of the first accounts of anomalous behavior was by in 1966 by Cameron [6],

using a similar method to that of von Neumann and Richtmyer, who observed os-

cillations produced when shockwaves crossed both grid and material interfaces. He

suggested that either the artificial viscosity or the mesh should be modified to prop-

erly smear out the shock. Two years later Emery [17] identified errors produced by

shockwaves and again, suggested adding additional viscosity. As new shock capturing

schemes were being developed, anomalous behavior was more frequently observed and

could be classified into several main categories.

1.2.1 Slowly Moving Shockwaves

The slowly moving shockwave phenomenon, is the shedding of spurious waves by

slowly moving shocks. One of the first observations was by Woodward and Colella

who noticed oscillatory behavior in their analysis of strong shock problems [97]. Their

solution was to remove the errors by jiggling the mesh, keeping the shock speed

relative to the grid from being too small. This technique was effective for their work,

but is far from scientific.

The first detailed study of slowly moving shocks was by Roberts, [73] who ex-

amined the intermediate shock states and noted their role in the creation of spu-

rious waves. Similar work by Arora and Roe [1] would follow up on this idea,

studying a range of problems and the role of intermediate states, relating the prob-

lem to an error in the stationary shock structure. The consensus in the literature

[34, 35, 14, 38, 99, 89, 36, 37] is that the root cause of these post shock oscillations

is the unsteadiness of the viscous profile and the inability of any existing scheme

to add what is deemed to be the ’correct’ artificial viscosity. Xu [98] even went as
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far as to suggest that getting the viscosity correct was impossible, and no scheme of

the type would ever work. Other researchers have not been as negative, developing

various forms of artificial viscosity and showing fairly positive results, albeit with no

complete elimination of the errors without smearing the shock entirely.

1.2.2 The Carbuncle

Another anomaly, first described by Peery and Imlay [69] as an irregular shock

behavior around a blunt body, the carbuncle has since been replicated in other sit-

uations [43]. Specifically, Quirk introduced the most commonly analysed version,

consisting of a one-dimensional stationary shock in a two-dimensional domain. By

perturbing the shock, in his case through the grid, an instability is provoked and a

shock behavior similar to that of the original carbuncle is observed. An even simpler

version of the problem has also been analysed [8, 42], in the form of a one-dimensional

stationary shock that does not remain stationary. Looking back to classical theory,

Dyakov [13] and Landau and Livschitz [44] showed that the exact stationary shock-

wave was always stable, at least for convex equations of state. This has led many to

believe the carbuncle is purely a numerical artifact.

For numerical shockwaves, the analysis has most often taken the form of a lin-

earized stability analysis, examining the stability of perturbations to the flow field

[2, 5, 74, 68, 12, 3]. This has led to a wide range of theories about possible causes,

from too much numerical vorticity [31, 70] to the commonly accepted conjecture of

Liou [51], that flux functions where the mass flux is not a function of the pressure

jump will not suffer from the carbuncle or other instabilities. Flux functions of this

type are not physical, and were later shown to suffer from carbuncles [31, 42]. More

rigorous analysis has also made the connection between the carbuncle and schemes

that exactly capture contact discontinuities and shear waves [74, 68]. This is unfortu-

nate, as ideally a scheme would be able to properly capture all types of discontinuities
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without suffering from instabilities.

With these insights in mind, most cures still go back to the idea of artificial

viscosity, developing some form of variable dissipation or adaptive flux function in an

attempt to damp out unstable modes and prevent the growth of instabilities [40, 71,

39, 25, 64, 41, 85]. There is also the entropy based approach of Ismail and Roe [32].

They initially claimed this was carbuncle-free although this was later shown to not

be the case [21]. In recent years, there has also been work focusing specifically on the

role of the grid in these problems [28, 57], although neither offers any real cure.

One of the major challenges with the whole class of carbuncles is that they are

physical solutions, ‘mimicking’ experimentally observable behavior [60, 77]. More re-

cently, Elling [16] went as far as to suggest that since carbuncles are entropy-satisfying

solutions, to eliminate them would be making false physical assumptions and they

are thus incurable. At this point though, there does not seem to be enough evidence

to make such strong claims.

1.2.3 The Wall Heating Phenomenon

A third anomaly is the creation of persistent “entropy traces” caused by an inap-

propriate production of entropy which then propagates in a physical manner [75, 80].

One such example, the wall heating phenomenon exemplified by Noh’s [65, 99] well

known test problem has caused much grief, both in the Eulerian and Lagrangian com-

munities and occurs for a wide range of methods and physics [20]. This problem is

exacerbated by methods that capture contact discontinuities [62], which also capture

errors along contacts and are generally less diffusive.

Similar to Noh’s original remedy, artificial heat conduction has been used in several

other methods to alleviate the temperature excess[62, 11, 18], although much like

Noh’s original work, these tend to smear out other flow features. There have also been

shock fitting attempts [19, 30] which have shown good results on the Noh problem.
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These, however, still suffer from the standard challenges of shock fitting approaches.

A more recent examination of it is that of Liou [52], who refers to it as the ’volcano’

phenomenon.

A special case of wall heating is the so-called “start-up error”, common in almost

all shock capturing solvers. In 2000, a more detailed study by Rider [72] suggested

that the cause is actually due to a phase error between density and pressure. This is

in agreement with the analysis of Quirk and the conjecture of Liou for the carbuncle,

suggesting a connection between the two anomalies.

1.2.4 The Stationary Shock

With all the attention on instabilities in the stationary shock, there is an anomaly

within the shock structure itself 1 - the ambiguity of the sub-cell location of a station-

ary captured shock. This has been related to errors produced in interacting shocks

by Menikoff [59], who noted the shift in relative energies resulted in entropy errors.

While not initially appearing to be a problem, it is discomforting to note even within

a captured shock, there is no agreement on its location within a cell.

1.3 Thesis Overview

It has been previously postulated by Barth [2] and Robinet et al. [74] among

others [72, 92, 89] that many of these numerical problems are related. In this thesis,

a different approach is applied to study these problems, choosing to link them through

the nonlinearity of the jump conditions and the resulting ambiguity in sub-cell shock

position. Several cures are then developed and discussed.

The major contributions of this thesis are:

1There is a large amount of mathematical literature on the existence of discrete stationary shock
profiles [33, 58, 53, 84, 54, 55]. Only those that provide relevant numerical insights are discussed
here.
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• A deeper understanding of shock-capturing, the role of numerical shockwave

structure and numerical shockwave anomalies.

• The determination of a major cause of numerical shockwave anomalies and the

relationship between the nonlinearity of the physics and the anomalies.

• The development of two new flux functions that eliminate the cause and alleviate

the errors caused by the anomalies.

• The extension of both new flux functions to higher-order schemes and multi-

dimensional problems to verify future practicality and performance when shock-

waves are multi-dimensional.

This thesis is organized as follows. In Chapter II, the basic mathematical proper-

ties of conservation laws are described followed by the shock-capturing methodology,

with application to the Euler equations. The methods and analysis utilized can be

generalized to other systems, although for the most part, analysis and numerical

experiments are only performed for the Euler equations. In Chapter III, each numer-

ical shockwave anomaly is analysed and linked to a single cause, the nonlinearity of

the jump conditions and corresponding ambiguity in sub-cell shock position. With

the cause identified, Chapter IV describes several methods that do not suffer from

it and their superior properties and performance are shown in comparison with the

baseline method in one dimension. To ensure these methods are potentially practi-

cal, Chapter V outlines two basic extensions of the method - second-order accuracy

and two-dimensional problems and verifies the behavior on both new methods on a

range of representative problems. Finally, in Chapter VI, conclusions are made and

directions for future work are presented.
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CHAPTER II

Physical Discretization

2.1 General Conservation Laws

Conservation laws are physical principles found throughout physics and nature.

The general differential form for a system of conservation laws in one dimension can

be written

∂u

∂t
+
∂f

∂x
= 0 (2.1)

for the vector of conserved quantities u(x, t) and corresponding fluxes f(u(x, t)). In

integral form, these state that the total amount of the conserved quanties in a domain

Ω change proportional to the fluxes through the boundary,

d

dt

∫
Ω

u =

∮
∂Ω

f · n dΩ. (2.2)

For simplicity, only one dimensional equations will be analysed, as many of their

properties extend to additional spatial dimensions and since the numerical methods

examined are based one dimensional derivations. Higher-order derivatives and source

terms have also been ignored, a fair assumption for compressible, inviscid fluid flows

as well as a wide range of other physics. For smooth solutions, this system can be
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written in quasi-linear form as

∂u

∂t
+ A(u)

∂u

∂x
= 0 (2.3)

where A(u) = ∂f
∂u

is the flux Jacobian. Of particular interest here are hyperbolic

conservation laws, distinguished by their wave-like solutions and the mathematical

structure of their governing partial differential equations. The system is hyperbolic if

the flux Jacobian has an eigenvalue decomposition A = RΛL with real eigenvalues

in Λ and distinct eigenvectors in R. This eigendecomposition leads to the set of

left eigenvectors L, and characteristic speeds Λ which arise from the diagonalized

equations, obtained from conservation form by

∂u

∂t
+
∂f

∂x
= 0 (2.4)

∂u

∂t
+ A

∂u

∂x
= 0 (2.5)

∂u

∂t
+ RΛL

∂u

∂x
= 0 (2.6)

L
∂u

∂t
+ ΛL

∂u

∂x
= 0 (2.7)

which show that the derivative of the kth Riemann invariant, (Ldu)k is zero along

characteristic curves with dx
dt

= λk. This allows for construction and analysis of

smooth solutions. For discontinuous solutions, the notion of a weak solution needs to

be introduced.

2.1.1 Weak Solutions

Fundamental to this work and one of the major challenges with hyperbolic con-

servation laws is their admission of weak solutions. Weak solutions are solutions that

satisfy
∞∫

0

∞∫
−∞

[
∂φ

∂t
u +

∂φ

∂x
f

]
dxdt = −

∞∫
−∞

φ(x, 0)u(x, 0)dx (2.8)
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for all continuously differentiable test functions φ(x, t) that vanish on the boundaries1.

In effect, the need for the conserved quantities to be differentiable has been transferred

to the test functions and discontinuous solutions can exist. If a discontinuity is present

in the solution, the conservation laws are satisfied through a set of equations known

as jump conditions. The jump conditions represent many fluid phenomena, such

as shockwaves and material interfaces and provide a foundation for analysis and

development of meaningful test problems. Analytically, they are the set of equations

connecting the solution from left state uL to the right state uR across a discontinuity

with speed S,

f(uR)− f(uL) = S(uR − uL). (2.9)

It is clear that the jump conditions themselves do not lead to a unique solution and

additional information, an entropy condition, is required. For the systems examined

in this work, the flux function is convex and an entropy condition [46] for a shock

discontinuity across the ith nonlinear characteristic is

λi(uL) > Si > λi(uR), (2.10)

which allows a discontinuity only if the characteristics intersect. Without the entropy

condition, there is no measure to distinguish the physical solution from a nonphysical

solution and an entropy-violating shock can occur.

2.1.2 The Riemann Problem

The Riemann problem is a special initial value problem, with

u(x, 0) =

 uL x < 0

uR x > 0
(2.11)

1As this work is not interested in proving the existence or other properties of weak solutions,
more information can be found in [46].
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The similarity solution u(x/t) is composed of simple waves associated with the charac-

teristics and can be formed from characteristic information and the jump conditions,

depending on the waves present. In Figure 2.1, a representative three-wave solution

is shown in both physical space and state space, describing the solution at each (x/t).

x 

t Expansion Contact 

Shockwave 

u L 

u L * u R * 

u R 
u 2 

u 1 

u 3 

u R 

u L 

u L * 

u R * 

Figure 2.1: Representative solution to the Riemann Problem. (left) Physical Space.
(right) State Space.

2.2 Euler Equations

The main equations studied in this thesis are the Euler Equations. The Euler

equations, shown in one dimension, are the set of conservation laws governing com-

pressible fluid flow in the absence of viscosity and heat conduction. They will serve

as the basis for the majority of the numerical experiments performed in this work and

represent the conservation of mass, momentum, and energy

∂

∂t


ρ

ρu

E

+
∂

∂x


ρu

ρu2 + p

ρuH

 = 0 (2.12)
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with the equation of state p = p(ρ, e), enthalpy H = E+p
ρ

and an entropy s = pρ−γ.

For an ideal gas ,the equation of state is

p = (γ − 1)ρe = (γ − 1)

(
E − 1

2
ρu2

)
. (2.13)

where γ is the polytropic constant, the ratio of specific heats. The main propagation

speed is the sound speed, a =
√

γp
ρ

. The flux Jacobian is

A =


0 1 0

(γ − 3)u
2

2
(3− γ)u γ − 1(

γ−1
2
u2 −H

)
u H + (1− γ)u2 γu

 . (2.14)

The eigenvalues and eigenvectors are

Λ =


u− a 0 0

0 u 0

0 0 u+ a

 , R =


1 1 1

u− a u u+ a

H − ua 1
2
u2 H + ua

 . (2.15)

The Riemann invariants are

Ldu =
1

a2


1
2
(dp− ρadu)

−(dp− a2dρ)

1
2
(dp+ ρadu)

 (2.16)

with the first and third invariants corresponding to acoustic waves and the second

invariant corresponding to an entropy wave.

To describe shockwaves, the jump conditions are used. For waves corresponding to

λ = u+a, suppose that the left (preshock) state is completely known, as ρL, uL, pL. If

the density on the right is prescribed to be ρR, then the remaining postshock variables
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are given in [9] by

pR = pL
(γ + 1)ρR − (γ − 1)ρL
(γ + 1)ρL − (γ − 1)ρR

(2.17)

uR = uL + (pL − pR)

√
2

ρL ((γ − 1)pL + (γ + 1)pR)
(2.18)

with the shock speed as

S = uL + aL

√
1 +

γ + 1

2γ

(
pR
pL
− 1

)
. (2.19)

The curve traced out in phase space by solving these equations is the Hugoniot curve.

It has two branches. If ρR > ρL then each point on the curve represents a valid state

behind a (generally moving) shockwave, and this will be referred to as the physical

branch of the Hugoniot curve. If ρR < ρL this generates the nonphysical branch of

the Hugoniot. A jump from uL to uR would violate thermodynamics. Note however,

that each point on the nonphysical branch represents a state from which uL could

be reached by a valid shockwave. Typical Hugoniot curves are shown in Figure 2.2,

demonstrating the differences between the two branches of the Hugoniot.

Along with shockwaves, these equations also allow for discontinuities in the form

of contact discontinuities, which satisfy Equation (2.9) where S = u, the flow velocity.

These are discontinuities characterized by constant velocity and pressure and a jump

in density and entropy. Although not the focus of this thesis, their interaction with

shockwaves is still important.

2.3 The Finite Volume Method

To examine numerical anomalies within the shock capturing framework, the Finite

Volume method will be used. In its simplest form, it also represents the basis of other

classes of methods, such as Discontinuous Galerkin.
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Figure 2.2: Representative Hugoniot curves for the stationary shock in the Euler
equations. The physical Hugoniot is plotted through through L and the
nonphysical Hugoniot through R. (Note that the curves are really in three-
dimensional space, and do not actually intersect.)

For the general system of conservation laws in Equation (2.1), a cell average for a

cell centered at xi can be defined as

ui =
1

∆xi

xi+∆xi/2∫
xi−∆xi/2

u dx. (2.20)

Integrating in space leads to

∂

∂t

 xi+∆x/2∫
xi−∆x/2

u dx

+

xi+∆x/2∫
xi−∆x/2

∂f(u)

∂x
dx = 0 (2.21)

and using the divergence theorem and the definition of a cell average results in

∂ui
∂t

+
f(xi + ∆xi/2)− f(xi −∆xi/2)

∆xi
= 0, (2.22)

which are the semi-discrete conservation laws for the cell-averaged conserved variables.

Evaluating the fluxes at the cell boundary can be done in several ways; here the

flux will be evaluated from the solution to the Riemann problem of the adjacent
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states, as f̂(u(xi+∆xi/2),u(xi+1−∆xi+1/2)), or with the cell-averaged representation,

f̂(ui,ui+1). The equations in semi-discrete form are

∂ui
∂t

+
1

∆xi
(f̂(ui,ui+1)− f̂(ui−1,ui)) = 0. (2.23)

In this thesis, the time integration method is not of primary interest for the first-order

spatial discretization and thus the first-order in time Forward Euler method is used.

The cell average at time tn+1 is then

un+1
i = uni −

∆t

∆x
(f(uni ,u

n
i+1)− f(uni−1,u

n
i )) (2.24)

where the overbar and hat notation has been dropped for simplicity. For stability,

the timestep is restricted by the CFL condition [10],

CFL = max
i
|λi|

∆t

∆x
≤ 1 (2.25)

which ensures the grid speed, ∆x/∆t, is greater than all characteristic speeds λi.

This method is conservative, and if the solution converges as the grid is refined, the

solution will converge to a weak solution by the Lax-Wendroff Theorem [47]. This

does not however, guarantee it will converge to a unique solution and convergence is

only guaranteed in the weak sense - there is still room for pointwise errors, provided

they cancel out under integration. This is critical to explaining much of the anomalous

behavior observed.

The analysis and experiments are restricted to first-order accuracy partly for sim-

plicity, but also because experience suggests that not only do high-order schemes

suffer all of the problems that afflict their first-order versions, merely providing bet-

ter resolution of the spurious physics, but also reduce to a first-order scheme in the

vicinity of shockwaves [7, 101].
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2.4 Roe’s Riemann Solver

Roe’s Riemann solver [78] will be used throughout this work as the main Riemann

solver for computing interface fluxes. It is exact for a single shockwave and provides

nearly identical results to the exact Riemann solver for all of the anomalies examined.

While other Riemann solvers are known to handle some of the numerical phenomena

better, they do so by adding diffusion and smearing the solution [51], providing poor

results in certain flow regions, such as those with shock-boundary layer interactions.

Given a left state ui and a right state ui+1, the flux between them is

fi+ 1
2

=
1

2
(fi + fi+1)− |Ãi+ 1

2
|(ui,ui+1)|(ui+1 − ui) (2.26)

and the approximate flux Jacobian Ã(ui,ui+1) = A(ũi+ 1
2
) is constructed with the

following properties:

1. The eigenvalue decomposition Ã = R̃Λ̃L̃ has real eigenvalues and linearly in-

dependent eigenvectors such that the new system remains hyperbolic.

2. Consistency, when ui,ui+1 → u, Ã(u,u) = A(u).

3. Conservation across discontinuities, ∆f = Ã∆u.

This final property leads to the flux description of Roe’s approximate Riemann solver,

fi+ 1
2

=
1

2
(fi + fi+1)− sign(Ãi+ 1

2
)(fi+1 − fi) (2.27)

which will also be used in subsequent chapters as the basis for a new flux function.

Ã = Ã(ũ) can be computed from the choice of the Roe-averaged variables, ũ and is
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dependent on the system of equations. For the Euler Equations, they are

ũ =

√
ρiui +

√
ρi+1ui+1√

ρi +
√
ρi+1

H̃ =

√
ρiHi +

√
ρi+1Hi+1√

ρi +
√
ρi+1

ã =

√
(γ − 1)

(
H̃ − 1

2
ũ2

)
.

(2.28)

Of further note is that Roe’s Riemann solver does not distinguish between entropy-

satisfying shockwaves and entropy violating shockwaves. This becomes a problem for

centered expansion wave, when the kth acoustic wave has diverging characteristics of

opposite sign, λk,i < 0 < λ̃k or λ̃k < 0 < λk,i+1, and the interface flux should be

computed from inside the expansion. In this work, the entropy fix of Harten and

Hyman [27] is used, adjusting the eigenvalues as

λ̃k =


1
2

(
λ̃2
k

δk
+ δk

)
if |λ̃k| < δk

|λ̃k| otherwise
(2.29)

δk = max(0, (λ̃k − λk,L), (λk,R − λ̃k)). (2.30)

2.5 Capturing Shocks

With the Riemann solver defined, the Finite Volume method is complete and the

structure of captured shockwaves can be examined. To represent a shockwave dis-

cretely, finite volume methods average, or capture, shocks over several cells. These

captured shocks contain intermediate states that are are not part of the exact solu-

tion but are required for the discrete representation. While the number of required

intermediate states varies from scheme to scheme and depends on the Courant num-

ber and Riemann solver [73, 91], among other things, all conservative schemes must

produce them and they do not disappear with grid refinement.

In the representative example in Figure 2.3, the intermediate states are not con-

nected to the shock end states by a single shock; instead, they are connected in part

by waves of other families. As these intermediate states move, waves of all families
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Figure 2.3: Representative single shock problem. (left) Exact Solution. (middle)
Discretized exact solution for a single shockwave with resulting interme-
diate states.(right) Sample Hugoniot curve for the Euler Equations, and
locations of intermediate states.

are created, and shed around the shock. These waves are largely responsible for the

shock capturing anomalies described later in this work. In fact, the aptly named

“start-up error” is a manifestation of the largest waves from this - in the first steps of

simulations, the large jumps between shock states result in the strongest waves shed.

Of note for the Euler equations, is that wherever these intermediate states lie, they

are always assumed to satisfy local thermal equilibrium in a cell-averaged sense, and

therefore to obey the equilibrium equation of state (2.13). However, from the exact

solution to the Navier-Stokes equations [103], it is known that local thermal equil-

brium does not hold inside the shock itself. This suggests a form of ‘interpretation’

error, an error made in the philosophical approach taken when assigning meaning to

the shock-captured solution.

Conservative schemes ensure that across an interface, physical quantities are

passed from one cell to another with no losses. This does not however, guarantee

correct shocks; it simply guarantees that errors on interfaces will cancel out [96].

This is why simulations of many problems result in the correct shock speed but incor-

rect shock location. Errors along the contact discontinuity are matched by errors in

the shock, resulting in the correct shock states and shock speed, but incorrect shock

position. To examine this and the role of intermediate shock states, the simplest case

will be looked at first: the single stationary shock.
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CHAPTER III

Shock-Capturing Anomalies

In this chapter, an analysis of shockwave structure in several canonical examples

of anomalies in the Euler Equations is performed. Unlike previous analyses of these

issues, these are analysed through a comparison with the stationary shockwave and

an examination of the intermediate shock states. An ambiguity in sub-cell shock

position is shown to be responsible for each anomaly, a claim further verified through

the use of a system of equations with no such problem.

3.1 The Stationary Shock

To begin, a stationary (steady) shockwave can be constructed from the jump equa-

tions by choosing a left and right state such that the fluxes are equal, f(uL) = f(uR).

Allowing for m intermediate states, u1, . . . ,uj, . . . ,um, the stationary requirement

from the semi-discretized form in Equation ((2.23)) is that all the interface fluxes are

equal, that is

f(uL) = f(uL,u1) = f(u1,u2) = . . . = f(um−1,um) = f(um,uR) = f(uR) (3.1)
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Choosing the left state with

ρL = 1,

uL = 1,

pL =
1

γM2
L

, (3.2)

the corresponding right state for the shockwave is

ρR =
(γ + 1)M2

L

(γ − 1)M2
L + 2

,

uR =
1

ρR
=

(γ − 1)M2
L + 2

(γ + 1)M2
L

,

pR =
1

γM2
L

(
1 +

2γ

γ + 1
(M2

L − 1)

)
. (3.3)

To examine the effect of the flux functions on the number of stationary states, the

problem can be initialized with an arbitrary intermediate state and a fixed inflow

boundary condition and run until steady state has been reached. Testing several

common flux functions demonstrates the variable number of intermediate states and

the dramatic effect of the choice of solver. Figure 3.1 show results for a Mach 10

shockwave and each flux function provides a different number of intermediate states

but shares several key similarities, notably a significant momentum spike. Since no

analytic representation of the set of stationary intermediate states exists for most flux

functions, timestepping to steady state is required; thus there is no guarantee this is a

unique set of intermediate states. This example just serves to represent the differences

between several flux functions and their shock structure. As Roe’s Riemann solver

has the same single intermediate state as the exact Riemann solver [79, 5], it makes

sense as the basis of the analysis.

The proof of a single intermediate state for both the exact and Roe’s Riemann

solver can be found in [79, 2, 84, 5]. A summary follows (see Figure 3.2). Defining the

21



!"#$ !"% !"%$ !"$ !"$$ !"& !"&$
'

(

#

%

$

&

)

*

+
,
-
.
/0
1

!"#$ !"% !"%$ !"$ !"$$ !"& !"&$
!"2

'

'"'

'"(

'"#

'"%

'"$

*

3
4
5
,
-
06
5

!"#$ !"% !"%$ !"$ !"$$ !"& !"&$
!"%

!"&

!"7

'

'"(

'"%

'"&

'"7

(

("(

("%

*

8
-
,
9:
1

' ( # % $ &
!"%

!"&

!"7

'

'"(

'"%

'"&

'"7

(

("(

("%

+,-./01

8
-
,
9:
1

;

;
<4-=>1./?@A;B6:4-/40

CDE3

F!G

H6.@-4I

E!J

8*@?0KH4,KBFF8

Figure 3.1: Comparison of results using various flux functions for a Mach 10 sta-
tionary shockwave. Results for Advection Upstream Splitting Method
(AUSM) [50], Lax-Friedrichs (L-F) [45], Rusanov [81], Steger-Warming
Flux Vector Splitting (S-W) [88], Roe [78], and the exact solver [91] are
shown. A significant difference in shock structure is observed for each
solver.

L M R 

Figure 3.2: Wave diagram for the one-point stationary shockwave.
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Figure 3.3: The equal area rule. For the conserved variable, u, the shock position,
xS, divides the discrete solution such that the two regions, AL and AR
are equal in area.

intermediate state as uM , the requirement for the fluxes becomes f(uL) = f(uL,uM) =

f(uM ,uR) = f(uR). On the LM interface, the flow is supersonic, so no left-going

waves are generated at LM. On the MR interface, the compression from uM to uR

is accomplished by a physical shock of the opposite family. This ensures that no

right-going wave is generated at this interface and thus the set of possible states M

lie on the nonphysical branch of the Hugoniot through R. All of the waves generated

within the intermediate state remain trapped.

3.1.1 Ambiguity in Shock Position

So what is wrong with the stationary shock? Suppose a one-point shock was

provided and one wanted to know the shock position within the cell. First, the

method for computing shock position must be chosen. For a scalar conservation law,

it can be determined using the equal-area rule [49] around the shock. As illustrated

in Figure 3.3, the equal-area rule states that the shock position divides the discrete

solution into two regions such that the integrated error in each region has the same

absolute value. This comes directly from conservation principles and provides an

unambiguous location for a shock that separates two uniform states.

One would hope that for a system of conservation laws a similar rule could be

used to determine the shock position from any of the conserved variables, and that
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these shock positions would agree, at least with each other if not the exact position.

For the Euler equations, this is not the case. This is already known, although there

does not seem to be any formal publication on the matter. The discrepancy can be

proved for the aforementioned stationary shock.
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Figure 3.4: Shock position in energy vs shock position in density in the intermediate
cell for initial Mach numbers of 1.5, 2.5, 4.0 and 10.0. The deviation from
the straight line represents the ambiguity in shock position.

As the middle state is connected to the right state by the nonphysical branch of the

Hugoniot, the shock position can be computed analytically by applying conservation

of density or energy using

xS(ρ) =
ρM − ρR
ρL − ρR

xS(E) =
EM − ER
EL − ER

. (3.4)

For the stationary shock in Equations (3.2) and (3.3), the family of middle states

can be computed as in Kitamura, Roe, and Ismail [42] and Chauvat, Moschetta and
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Gressier [8] by prescribing the shock position as ε = 1− xS(ρ) and then


ρM

uM

pM

 =


ρL + ε(ρR − ρL)

uL +

(
1− (1− xS)

(
1 + ε

M2
L−1

1+ γ−1
2
M2
L

)− 1
2

(
1− ε M2

L−1
2γ
γ−1

M2
L−1

)− 1
2

)
(uR − uL)

pL + ε
(

1 + (1− ε)γ−1
γ+1

M2
L−1

M2
L

)−1

(pR − pL)


(3.5)

Plots of xS(E) versus xS(ρ) are shown in Figure 3.4. At Mach 10, the maximum dis-

crepancy is about 0.05∆x 1. The situation is even worse if shock position is computed

using momentum, because as the mass flux, it is equal for the left and right states,

but not necessarily for the intermediate state. For the exact Riemann solver or Roe’s

Riemann solver, a momentum spike of as much as 40% is possible, and in general a

spike is observed for all Riemann solvers, independent of the number of intermediate

states, again, seen in Figure 3.1. Since the location of the intermediate state is due to

the Hugoniot curve, so too is the ambiguity in shock position. If the Hugoniot were

linear, there would be no ambiguity. This ambiguity can be directly related to each

anomaly examined, starting with the wall heating phenomenon.

3.2 The Wall Heating Phenomenon

A notorious problem for those who compute high speed flow is the Noh problem

[65], a seemingly trivial Riemann problem with initial data corresponding to the

collision of two equal shocks, or equivalently the reflection of a single shock from a

solid wall. The initial data is u0 = (ρ0,−ρ0u0, E0)T but can be reduced to a one

parameter family with Mach number as the free parameter and

ρ0 = 1, u0 = 1, p0 =
1

γM2
0

. (3.6)

1As the shock itself is O(1), an O(∆x) error in its position results in a much larger error than a
classical error to a cell average in a smooth region of the solution, where the errors are O((∆x)2).
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Figure 3.5: (left) Space-time representation of velocity in the Noh problem. (right)
Representative solutions for the Noh problem after the shock has left the
wall area. Note the density defect at the wall and corresponding density
excess in the shock.

The solution behind the shock can be determined exactly from the jump conditions

as

ρ = 1 +
1

S
, u = 0, p = p0 + (1 + S), (3.7)

with shock speed

S =
1

4

(
(γ − 3) +

√
(γ + 1)2 + 16γp0

)
. (3.8)

Virtually all shock-capturing methods provide quite good solutions for pressure and

velocity, but predict too small a density in a small region at the origin2, as in Figure

3.5. In consequence the temperature there is too high, so that this and related

phenomena have been called wall heating. In the more than thirty years since Noh

proposed the problem, no satisfactory solution has been exhibited that would carry

over to other settings, nor is there even any generally accepted explanation of the

mechanism. The demonstration here is for a monatomic gas, with γ = 5/3.

After solving the Noh problem, letting the shockwave move sufficiently far from

2The difficulty is exacerbated by posing the problem in cylindrical or spherical geometry, but still
occurs in one dimension. The one dimensional version is chosen for analysis to avoid the effects and
complications of geometry or geometric source terms.
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the wall such that the near wall region is at steady state, the shock position can be

determined using the mass, momentum or energy in a control volume. Two control

volumes are used to demonstrate the effect of shock position:

1. Local - contains only the region immediately around the shock.

2. Global - contains the whole domain, including the density defect.

Figures 3.6 and 3.7 show results for Mach 1.1 and 106 shocks, calculated with a

CFL number of 0.5. On the left, the complete solution for conserved variables is

shown. In the middle, shock positions are calculated using a local control volume. All

three conserved quantities produce different shock positions. The position calculated

from the energy distribution agrees almost perfectly with the exact solution, but the

position calculated from density is about 0.2 ∆x ahead of it. This can be interpreted

as meaning that the shock contains excess mass.

On the right, shock positions have been calculated using the global control volume.

The density and energy shock positions are equal, showing that the density defect

observed at the wall exactly compensates the excess in the shock. With hindsight, this

should have been expected. Conservation ensures that all of the mass that should be

present really is present. Therefore, if it is deficient in one place it must be excessive in

another. It seems plausible that if the ambiguity in shock position could be resolved,

there might be no wall heating. In both control volumes, the shock position from

momentum is computed incorrectly because while the wall boundary fluxes for mass

and energy are zero, but the momentum flux includes pressure, which is incorrectly

computed.

Further investigation into this problem leads to two key observations, as in Figure

3.8:

• The distance between shock positions computed by any two conserved variables

is constant with time after the shock has settled.
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Figure 3.6: Conserved quantities for a Mach 1.1 shock. (left) Full solution. (middle)
Sub-cell shock locations, denoted by vertical lines, computed using a local
control volume. (right) Sub-cell shock locations computed using a global
control volume.
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Figure 3.7: Conserved quantities for a Mach 106 shock. Same three plots as Figure
3.6.
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shockwaves. (left) Shock position vs time. (right) Relative shock po-
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lustration of the waves produced - the start-up error is propagated along
the u and u+ a waves.

• The distance between shock positions computed by any two conserved variables

is fairly independent of Mach number.

These observations demonstrate that despite the difference in sub-cell shock position,

the shock speed in each conserved variable is the same and that while the shock

strength may vary, the ambiguity remains the same and is directly compensated by

the error at the wall. In other situations the ‘missing mass’ may appear somewhere

else, but it will have to appear somewhere. The second observation would appear

to contradict the theory in Section 3.1.1 that the ambiguity should get worse as the

Mach number increases, however in the Noh problem, the moving shock now consists

of multiple intermediate states and the theory for a single intermediate state does not

apply. Nevertheless, since the ambiguity in shock position is directly related to the

non-linearity of the jump conditions, so too is the wall heating phenomenon.

3.2.1 The Reflecting Noh Problem

Another variant of the Noh problem is the reflecting Noh problem. Developed for

this work, the shock is started a prescribed distance away from the wall and allowed
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Figure 3.10: (left) Density for the reflected Noh problem after the reflected shock has
moved away from the wall. (right) Space-Time contours of density.

to reflect off the wall, as in Figure 3.9. States u0 and u2 are the initial and post shock

state from the original Noh problem, and u1 is chosen so that the velocity is zero and

a single shock moves towards the wall, leading again to Equation (3.7), this time, the

shock is of the opposite family, with speed

S1 =
1

4

(
(γ − 3)−

√
(γ + 1)2 + 16γp0

)
. (3.9)

Unlike the original Noh problem, care needs to be taken to ensure that p1 remains

positive, in this case corresponding to an upper bound on the Mach number,

M2
0 <

2

γ(γ − 1)
. (3.10)

Results for the Mach 1.17 shockwave are shown in Figure 3.10. The defect at the wall

is now an overshoot, with the density defect spread to locations corresponding to the

initial waves produced from the first shock. This demonstrates that the original Noh

problem is a combination of a wall effect and the “start-up error”, one of the most

common forms of shock related error [35].
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3.2.2 The Start-up Error

The start-up error occurs in the initialization of a shockwave in a Riemann problem

consisting of two states connected by a single shock where an initial wave is shed to

allow the shockwave to reach a satisfactory shock structure. Initially, the shock

position is identical for each conserved variable, thus to achieve the ambiguous shock

structure the shockwave would like to have, waves must be shed.

Using any single shock Riemann problem, this error can be visualized. This will

help understand where the missing mass actually goes to. The Noh problem is par-

ticularly good for this as the flow is stagnant behind the shock so errors that are

produced along the contact discontinuity will remain within the flow domain. To

initialize the problem, choose the left state from Equation (3.7) and the right state

from Equation (3.6). Results are shown in Figure 3.11 for the problem initiated at

x = 0.1 with an initial Mach number of 10.0. The start-up error is evident and while

shock position is not shown, there must be an ambiguity with excess mass in the

shock to compensate for the defect in density. Since
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Figure 3.12: (left) A 1% perturbation to create a slowly moving shock moving to the
left. (right) A 1% perturbation to create a slowly moving shock moving
to the right.

3.3 The Slowly Moving Shockwave Phenomenon

Another known example of a numerical anomaly is the slowly moving shockwave

phenomenon. Examined in detail by Roberts [73], Arora and Roe [1] and by Karni

and Canic [38] among others, it is characterized by spurious waves that are thrown off

by slowly moving shocks. These waves are purely numerical, but once created, they

are propagated as though they were real. The cause of this phenomenon is that not all

waves produced by solving Riemann problems involving the intermediate states are of

the same family as the shockwave. While the term ”slowly moving” can be interpreted

in many ways, it is generally used to refer to shocks where the characteristics change

sign across the shock, although in practice this is not a necessary condition.

To show that nonlinearity and sub-cell ambiguity are directly responsible for the

spurious waves, experiments were conducted by slightly perturbing the stationary

shock. This limiting case will be produced by prescribing the left state from the

stationary shock defined in Equations (3.2) and (3.3). By slightly perturbing this right

state along the direction of the Hugoniot, slowly moving shocks in either direction

can be created. Figure 3.12 shows two equal and opposite perturbations of a Mach

10 stationary shockwave.
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Figure 3.13: Intermediate states of the slowly moving shock in velocity-pressure space.
While the intermediate states do not lie exactly on the nonphysical Hugo-
niot, they do lie slightly off of it, on a curve corresponding to two other
end states. (left) Intermediate states of the left slowly moving shock.
(right) Intermediate states of the right slowly moving shock.

In a previous investigation by Arora and Roe [1] plots were made in phase space

showing every state that appears in the solution at any time step. This reveals the

locus that is followed by the intermediate states. Some of the loci presented in [1]

were highly intricate. Here, shockwaves were tested that moved even more slowly, to

check that approaching the limit of zero speed causes the locus to approach the steady

equilibrium locus. In other words, the goal was to determine if the slowly moving

shock was a regular or singular perturbation of a stationary shock. In general, it

seems that the perturbation was usually regular, with exceptions discussed in the

next section, and not treated here.

Each snapshot of a slowly moving shock can then be viewed very closely as a

sample of the stationary cases. Figure 3.13, shows that the locus for a shock moving

very slowly to the left is the same as that for a shock moving very slowly to the right.

This is independent of shock strength, so only results for the one shock are shown.

To see the connection with the curved Hugoniot, consider that as the shock moves

across the grid, the amount of discrepancy between its positions, as calculated from

each conserved variable, will change periodically. The discrepancy will repeat itself
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every time that the shock has crossed one more cell. If this is interpreted as meaning

that the shock has excess mass that varies with the same period, there must be, by

conservation, a mass deficit elsewhere. This accounts for the periodic shedding of

the spurious waves. With this connection made, the singular cases of the perturbed

stationary shock can be examined.

3.4 The Carbuncle Phenomenon

Often in hypersonic flow computations, regions of anomalous shock structure oc-

cur, generically called “carbuncles”. A related, and probably relevant, behavior can be

seen in one dimension and is described as a ’one-dimensional carbuncle’. As analysed

by Barth [2], Serre [84], and Dumbser et al. [12] not all of the equilibrium solutions

(involving an intermediate state lying on the nonphysical Hugoniot through the right

state) are stable. The attempt to compute a stationary shock at a position corre-

sponding to one of these unstable equilibria results in a shock that does not remain

stationary. Either the shock moves to a stable location, or, under suitable boundary

conditions that exactly conserve mass, it enters into a limit cycle. That cycle involves

the shedding of spurious waves and their reflection from the downstream boundary.

These unstable equilibria only exist at high Mach numbers, with the critical Mach

number for γ = 7/5 at about Mach 6.

As done previously, the intermediate point is specified by the shock position in

density, xS and the shock is defined by Equations (3.2), (3.3) and (3.5). Several cases

where the initial intermediate state lies off of either Hugoniot are tested to observe

their behavior. Thus, cases are examined where the initial data corresponds to either

a stable or an unstable location, and the initial profile does or does not represent an

equilibrium solution. In Figure 3.14, four cases are shown.
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Figure 3.14: Intermediate states of the one-dimensional carbuncle for a Mach 20
shock. (top) Two carbuncle free cases. On the left, xS = 0.5 and
the initial intermediate state lies on the nonphysical Hugoniot. On the
right, the initial intermediate state is off both Hugoniot curves.(bottom)
Two cases with carbuncles. (left) xS = 0.8. On the (right) the initial
intermediate state is again off both Hugoniot curves.

Stable location, equilibrium data As would be expected, the method exactly

preserves the initial data.

Stable location, nonequilibrium data The locus of intermediate states moves

directly to the equilibrium locus and then travels along it to find the equilibrium that

conserves mass.

Unstable location, equilibrium data The intermediate states “hunt” back and

forth along the equilibrium curve, without finding a stable location.
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Unstable location, nonequilibrium data The intermediate states track quickly

onto the equilibrium locus, but are not able to find a stable location.

In those cases where no stable equilibrium exists, examining intermediate states re-

veals that all lie on the nonphysical Hugoniot curve, identical to those seen in Fig-

ure 3.13 for a left and right moving shockwave. Viewing the carbuncle in this frame,

it is observed that in one dimension, it is no more than a slowly moving shock that

is unable to find a stable position, moving in one direction and then the other within

the cell. Since the slowly moving shock phenomenon is due to the nonlinearity of

the Hugoniot curve and the resulting sub-cell ambiguity, the connection between the

carbuncle and the ambiguity is made. Kitamura [42], however, showed that some

methods were unstable in two dimensions even though stable in one dimension, so

this cannot be a complete explanation.

3.5 A Linear Hugoniot?

If much of the odd behavior of captured shocks is associated with curvature of the

Hugoniot, it is interesting to ask the question, ‘what if the Hugoniot were linear?’.

This is mathematically possible, even if the conservation laws are nonlinear. In fact,

there is a substantial literature on “straight line systems”, for example Temple [90]

and Bressan and Jensen [4]. Arora and Roe [1] claimed that 2 x 2 systems with

linear Hugoniots do not suffer from the slowly moving shock phenomenon. Here, a

3 x 3 system used as a model of magnetohydrodynamics by Myong and Roe [63] is

examined. Defining three conserved quantities, u, a, and b, the system is

∂

∂t


u

a

b

+
∂

∂x


1
2

(u2 + a2 + b2)

ua

ub

 = 0 (3.11)
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where u is velocity-like and a, b represent transverse magnetic fields and are kept

positive to avoid the formation of compound waves. The flux Jacobian is

A =


u a b

a u 0

b 0 u

 (3.12)

with eigendecomposition

Λ =


u− c 0 0

0 u 0

0 0 u+ c

 , R =


−c 0 c

a −b a

b a b

 (3.13)

and propagation speed c =
√
a2 + b2 (which is also conserved). The Riemann invari-

ants are

Ldu =
1

c2


1
2
c(−du+ dc)

−bda+ adb

1
2
c(du+ dc)

 . (3.14)

In this system, the jump conditions simplify to the linear relation uL± cL = uR± cR.

This relation is identical to the invariant for a expansion wave, du ± dc = 0, thus

conserved quantities through expansion waves and shockwaves come from different

branches of the same curve. This is a truly remarkable property, and one of the

reasons this system is examined. Along with shockwaves and expansions, there is

also a contact discontinuity, with both u and c constant across it, and jumps in a and

b. Since both the physical and nonphysical Hugoniot are linear and identical, it is

expected that there would be agreement in shock position and that there would be

no evidence of any of the aforementioned phenomena. Indeed this is the case.

Only results for a Noh-like problem and the slowly moving shock are shown, since

there is no ambiguity in stationary shock position and an exhaustive numerical study
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Figure 3.15: The Noh-like problem for Equations (3.11) with Mach 10. On the left,
the solution after the reflecting shocks have moved sufficiently far away
from the wall. While there are jumps in a and b across the contact
discontinuity, there is no error present. On the right, all solution states
are plotted in c vs u space. All states lie on either Hugoniot curve.
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Figure 3.16: The Slowly moving shock problem for Equations (3.11) with Mach 10.
(left) The solution after the shock has passed through several cells.
(right) All solution states are plotted in c vs u space. All states lie
on the correct Hugoniot curve.
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of carbuncle-like issues reveals no evidence of any similar problem. For the Noh

problem, an analogous symmetric problem with two reflecting shockwaves separated

by a stationary contact discontinuity is constructed. In Figure 3.15, there is no error

made along the contact discontinuity, and thus no ‘wall heating’-like behavior. In

Figure 3.16, a single shock moves slowly through the domain. In both problems,

there are no spurious waves shed, and all intermediate states lie on the Hugoniot.

While this system does not prove that nonlinearity is the sole cause of all of these

issues, it suggests that correct placement of intermediate states may result in better

solutions and the alleviation of many numerical shockwave anomalies.

3.6 Summary

In this chapter, four well established numerical phenomenon were connected to

the nonlinearity of the Rankine-Hugoniot jump conditions through two main effects.

First, the effect of sub-cell shock location ambiguity was noted for the stationary

shock, and the connection to wall heating was shown. The inconsistency in shock

position was shown to be exactly compensated by the inconsistency at the wall. Sec-

ond, slowly moving shockwaves were examined, and by simply perturbing a stationary

shock, the phenomenon was observed. An investigation into the one dimensional car-

buncle showed that in one dimension, it behaves like a trapped slowly moving shock.

Although this is not enough to establish a causal connection, it is certainly intrigu-

ing, given that all these phenomena can be linked to the nonlinearity in the Hugoniot

curve. Finally, a model system was described with linear jump conditions and shown

not to suffer any of the numerical shock anomalies prevalent in Euler solutions. This

strengthens the belief that it is the nonlinearity of the Hugoniot which has led to

these problems.
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CHAPTER IV

New Flux Functions

The goal is to construct a flux function that would avoid the anomalies studied.

Since all of these anomalies can be largely traced to the ambiguity in shock position

within the stationary shock, it seems that a scheme that allows for one point stationary

shocks and no positional ambiguity would alleviate, if not remove these problems.

Ideally, the flux would follow the classic form, fi+ 1
2

= f(ui,ui+1) however, it is likely

that this will not be possible. After a detailed investigation, it is apparent there is no

Riemann solver (two-state flux function) yielding a one-point stationary shock such

that the intermediate state is only on a straight line connecting the left and right

state.

To compute interface fluxes, the idea of a flux function, fi+ 1
2

= f(ui−m, . . . ,ui+n),

rather than a Riemann solver is needed. Since the intermediate shock states have no

true physical meaning, only serving to connect the endpoints of the shock, it seems

logical to begin by determining how much of these states to trust. The conserved

quantities should be trusted, if for no other reason than to preserve conservation of the

system, however there is freedom in the choice of the flux allocated to each cell. This

abandons the condition of local thermodynamic equilibrium for these intermediate

states, a reasonable idea since it does not hold within a real physical shock. This

will be done by defining an alternate definition of flux within a shock, referred to
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herein on as an interpolated flux, and denoted by f∗. Inside a one-point stationary

shock, the interpolated flux is constructed such that f∗M = fL = fR when there is no

ambiguity. With this definition in place, two interface flux functions are designed to

utilize interpolated fluxes and preserve the stationary property.

4.1 Interpolated Fluxes

The first step is to define interpolated fluxes, f∗i , that behave more smoothly near

shocks than the actual fluxes. The interpolated fluxes are constructed to have the

following properties:

1. If the problem is linear so that the Jacobian matrix A(u) is constant, then

f∗i = fi, the interpolated flux equals the equilibrium flux, f(ui).

2. If the problem is nonlinear, but the data is smooth, then f∗i = fi +O((∆x)2).

3. If the problem is nonlinear and involves a one-point stationary shock, then f∗i is

constant, not only on each side of the shock, but also in the intermediate cell,

unlike the equilibrium flux.

To begin, suppose the flux is interpolated from one side as

f∗i = fi−1 + Ãi(ui − ui−1) (4.1)

for some choice of flux Jacobian, Ãi, and interpolated from the other side as

f∗i = fi+1 − Ãi(ui+1 − ui). (4.2)

These two equations are consistent if

fi+1 − fi−1 = Ãi(ui+1 − ui−1). (4.3)
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The simplest matrix having this property is the cell-centered Roe matrix, similar to

the edge-based Roe matrix defined in Section 2.4. Averaging Equations (4.1) and

(4.2) leads to a centered construction of the interpolated flux

f∗i =
1

2
(fi−1 + fi+1)− 1

2
Ãi−1,i+1(ui+1 − 2ui + ui−1). (4.4)

With the definition in place, it is simple to show that for a captured stationary shock

having one intermediate state with no positional ambiguity, the interpolated flux is

identical everywhere. To avoid ambiguity, the intermediate state must be a linear

combination of the left and right states

uM = xSuL + (1− xS)uR (4.5)

for xS ∈ [0, 1], where f(uL) = f(uR) and ÃLR(uR − uL) = fR − fL = 0. The

interpolated fluxes computed using Equation (4.1) are

f∗L = fL + ÃLM(uL − uL) = fL (4.6)

f∗M = fL + ÃLR(uM − uL) = fL + (1− xS)ÃLR(uR − uL) = fL (4.7)

f∗R = fM + ÃMR(uR − uM) = fM + fR − fM = fR = fL (4.8)

Identical results are obtained using Equations (4.2) or (4.4). While it is clear that

a non-monotone shock structure (xS /∈ [0, 1]) will also lead to the same result, this

results in a rarefaction shock at either the left-middle or middle-right edge. Any

measure that eliminates rarefaction shocks will therefore eliminate the non-monotone

solutions.

Having verified that using interpolated fluxes gives the unambiguous stationary

shock structure, more of the mathematical properties of the interpolated fluxes can

be examined. Taking a Taylor series expansion of the centered form in Equation (4.4)
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results in

f∗i ≈ fi +
(∆x)2

2
(fxx − Ãiuxx). (4.9)

With the first and second derivatives of the flux expressed as fx = Aux and fxx =

Axux + Auxx, this can be further simplified to

f∗i = fi +
(∆x)2

2
(Axux + (A− Ãi)uxx). (4.10)

Since Ãi is a symmetric centered average of Ai, it can be expanded as Ãi = Ai+O(h2)

and finally the interpolated flux can be written simply as

f∗i = fi +
(∆x)2

2
Axux +O((∆x)4) = fi +

1

2
(∆A)(∆u) +O((∆x)2), (4.11)

a second-order correction to the flux, corrected by the product of the derivatives of

the flux Jacobian and conserved variables.

4.2 New Flux Function - A

With interpolated fluxes defined, a new flux function can be described similar to

the original Roe framework, referred to as new flux function A,

fA
i+ 1

2
=

1

2
(f∗i + f∗i+1)− 1

2
sign(Ãi+ 1

2
)(f∗i+1 − f∗i ) (4.12)

with Roe’s Riemann solver obtained if f∗i = fi. Thus the new method recovers Roe’s

method for linear problems or smooth solutions. Physically speaking, this new func-

tion trusts the values of the conserved quantities, but does not necessarily trust the

flux functions, and corrects them in the vicinity of a shock.

43



Flux function A can be expanded as

fA
i+ 1

2
=

1

2
(f∗i + f∗i+1)− 1

2
sign(Ãi+ 1

2
)(f∗i+1 − f∗i ) (4.13)

=
1

2

(
fi+1 − Ãi(ui+1 − ui) + fi + Ãi+1(ui+1 − ui)

)
−1

2
sign(Ãi+ 1

2
)
(
fi + Ãi+1(ui+1 − ui)− fi+1 + Ãi(ui+1 − ui)

)
(4.14)

=
1

2
(fi+1 + fi) +

1

2
(Ãi+1 − Ãi)(ui+1 − ui)

−1

2
sign(Ãi+ 1

2
)(fi − fi+1 + (Ãi+1 + Ãi)(ui+1 − ui)) (4.15)

=
1

2
(fi+1 + fi)−

1

2
|Ãi+ 1

2
|(ui+1 − ui) +

1

2

(
(I− sign(Ãi+ 1

2
))Ãi+1

−(I + sign(Ãi+ 1
2
))Ãi + 2|Ãi+ 1

2
|
)

(ui+1 − ui). (4.16)

The first two terms in Equation (4.16) are Roe’s original solver and the third term

contains a “viscosity”-like matrix. This matrix is proportional to ∂xA∂xu and van-

ishes for linear systems, is second-order for nonlinear systems, and contributes a

third-order effect in smooth regions. Close to a shock, this term is O(1) and has a

first-order effect, as it must. In fact, for any Riemann problem, the viscosity term is

zero and the new flux function reduces to Roe’s Riemann Solver.

4.2.1 Observations

4.2.1.1 Continuity of the Flux Function

There are two obvious issues with this formulation. First off is through the dif-

fusion component of the Riemann solver, sign(Ãi+ 1
2
)(f∗i+1 − f∗i ). In this term, since

the interpolated flux difference is computed with different quantities than the flux

Jacobian and the sign function is discontinuous, the flux function is not continuous

either. This is a particular problem when eigenvalues of Ãi+ 1
2

are very close to zero,

where small errors can result in a sign change. To alleviate this problem, a standard
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approximation is used, defining the sign function as

sign(x) ≈ x√
x2 + ε2

(4.17)

where in this thesis, experience suggests a choice of ε2 ≈ O(10−8).

4.2.1.2 Expansion Shockwaves

To no surprise, as the flux function uses a Roe matrix, it cannot distinguish

between a physical shock and an expansion shock. Since adjusting the magnitude of

the wavespeeds does not make a difference, a variant of the entropy fix in Equation

(2.30) is used, with an additional diffusive term containing the adjusted wavespeeds

f entropy
i+ 1

2

= −1

2
Ri+ 1

2
|δΛi+ 1

2
|Li+ 1

2
(ui+1 − ui) (4.18)

added to the flux function.

4.3 New Flux Function - B

To overcome the difficulties of new flux function A, another flux function, B, is

developed. Inspired by Roe’s Riemann solver, it can be written as

fB
i+ 1

2
=

1

2
(f∗i + f∗i+1)− 1

2
|Ai+ 1

2
|(ui+1 − ui) (4.19)

where Ai+ 1
2

is the Roe matrix across cells i− 1 and i+ 2,

Ai+ 1
2
(ui+2 − ui−1) = fi+2 − fi−1 (4.20)

It is clear that this flux function allows for a one-point stationary shock if the inter-

mediate state is collinear with the end states in state space since at every interface,
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the difference in conserved variables is either zero or a null vector of the Roe matrix

that spans the left and right states. Just like flux function A, this reduces to Roe’s

Riemann solver for a single jump in data. For this function, an entropy fix is more

traditional since it can be included directly within the Roe matrix. Flux function B

can also be written as a correction to Roe’s Riemann solver as

fB
i+ 1

2
=

1

2
(f∗i + f∗i+1)− 1

2

∣∣∣Ai+ 1
2

∣∣∣ (ui+1 − ui) (4.21)

=
1

2

(
fi+1 − Ãi(ui+1 − ui) + fi + Ãi+1(ui+1 − ui)

)
−1

2
|Ai+ 1

2
|(ui+1 − ui) (4.22)

=
1

2
(fi + fi+1)− 1

2
|Ãi+ 1

2
|(ui+1 − ui)

+
1

2

(
|Ãi+ 1

2
|+ Ãi+1 − Ãi − |Ai+ 1

2
|
)

(ui+1 − ui) (4.23)

4.4 Burgers’ Equation

While the new methodology is designed for the Euler equations, it is important

to understand its effect on simpler models. The simplest scalar, nonlinear hyperbolic

equation, Burgers’ equation is a model equation for simple waves of the Euler equa-

tions. While not susceptible to the anomalous behavior of interest, it is important

to ensure the new methods do not harm its solutions and still maintain a reasonable

solution quality.

In the inviscid limit, the equation for the velocity u(x, t) can be written as

ut + fx = ut +

(
1

2
u2

)
x

= ut + uux = 0. (4.24)

The velocity is convected with speed u so that continuous solutions satisfy

u(x, t) = u0(x− u(x, t)t) (4.25)
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for initial condition u(x, 0) = u0(x). Shockwaves are represented by the jump con-

ditions ∆(1
2
u2) = S∆u and move with speed S = 1

2
(uL + uR). The Roe-averaged

velocity is just the arithmetic average, ũ = 1
2
(uL + uR). Since there is only variable,

there can be no ambiguity in shock position. The interpolated flux for this system is

f ∗i =
1

2
(fi+1 + fi−1)− 1

4
(ui−1 + ui+1)(ui+1 − 2ui + ui−1) (4.26)

=
1

4

[
u2
i+1 + u2

i−1 − (ui−1 + ui+1)(ui+1 − 2ui + ui−1)
]

(4.27)

=
1

2
[ui(ui+1 + ui−1)− ui−1ui+1] (4.28)

The interpolated flux is not without its flaws. This flux may be negative and therefore

not realizable. This will happen if

(ui+1 + ui−1)ui
ui+1ui−1

< 1, (4.29)

represented by the unshaded part of Figure 4.1 as a function of the ratios of data from

neighboring cells, ui−1/ui and ui+1/ui. Clearly such data will only arise exceptionally,

but perhaps the interpolated flux should be avoided for these cases. If so, there may

be situations where a similar difficulty arises for the Euler equations.

−1 0 1 2 3
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−0.5
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0.5

1

1.5

2
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3

ui−1/ui

u
i+

1
/u

i

Figure 4.1: Physically realizable region of interpolated flux for Burgers’ Equation
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Writing both new flux functions can be done by first expanding the sum of inter-

polated fluxes,

f ∗i + f ∗i+1 =
1

2
(u2

i + u2
i+1) +

1

2
((ui+2 − ui−1)− (ui+1 − ui))(ui+1 − ui) (4.30)

and putting it together as

fA
i+ 1

2
=

1

2
(f ∗i + f ∗i+1)− 1

4
sign(ui+1 + ui)(ui+2 + ui−1)(ui+1 − ui) (4.31)

fB
i+ 1

2
=

1

2
(f ∗i + f ∗i+1)− 1

4
|ui−1 + ui+2|(ui+1 − ui). (4.32)

This illustrates that the difference between flux functions A and B is in the choice of

wavespeed used within the sign function.

4.4.1 Total Variation Diminishing

First introduced by Harten [26] total variation diminishing (TVD) is a property

of numerical schemes that ensures they preserve monotonicity and do not create local

extrema. Initially introduced as total variation non-increasing, it was developed as a

property to establish the convergence of finite difference schemes to weak solutions.

These days, it has taken on a more general meaning of ‘nice’, is a good property to

have and has been influential in the design of many numerical methods.

Defining the discrete total variation as

TV (u) =
∑
i

|ui − ui−1|, (4.33)

a method is TVD if

TV (un+1) ≤ TV (un). (4.34)

The approach used to determine whether the new flux functions are TVD is based
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on the original work of Harten [22]. The flux functions are said to be TVD if

∆t

∆x

∣∣∣∣f ∗i+1 − f ∗i
ui+1 − ui

∣∣∣∣ ≤ q∗
i+ 1

2
≤ 1 (4.35)

is satisfied, where q∗
i+ 1

2

is the numerical viscosity coefficient obtained by writing the

flux function in the form

fi+ 1
2

=
1

2
(f ∗i + f ∗i+1)− 1

2

∆x

∆t
q∗
i+ 1

2
(ui+1 − ui). (4.36)

This condition for TVD simplifies to

1

2

∆t

∆x
|ui+2 + ui−1| ≤ q∗

i+ 1
2
≤ 1 (4.37)

and the new flux functions can be checked. For flux function A, the viscosity coeffi-

cient is

q∗,A
i+ 1

2

=
1

2

∆t

∆x
sign(ui+1 + ui)(ui+2 + ui−1) (4.38)

and the lower bound of Equation (4.37) reduces to

|(ui+2 + ui−1)| ≤ sign(ui+1 + ui)sign(ui+2 + ui−1) |(ui+2 + ui−1)| . (4.39)

and thus flux function A is not TVD, since this condition does not hold for all data.

For flux function B, the viscosity coefficient is

q∗,B
i+ 1

2

=
1

2

∆t

∆x
|ui−1 + ui+2| (4.40)

and the lower bound of Equation (4.37) is trivially satisfied, therefore flux function

B is TVD by this approach. For both flux functions, the upper bound is a CFL-like
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condition and can be satisfied through the proper choice of timestep.

This analysis demonstrates an advantage of flux function B and suggests where

changes to flux function A need to be made to prevent the growth of solution extrema.

The results from analysis of the interpolated flux from both a physicality and TVD

perspective strongly point towards interpolated fluxes only being used if the data is

monotone. At this point, since this is just a scalar result (and a scalar property),

it is not clear which variables should be monotone in a system of equations, but is

definitely worth considering in the future development and understanding of both

new flux functions.

4.4.1.1 TVD of the Interpolated Flux

It seems that the interpolated flux should also follow some sort of TVD property.

Given the flux information, the interpolated flux should not produce extrema. One

way to ensure this for the interpolated flux to be bounded by the neighboring fluxes,

0 ≤ f ∗i − fi−1

fi+1 − fi−1

≤ 1, (4.41)

which reduces to

0 ≤ ui − ui−1

ui+1 − ui−1

≤ 1, (4.42)

again, a condition on the monotonicity of the data. This reassuring, but does not

guarantee TVD of the conserved data itself.

4.4.2 Numerical Results

To quantitatively compare flux functions A and B, several numerical tests are used.

In each case, a CFL number of 0.5 is used and no waves are permitted to reach the

boundary, to avoid the effects of boundary conditions. First, two smooth expansion

wave tests are done, a right going expansion wave, with uL = 0.1 and uR = 0.9 and
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Figure 4.2: (left) Right going expansion wave for Burgers’ Equation. (middle) Cen-
tered expansion wave. (right) Right moving shockwave.

a centered expansion wave with uL = −0.5 and uR = 0.5. Results in Figure 4.2

demonstrate the ability of each flux to simulate expansion waves. In both cases, flux

function A and flux function B perform comparably and there is no obvious benefit

to one or the other. Next, a single right moving shockwave with speed 0.5 and initial

conditions uL = 0.1 and uR = 0.9 is simulated. In this case, again in Figure 4.2, both

flux functions perform nearly identically. In each case, the initial data is monotone

so the differences are small, but if the data was not monotone, flux function B would

appear to be better, simply based on analysis. In practice, a lot of the differences can

be removed through the choice of entropy-fix, so results for non-monotone cases are

not shown. Nonetheless, Burgers’ equation does provide several interesting analytic

results and can be used in shaping the development future flux functions.

4.5 Euler Equations

From equation (4.4), the first two components of the interpolated flux for the

Euler equations are

f∗i,1 = ρiui

f∗i,2 =
(
pi + ρiu

2
i

)
+

3− γ
2

(
ρi−1ρi+1(ui−1 − ui+1)2

(
√
ρi−1 +

√
ρi+1)2

− ρi (ũi − ui)2

)
(4.43)
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Examining these components, the interpolation process does not affect the mass flux.

This is expected since the mass flux is simply the momentum, a conserved quantity.

In effect, interpolation has done exactly as intended, leaving conserved quantities

alone and making an adjustment to the pressure, which assumes local thermodynamic

equilibrium.

4.5.1 Canonical Test Problems

To demonstrate the performance of both new flux functions, several canonical test

problems are used. In each case, a CFL number of 0.5 is used along with a uniform

grid. To enforce boundary conditions, ghost cells are added on the boundaries, with

an additional ghost cell added to compute the interpolated flux. While there are other

methods for enforcing boundary conditions with the new flux functions, it is not the

focus of this work. As in Chapter III, γ = 1.4 is used unless otherwise specified.

4.5.1.1 Sod’s Problem

Sod’s shocktube problem [87] is one of the most common test problems and a

benchmark Riemann problem for almost all shock-capturing codes. The initial con-

ditions are 
ρL

uL

pL

 =


1.0

0.0

1.0

 ,

ρR

uR

pR

 =


0.125

0.0

0.1

 . (4.44)

with the interface at x = 0. Results are shown in Figure 4.3 for flux functions A

and B, with Roe’s Riemann solver and the exact solution for comparison. All three

flux functions show nearly indistinguishable results and perform as expected on this

problem, since the shock is far from stationary.
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Figure 4.3: Numerical results for Sod’s Shocktube Problem.

4.5.1.2 Woodward and Colella Double Blast Wave

A notoriously tough test problem, the Woodward and Colella double blast wave

[97] describes the interaction of two strong shocks. The domain is of unit length with

walls on both ends and three regions with a constant density and velocity, ρ = 1 and

u = 0 and pressure defined as

p =


1000 0.0 ≤ x ≤ 0.1

0.01 0.1 < x < 0.9

100 0.9 ≤ x ≤ 1.0.

(4.45)

Results are shown in Figure 4.4 for a grid with 200 cells. With no analytic solution

available, a fine grid solution on 1000 cells is shown for comparison. Again, both new

flux functions perform comparably to Roe’s Riemann solver and do an adequate job

representing the flow solution.

4.5.1.3 Shu-Osher Problem

The Shu-Osher problem [86] is a well known test problem where a Mach 3 shock-

wave interacts with a wave in density designed to test how well numerical methods

resolve small scale flow features in the presence of shocks. While generally used as

a test for higher-order methods, it is still a good test for the new flux functions to
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Figure 4.4: Numerical results for the Double Blast Wave problem at t =
0.24, 0.28, 0.32, 0.34 representing before, during, and after the two shocks
have interacted.
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Figure 4.5: Numerical results for the Shu-Osher test problem at t = 1.8.

see how well they handle interacting shocks and contact discontinuities. A domain

of −5 ≤ x ≤ 5 is used with left and right states separated at x = −4 and initial

conditions
ρL

uL

pL

 =


3.857143

2.629369

10.33333

 ,

ρR

uR

pR

 =


1.0 + 0.2 sin(5x)

0.0

1.0

 . (4.46)

and γ = 1.4. One hundred cells are used and a fine grid solution of five hundred cells

is used for comparison. Again, both new flux functions perform comparably to Roe’s

Riemann solver, as shown in Figure 4.5. The results in this problem and the previous

two problems are not all that surprising given the similarity of the new fluxes to Roe’s

Riemann solver in most circumstances. Of utmost importance is that interpolating

the fluxes does not broaden the shocks or result in smoothing of other flow features.

4.5.2 Numerical Shockwave Anomalies

Since both new fluxes perform reasonably well on standard test problems, they

are tested on the anomalies described in Chapter III. By construction, both fluxes

compute a stationary shock with no positional ambiguity, so the stationary shock is

not examined.
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4.5.2.1 The Slowly Moving Shock Phenomenon

To determine how well they maintain the unambiguous shock structure as the

shockwave moves, the slowly moving shock phenomenon is examined. Rather than

construct it by perturbing the stationary case, the exact solution for a shock of speed

S is used with the left state from (3.2) and the right state as


ρR

uR

pR

 =


S−1

S− 2(S−1)
γ+1

+ 2

M2
L

(γ+1)(S−1)
−1

2(S−1)
γ+1

− 2
M2
L(γ+1)(S−1)

+ 1

2(S−1)2

γ+1
−
(

2
γ+1
− 1

γ

)
1
M2
L

 . (4.47)

with the problem initialized as a Riemann Problem. Results are shown for the Mach

10 shockwave for three different shock speeds.

Looking at the results in Figure 4.6 for the slowest shock speed, both new fluxes

greatly reduce the momentum spike in the slowly moving shock. Flux function A

appears to completely remove it, while flux function B leaves a very small spike

behind. Of utmost importance is that the new flux functions have not smeared out

the shockwave - there is still only one intermediate state at any particular time. The

state space plots demonstrate the linearly placed intermediate shock states. It is clear

that the ambiguity in shock position has been dramatically reduced. This is expected,

since in this case, the shock is very close to stationary.

For a slightly faster shock, in Figure 4.7, both fluxes again significantly reduce the

momentum spike and perform well, although the difference between flux function A

and flux function B is clearer. For this problem, flux function A maintains a much

more linear shock profile than flux function B. For an even faster shock in Figure

4.8, the momentum spike with Roe’s flux is smaller and the anomalous behavior is

less pronounced. In each momentum plot, there is also evidence of a small start-up

error. Again, the new fluxes suffer less from this effect as well. As the shock speed
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is increased and more intermediate states are needed in the shock, the new fluxes are

less able to preserve the one point shock and as seen in state space, deviate more

from the linear profile.

Combining all these results and looking specifically at the momentum, where the

largest error is observed, leads to Figure 4.9. In this figure, the error is defined as

Relative Maximum Momentum Error =
max
x,t

(ρu)− ρRuR

ρRuR
× 100, (4.48)

which is a measure of the momentum overshoot. Flux function A reduces the error

the most, outperforming flux function B on this problem for all Mach numbers.

4.5.2.2 Wall Heating

With the strong performance on the slowly moving shock phenomenon, the new

fluxes are tested on the Noh Problem. The same conditions from Section 3.2 are

used with a CFL number of 0.5. While there is some dependency on CFL number,

the trends displayed and overall performance remains the same. Comparing the new

fluxes to Roe’s Riemann solver in Figure 4.10, all three methods compute velocity

and pressure equivalently. Looking at the density defect at the wall, flux function

A dramatically outperforms flux function B, especially for the Mach 10 shock, likely

due to the flux function A’s Looking at the relative wall density error, defined as

Relative Wall Density Error =
ρwall − ρexact

ρexact
× 100 (4.49)

in Figure 4.11 shows that for all Mach numbers, flux function A reduces the error

significantly while flux function B performs comparably to Roe’s Riemann solver,

reducing the density defect slightly in comparison. Thus reducing the ambiguity in

shock position can reduce the density defect at the wall. The improvement is greatest

at higher Mach numbers, when the shock speed is slowest.
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Figure 4.6: Results for the slowly moving shock problem with S = 0.0001. (top) Roe’s
Riemann Solver. (middle) Flux function A. (bottom) Flux function B.
For each flux, density, momentum, and energy are shown as a function of
space and time. On the right, the results are plotted in conserved state
space.

58



0

0.5

1

0

10

20
1

2

3

4

5

SpaceTime

D
e
n
s
it
y

0

0.5

1

0

10

20
1

1.1

1.2

1.3

SpaceTime

M
o
m
e
n
tu
m

0

0.5

1

0

10

20

1

1.5

2

SpaceTime

E
n
e
rg
y

2

4

1
1.1

1.2
1.3

1

1.5

2

DensityMomentum

E
n
e
rg
y

0

0.5

1

0

10

20
1

2

3

4

5

SpaceTime

D
e
n
s
it
y

0

0.5

1

0

10

20
1

1.1

1.2

1.3

SpaceTime

M
o
m
e
n
tu
m

0

0.5

1

0

10

20

1

1.5

2

SpaceTime

E
n
e
rg
y

2

4

1
1.1

1.2
1.3

1

1.5

2

DensityMomentum

E
n
e
rg
y

0

0.5

1

0

10

20
1

2

3

4

5

SpaceTime

D
e
n
s
it
y

0

0.5

1

0

10

20
1

1.1

1.2

1.3

SpaceTime

M
o
m
e
n
tu
m

0

0.5

1

0

10

20

1

1.5

2

SpaceTime

E
n
e
rg
y

2

4

1
1.1

1.2
1.3

1

1.5

2

DensityMomentum

E
n
e
rg
y

Figure 4.7: Results for the slowly moving shock problem with S = 0.001. Same plots
as Figure 4.6.
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Figure 4.8: Results for the slowly moving shock problem with S = 0.1. Same plots
as Figure 4.6.
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Figure 4.9: Relative Maximum Momentum Error vs Shock Speed for Roe’s Riemann
Solver (×), flux function A (�), and flux function B (◦) for Mach 2.0 (left)
and Mach 10.0 (right). Both new flux functions reduce the momentum
spike significantly for all shock speeds.
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Figure 4.10: Density, velocity and pressure results for the Noh problem with initial
Mach number of 2 (top) and Mach number of 10 (bottom).

4.5.2.3 One-dimensional Carbuncle

Numerically, neither flux function A or flux function B show any sign of the

carbuncle after extensive testing. To further confirm that all intermediate states are

stable and the fluxes are carbuncle-free, the work of Barth is followed [2]. Starting

with a one-point stationary shock, the residual function corresponding to the net flux

through the intermediate state is

r(uM ; uL,uR) = fMR − fLM (4.50)

for the shock with left and right endpoints uL and uR. This function has a zero

eigenvalue and a singular Jacobian matrix, det
[

∂r
∂uM

]
= 0, since all middle states uM

are stationary points. To determine the sensitivity to the zero eigenvalue, examine
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Figure 4.11: Relative Wall Density Error vs Mach number for Roe’s Riemann Solver
(×), flux function A (�), and flux function B (◦).

the semi-discrete equations on a grid with unit spacing,

∂uM
∂t

+ r(uM ; uL,uR) = 0. (4.51)

Near a stationary solution, u∗, the residual, r(u∗; uL,uR), is zero and the residual

can be linearized with uM = δu + u∗ as

r(uM) = r(u∗ + δu) = r(u∗) +
∂r(u∗)

∂uM
δu (4.52)

such that δu is governed by

∂(δu)

∂t
+
∂r(u∗)

∂uM
δu = 0 (4.53)
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and the solution can be determined from the eigenvalues, λi, and eigenvectors, ri, of

the residual Jacobian,

δu(t) = α1r1 + α2r2e
−λ2t + α3r3e

−λ3t (4.54)

where λ1 corresponds to the stationary eigenvalue and is zero. Stability and carbuncle

free requires λ2, λ3 ≥ 0 to ensure the stability of uM . To avoid boundary effects, the

eigenvalues of ∂r
∂u

are examined for a stationary shock problem using several extra

cells. For this analysis, the initial middle state is created on the nonphysical branch

of the Hugoniot for Roe’s Riemann solver and on a straight line in state space for the

new flux functions. The results are shown in Figure 4.12 for Roe’s flux function and

both new flux functions. At Mach 10 and 20, negative eigenvalues are seen only for

the Roe flux. From this analysis, both new flux functions are carbuncle-free in one

dimension.

4.6 Summary

In this chapter, two new flux functions were developed that have an unambiguous

sub-cell shock position. On all of the shock anomalies in one-dimension, both fluxes

show improvement on existing methods without smearing or diffusing the shock. On

a range of other canonical problems, there is no major detriment to using the flux

functions outside of shockwaves since they reduce to a second-order correction to Roe’s

Riemann solver and the differences are not observed in the first-order framework.
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Figure 4.12: Stability Results for the one-dimensional carbuncle for flux function A
(top), flux function B (middle), Roe’s Flux (bottom) for 4 different Mach
numbers. Only Roe’s Flux has negative (unstable) eigenvalues.

64



CHAPTER V

Extensions

Both new flux functions show significant reduction of shockwave anomalies in

one-dimension. For these methods to be practical, they need to be extended past

first-order accuracy and to multi-dimensional problems. In this chapter, both of

these extensions are developed. Although around strong shocks, higher-order methods

reduce to first-order, the new fluxes should still fit within their framework and perform

accurately in smooth regions. While there are many more complex methods for these

extensions than the ones used, they serve as simply a verification of the capabilities

and potential of the new flux functions.

5.1 Second-Order Accuracy

To extend the new flux functions to second-order accuracy, a MUSCL-type recon-

struction is used [94]. In the one-dimensional case, in each cell, a linear reconstruction

of both conserved variables and fluxes can be defined

ui(x) = ui + ux,i(x− xi) (5.1)

f∗i (x) = f∗i + f∗x,i(x− xi) (5.2)
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by defining gradient functions ux,i, f
∗
x,i of the left and right gradients,

ux,i = ux,i

(
ui − ui−1

xi − xi−1

,
ui+1 − ui
xi+1 − xi

)
(5.3)

f∗x,i = f∗x,i

(
f∗i − f∗i−1

xi − xi−1

,
f∗i+1 − f∗i
xi+1 − xi

)
. (5.4)

To prevent oscillations produced by the reconstruction, limiters are required. A well

known problem with second-order and higher schemes [23], these oscillations are dif-

ferent than those produced in the first-order scheme, but nonetheless problematic.

To ensure that temporal errors do not reduce spatial accuracy, a second order Runge-

Kutta method is used [24]

u
n+ 1

2
i = uni +

∆t

∆x
(fn
i+ 1

2
− fn

i− 1
2
). (5.5)

un+1
i =

1

2
(uni + u

n+ 1
2

i ) +
∆t

2∆x
(f
n+ 1

2

i+ 1
2

− f
n+ 1

2

i− 1
2

). (5.6)

If a Riemann solver is used, the interface fluxes are computed using reconstructed

data at the edges, with

fi+ 1
2

= f(u+
i ,u

−
i+1) (5.7)

where u+
i and u−i+1 are the edge values of the conserved variables defined as

u+
i = ui +

∆x

2
ux,i, u−i+1 = ui+1 −

∆x

2
ux,i+1. (5.8)

Using a similar notation for edge values of the interpolated fluxes

f∗,+i = f∗i +
∆x

2
f∗x,i, f∗,−i+1 = f∗i+1 −

∆x

2
f∗x,i+1 (5.9)

there are several ways to utilize the reconstructions within the new flux functions.

Flux function A can be computed using only interpolated flux reconstructions (re-
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ferred to as A-U1F2) as

fA
i+ 1

2
=

1

2
(f∗,+i + f∗,−i+1)− 1

2
sign(Ã(ui,ui+1))(f∗,−i+1 − f∗,+i ) A-U1F2 (5.10)

or reconstructing both interpolated fluxes and conserved variables as

fA
i+ 1

2
=

1

2
(f∗,+i + f∗,−i+1)− 1

2
sign(Ã(u+

i ,u
−
i+1))(f∗,−i+1 − f∗,+i ) A-U2F2. (5.11)

For flux function B, there is more flexibility on how the reconstructions should be

used. Three particular variations of B are tested in this thesis: reconstructing only

interpolated fluxes, reconstructing only conserved variables, and reconstructing both.

They are expressed as follows.

fB
i+ 1

2
=

1

2
(f∗,+i + f∗,−i+1)− 1

2

∣∣∣Ã(ui−1,ui+2)
∣∣∣ (ui+1 − ui) B-U1F2 (5.12)

fB
i+ 1

2
=

1

2
(f∗i + f∗i+1)− 1

2

∣∣∣Ã(ui−1,ui+2)
∣∣∣ (u−i+1 − u+

i ) B-U2F1 (5.13)

fB
i+ 1

2
=

1

2
(f∗,+i + f∗,−i+1)− 1

2

∣∣∣Ã(ui−1,ui+2)
∣∣∣ (u−i+1 − u+

i ) B-U2F2 (5.14)

For flux function B, the Roe-averaged flux Jacobian was kept as only a function of

the cell-averaged data, since it is not computed locally.

5.2 Two Dimensions

uL

uR

Figure 5.1: Oblique shock in two dimensions. Intermediate states shown in gray.
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The addition of a second spatial dimension does not change the underlying phi-

losophy. In one dimension, the straight line in conserved state space contains the

projections of the exact solution onto cell-averaged space. In two dimensions, the

same statement is true; cell-averages of the exact solution in each intermediate state

are on this line. Numerically, there are still intermediate shock states which contain

data that should not be trusted (Figure 5.1) and ideally these should be forced on

to the straight line connecting end states. In the stationary case, each intermediate

shock state is adjacent to at least two end states of the shock, although not necessarily

aligned in the x or y direction. Thus the interpolated flux in the x-direction should lie

on a straight line in flux space with the interpolated flux in the y-direction. This re-

quires a genuinely two-dimensional method, using interpolated fluxes computed from

information in both directions, which at this point is left for future work.

Nevertheless, with the strong performance in one dimension, a simple extension

of the one-dimensional method is a natural first step. Given a system of hyperbolic

conservation laws in two dimensions in conservation form

ut + f(u)x + g(u)y = 0, (5.15)

or quasi-linear form

ut + A(u)ux + B(u)uy = 0, (5.16)

with flux Jacobians A = ∂f
∂u
,B = ∂g

∂u
, the first-order finite volume method in one

dimension can be extended to two dimensions using the update equations

un+1
i,j − uni,j

∆t
+

fn
i+ 1

2
,j
− fn

i− 1
2
,j

∆xi,j
+

gn
,j+ 1

2

− gn
i,j− 1

2

∆yi,j
= 0. (5.17)

with each flux being treated in its respective direction. In each cell, there is now a
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pair of interpolated fluxes,

f∗i,j =
1

2
(fi−1,j + fi+1,j)−

1

2
Ãi−1,i+1,j(ui+1,j − 2ui,j + ui−1,j) (5.18)

g∗i,j =
1

2
(gi,j−1 + gi,j+1)− 1

2
B̃i,j−1,j+1(ui,j+1 − 2ui,j + ui,j−1). (5.19)

Both flux functions A and B follow from Equations (4.12) and (4.19). To ensure

stability, a CFL condition similar to Equation (2.25) is used, with

CFL = max
i
|λi,x|

∆t

∆x
+ max

i
|λi,y|

∆t

∆y
≤ 1. (5.20)

For all the second-order methods described, the extension to two-dimensions follows,

with a gradient in both x and y direction constructed and limited independently.

5.2.1 Euler Equations

Only experiments on the Euler equations are performed with either extension. In

two dimensions, the Euler equations are

∂

∂t



ρ

ρu

ρv

E


+

∂

∂x



ρu

ρu2 + p

ρuv

ρuH


+

∂

∂y



ρv

ρuv

ρv2 + p

ρvH


= 0 (5.21)

with equation of state p = (γ − 1)
(
E − 1

2
ρ(u2 + v2)

)
. The flux Jacobians and Roe’s

Riemann solver are similar to that in one-dimension and can be found in [91].
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5.3 Second-Order Accuracy Results

5.3.1 Simple Waves

To verify the accuracy of the second-order extension, several simple wave tests are

done. The first is a simple travelling density wave with solution

ρ = ρ∞ + A sin[π(x+ y − (u∞ + v∞)t)] (5.22)

u = u∞ (5.23)

v = v∞ (5.24)

p = p∞ (5.25)

on a periodic domain of 0 ≤ x, y ≤ 2. Both a two-dimensional version and a one-

dimensional version, obtained by setting y = 0 and v∞ = 0, are examined. In the two

examples shown, A = 0.5, ρ∞ = p∞ = 1 and the velocities are u∞ = 0.5, v∞ = 1. A

CFL number of 0.5 is used the error is measured at a time of t = 4.0, corresponding

to one complete period in x. The spatial error is computed from the exact solution

using the L-2 norm of density. The results in Figure 5.2 demonstrate that second-order

accuracy is achieved for both new flux functions in both one and two dimensions. For

flux function A, second-order accuracy is achieved provided the interpolated fluxes

are reconstructed, regardless of how the conserved variables are treated. For flux

function B, second-order accuracy is achieved with only the reconstruction of the

conserved variables, though reconstructing interpolated fluxes does reduce the error

by about 50%. This result, while somewhat surprising, is actually true of Roe’s

Riemann solver as well, where if the fluxes are computed using cell-centered conserved

variables, second-order accuracy can still be achieved.

Next, two one-dimensional simple acoustic waves described by Lowrie [56] with
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Figure 5.2: Error Convergence for the 1D (left) and 2D (right) moving density wave.
First-order convergence is obtained using the original first-order method
and with reconstructions of only conserved variables for A (U2F1) or
interpolated fluxes for B (U1F2). Second-order accuracy is obtained for
both new flux functions using the other choices of reconstructed variables
(A-U2F2, A-U1F2, B-U2F2, B-U2F1).

initial conditions

u(x)

a∞
= M∞ +

2

γ + 1

V (x)

a∞
(5.26)

ρ(x)

ρ∞
=

[
1 +

γ − 1

2

(
u(x)

a∞
−M∞

)] 2
γ−1

(5.27)

p(x)

p∞
=

[
1 +

γ − 1

2

(
u(x)

a∞
−M∞

)] 2γ
γ−1

(5.28)

are used, where V = u+ a, and V is a solution to Burgers’ equation. First, a smooth

solution sharpening into a shockwave, with initial condition

V (x) =
1

2πts
cos(2πx) (5.29)

is examined, where ts corresponds to the time of shock formation. The reference

quantities are M∞ = a∞ = ρ∞ = p∞ = 1.0 and shock formation time is 2.0. For

accuracy, a smooth solution is required, so the spatial error is measured prior to the

shock formation, at t = 1.0, when the solution is still relatively smooth. Again,

a CFL number of 0.5 is used in each case and the L-2 norm of density error is
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Figure 5.3: Error convergence for the simple compression wave.

measured. Results in Figure 5.3 demonstrate second-order accuracy similar to that

for the traveling density wave.

Since second-order accuracy is achieved for the compression wave, a smooth ex-

pansion wave is examined, with initial condition

V (x) = 0.04 tanh(10(x− 0.5)). (5.30)

The reference Mach number, M∞, is set to -1.0 to keep the expansion wave centered

inside the domain. A CFL number of 0.5 is used and a similar set of results to the

previous tests are generated. In Figure 5.4, first-order and second-order results are

presented. Unlike the simple compression wave, there are differences between the

reconstruction choices in the new flux functions. While the same orders of accuracy

as before are achieved, there is some difference in the magnitude of the error.

5.3.2 Isentropic Vortex

With the new flux functions achieving second-order accuracy for simple waves, a

slightly more complex problem is examined: an isentropic vortex. First described in
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Figure 5.4: Error convergence for the simple expansion. First order results (left) and
second order results (right).

1998 [29], its solution is defined by the following expressions

u(x, y, t)

a∞
=

u∞
a∞
− K

2πa∞
ȳeα(1−r̄2)/2 (5.31)

v(x, y, t)

a∞
=

v∞
a∞

+
K

2πa∞
x̄eα(1−r̄2)/2 (5.32)

ρ(x, y, t)

ρ∞
=

(
1− K2(γ − 1)

8απ2a∞
eα(1−r̄2)

) 1
γ−1

(5.33)

p(x, y, t)

p∞
=

(
1− K2(γ − 1)

8απ2a∞
eα(1−r̄2)

) γ
γ−1

(5.34)

where the coordinates are defined relative to the vortex center as

x̄ = x− x0 − u∞t (5.35)

ȳ = y − y0 − v∞t (5.36)

r̄ =
√
x̄2 + ȳ2. (5.37)

For these results, a domain of 0 ≤ x, y,≤ 10 with periodic boundary conditions is

used and the parameters chosen as α = 1, ρ∞ = 1, p∞ = 1/γ, u∞ = v∞ = 2, (x0, y0) =

(5, 5) and K = 5. After one period, the spatial error is analysed. Results in Figure

5.5 again demonstrate second-order accuracy.
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Figure 5.5: Error convergence for the isentropic vortex.

5.3.3 Summary

In this section, both new flux functions were tested on a range of smooth problems

using a MUSCL-type extension to obtain second-order accuracy. In all problems,

improved accuracy was achieved in several ways through reconstruction of conserved

variables and/or interpolated fluxes. This was expected since for smooth problems,

the interpolated flux is merely a second-order correction to the exact flux, such that

the effect of both new flux functions is minimal.

5.4 Results for Two-dimensional Shocks.

5.4.1 Rotated Slowly Moving Shock Problem

The rotated slowly moving shock problem consists of the one-dimensional shock-

wave defined in Equations (3.2) and (4.47) on a two-dimensional grid at an angle α

to the grid. This problem is designed to determine the effectiveness of the new flux

functions on slowly moving shocks that are not aligned with the grid. The grid is

uniform with 0 ≤ x ≤ 2 and 0 ≤ y ≤ 1 such that the inflow and outflow bound-

aries are sufficiently far from the shock to minimize their effects. To allow for the

boundary conditions to be easily implemented, shock angles are chosen such that the

shock directly connects two grid points exactly. This ensures that every edge is either
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Figure 5.6: Initial set-up for the rotated slowly moving shock problem.

entirely inflow/outflow or skew-periodic. The top point of the shock in each test is

(x0, y0) = (0.5, 1). Only the first-order method is used since the second-order methods

reduce to first-order around the shock and do not reduce the momentum spikes [37].

The results are shown in both the physical frame and the shock-aligned frame. At

α = 0, they are identical to the one-dimensional case. For α = 5.71◦ with M0 = 2.0

and a shock speed of 0.01, the results in Figures 5.7 to 5.9 for Roe’s flux and flux

functions A and B show that both new flux functions reduce the momentum normal

to the shockwave. The tangential momentum spike, however, is greater for both new

flux functions. Both new fluxes significantly reduce the momentum spike normal

to the shockwave for all angles (Figure 5.10) but worsen the spike tangential to the

shock. For a faster moving shock at speed 0.1, the same trends continue for all angles,

as seen in Figure 5.11.

Looking at a stronger shock, the tangential errors cause problems for both new

fluxes. Specifically, for Mach 10 shock, the large tangential spikes lead to negative

pressures, preventing a solution for α = 5.7◦ for both new flux functions. This is a

result that is in agreement with the TVD analysis of Burgers’ Equation in Section

4.4, where differences in sign between inner and outer wavespeeds can lead to the
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growth of extrema. Nonetheless, as seen in the specific examples in Figures 5.12 to

5.16 and in the error plots in Figures 5.17 and 5.18, when the new flux functions do

work, they show significant improvement normal to the shock.

5.4.2 1.5D Carbuncle

The one-and-a-half dimensional carbuncle consists of a planar shockwave in two-

dimensions with identical conditions to the one dimensional problem in the x-direction

and periodicity in the y-direction. The shockwave is initialized by prescribing the

shock position in density, xS(ρ), and setting the remaining states based on the stable

position of the intermediate state. The initial Mach number is 6.0 with a CFL number

of 0.5 on a 50 × 25 uniform grid. 10,000 timesteps are run to check for instability.

Similar to the work of Dumbser, a perturbation of O(10−6) is introduced. In this

work, the perturbation has only been introduced to the intermediate state, leaving

the pre- and post-shock states to preserve the initial properties of the stationary

shock. Two main results are observed.

1. For perturbations in density, x-momentum, or energy that are identical in the

y-direction, the result is the same as the one-dimensional case - all intermediate

states are stable for both flux functions.

2. For either in density, x-momentum, or energy that are not identical in the y-

direction or any perturbation to y-momentum (which is initially zero), both

new flux functions are universally unstable.

In both of these situations, Roe’s Riemann Solver was stable for certain intermediate

shock positions and unstable for others. The new flux functions show no improvement

over Roe’s Riemann solver for this problem except in the purely one-dimensional case.

Tangential perturbations prove difficult as they become unbounded and lead to failure

of the solver.
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5.4.3 Double Mach Reflection

To see how the new flux functions perform on a more practical problem with

interacting shocks, the double Mach reflection is used. First described by Woodward

and Colella [97], the double Mach reflection is designed to represent the interaction

and reflection of a planar shockwave with a wedge. The initial conditions consist of

a Mach 10 shockwave with initial position x = 1
6

+ y√
3

and left and right states

uL =



8

57.16

−33.00

563.54


uR =



1.4

0.0

0.0

2.5


. (5.38)

The grid is uniform with 0 ≤ x ≤ 4 and 0 ≤ y ≤ 1. The wedge is modeled with

a reflecting boundary condition, situated on the bottom from x = 1/6 to the end

of the domain. The region prior to the wedge uses an inflow boundary condition as

does the left side, at x = 0. The top boundary condition is set to the exact solution,

following the shockwave in time and the right boundary condition is a simple outflow

boundary condition. First-order results are shown in Figure 5.19. Both new fluxes

perform well at the shock front but differ in the post-shock region, especially flux

function A, which miscalculates the location of the interacting shock structure.

While second-order reconstructions as well as significantly finer grids were at-

tempted, as the flow fields were resolved, both new fluxes experienced problems within

the stagnation region near the wedge, due to the sensitivity to changes in velocity

sign leading to either negative pressures or nonphysical fluxes, and failed to produce

a physical solution.

77



5.4.4 Summary

The results show that even for oblique shocks, both new flux functions reduce

errors normal to the shock front. Even with the simplistic implementation of the

fluxes in two dimensions, there is a tangible gain for slowly moving shocks, suggesting

a more intelligent treatment would produce even further benefits. Unfortunately, the

second spatial dimension exacerbates the potential problems found in one dimension,

such as nonphysicality of the interpolated fluxes and entropy-violating shockwaves.

A particular problem is the performance of both new flux functions near oscillations

in velocity, which can lead to negative pressures and densities.
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Figure 5.7: Results for the rotated slowly moving shock problem for Roe’s Riemann
solver with M0 = 2, S = 0.01, and α = 5.71◦. Plots of density, x and y
momentum, and pressure are shown in the physical frame, while density,
normal and tangential momentum and pressure are shown in the shock
frame.
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Figure 5.8: Results for the rotated slowly moving shock problem for flux function A.
Same conditions and plots as Figure 5.7.
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Figure 5.9: Results for the rotated slowly moving shock problem for flux function B.
Same conditions and plots as Figure 5.7.
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Figure 5.10: Errors in momentum for both new flux functions and Roe’s Riemann
solver for the Mach 2.0 shock with speed 0.01.
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Figure 5.11: Errors in momentum for both new flux functions and Roe’s Riemann
solver for the Mach 2.0 shock with speed 0.1.
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Figure 5.12: Results for the rotated slowly moving shock problem for Roe’s Riemann
solver with M0 = 10, S = 0.01, and α = 11.4◦. Plots of density, x and y
momentum, and pressure are shown in the physical frame, while density,
normal and tangential momentum and pressure are shown in the shock
frame.
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Figure 5.13: Results for the rotated slowly moving shock problem for flux function
A. Same conditions and plots as Figure 5.12.
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Figure 5.14: Results for the rotated slowly moving shock problem for Roe’s Riemann
solver with M0 = 10, S = 0.01, and α = 41◦. Plots of density, x and y
momentum, and pressure are shown in the physical frame, while density,
normal and tangential momentum and pressure are shown in the shock
frame.
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Figure 5.15: Results for the rotated slowly moving shock problem for flux function
A. Same conditions and plots as Figure 5.14.
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Figure 5.16: Results for the rotated slowly moving shock problem for flux function
B. Same conditions and plots as Figure 5.14.
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Figure 5.17: Errors in momentum for both new fluxes and Roe’s Riemann solver for
the Mach 10.0 shock with speed 0.01.
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Figure 5.18: Errors in momentum for both new fluxes and Roe’s Riemann solver for
the Mach 10.0 shock with speed 0.1.
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Figure 5.19: Density contours for the double mach reflection for a 480 x 120 grid at
t = 0.2. (top) Roe. (middle) Flux A. (bottom) Flux B.
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CHAPTER VI

Conclusions and Future Work

All captured shocks contain intermediate states between their end states. These

intermediate states should not be taken literally; in particular it should not be as-

sumed that they are in local thermodynamic equilibrium. Using the equilibrium

equation of state for these intermediate states gives rise to intermediate states which

differ from the projection of the exact solution into cell averages and to an ambiguity

in the shock location. This ambiguity is linked to much of the anomalous behavior in

shock-capturing schemes, represented by three canonical examples: the wall heating

phenomenon, the slowly moving shock phenomenon, and the carbuncle. To eliminate

the ambiguity, the intermediate states must agree on the location of the shock, and

can use their own equation of state to achieve this numerical property. Since the

equation of state within the shock is incorrect, it makes sense to choose an alternate

‘incorrect’ equation of state, one that solely serves to ensure the best numerical shock

structure.

In the early stages of this research, it had been thought that this ideal shock

structure could be achieved through the correct choice of equation of state, defining

a numerical equation of state within each cell and switching to it within a shock.

This equation of state would result in a linear Hugoniot curve and thus allow for an

unambiguous one-point stationary shock. A nice idea, but for the Euler equations
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no satisfactory equation was found. This led to the idea that more information was

needed than just a single state; that thinking outside the box was necessary.

Going back to the stationary shock, all of the fluxes need to be equal. Numerically,

this is achieved by having each interface flux, regardless of the conserved quantities

and their corresponding fluxes in each cell, identical. This is somewhat unsettling,

given that the fluxes computed from intermediate states do not agree with those of the

stationary shock itself. This would be acceptable if there existed a Riemann solver,

that is, a two-state flux function, with an unambiguous sub-cell shock position. After

many attempts and sleepless nights, it was conjectured that no such Riemann solver

existed and the more general idea of a flux function was needed.

With all this in mind, an alternate definition of the flux was introduced: the

interpolated flux. The interpolated flux is constructed such that the internal fluxes

of a stationary shock are equal to the external fluxes only if there is one intermediate

state and with no sub-cell ambiguity. By enforcing a one-point shock, the interpolated

flux stencil is kept small and the shock is well resolved; it contains the minimum

number of intermediate states. The interpolated flux is also constructed to leave

linear or straight-line systems untouched and have a minimal effect in smooth regions

of the solution.

Two new flux functions were developed to utilize this tool. The first one, flux

function A, is constructed based on the flux-wave approach [48] - decomposing the

Riemann problem into jumps in interpolated flux across each wave, using wavespeeds

to determine the direction of their contribution to the interface flux. The second one,

flux function B, is based on the classical Roe Riemann solver, again using interpolated

fluxes but relying on conserved variables to determine the jumps across each wave

and the contribution of each wave to the interface flux.

On all of the shock anomalies in one-dimension, both fluxes showed improvement

on existing methods without noticeably smearing or diffusing the shock. For a range
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of other canonical problems, there was no major detriment to using the flux functions

outside of shockwaves since they reduce to a second-order correction to Roe’s Riemann

solver and the differences were not observed in the first-order framework. From the

TVD analysis with Burgers’ equation, both flux functions were shown to not be TVD

and could produce local extrema and unbounded solutions. In practice, through the

use of an entropy fix, these problems were not observed in one dimension on either

Burgers’ equation or the Euler equations.

Of particular concern comes from the large literature base on Roe’s Riemann

solver. Over the past thirty years, numerous papers have been written about several

flaws of this solver, such as expansion shocks and near-vacuum conditions [27, 15].

As both new fluxes are similar, they are presumably equally susceptible to these

problems and could require more than just the standard fixes. As these problems

are well documented and have existing fixes, it was speculated that there are fixes

for both new flux functions and these problems do not compromise the utility of the

method.

Looking at more complex problems, both flux functions were extended to two-

dimensions. This tended to exacerbate the one-dimensional problems, observed in

their repeated failures on each shock problem examined. Oscillations in velocity

tended to grow indefinitely, leading to negative pressures or densities resulting in

solver failure. The entropy fixes used in one-dimension were insufficient to alleviate

these problems. Nevertheless, both new fluxes reduced momentum spikes normal to

the shock, even when the shock was not aligned with the grid.

In smooth regions of the flow, second-order accuracy was achieved using a MUSCL-

type approach, reconstructing both interpolated fluxes and conserved variables. While

computationally expensive, these results suggest there is potential for both flux func-

tions to fit within existing finite volume methods, a necessity for others who wish to

implement this approach. At this point though, there does not seem to be any reason
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to use either new flux in smooth regions; existing Riemann solvers can be used with

no loss in accuracy, though switches are not desirable and introduce their own set of

challenges.

With all the challenges associated with interpolated fluxes and both new flux

functions, they still serve to validate the philosophy and approach taken in this the-

sis. By enforcing a linear shock structure and unambiguous sub-cell shock position,

numerical shockwave anomalies are dramatically reduced. Some would argue that

this approach is the same as others - add artificial viscosity. However, these new

methods use dissipation to control shock structure rather than to approach the true

viscous solution and do not in any way broaden the captured discontinuities. Re-

gardless, the results are promising and open many doors in the quest for the perfect

shock-capturing scheme. The strong performance on shockwaves and relatively weak

performance on expansions also suggest that shocks and expansions should be treated

differently, using an entirely different approach on each.

For the new flux functions to be practical, two main developments are needed:

• Improved robustness. The most pressing issue with both new fluxes in one

dimension, is in their robustness, specifically their failures near expansion shocks

and sensitivity to near vacuum conditions in one-dimension. While an entropy

fix along the lines of Harten and Hyman [27] was suggested, there is no guarantee

of its effectiveness and a deeper examination into the entropy fix is required. A

known failure of Roe’s Riemann solver is in near vacuum conditions, where the

density is low and the solver cannot preserve the positivity of density [15]. As

both new flux functions reduce to second-order corrections to Roe’s Riemann

solver in smooth regions, they are also susceptible to this issue. One approach
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to mitigate both these issues stems from

fi+ 1
2

=
1

2
(f∗i + f∗i+1)− 1

2
Ri+ 1

2
Qi+ 1

2
(λi+ 1

2
, λ̃i+ 1

2
)Li+ 1

2
(ui+1 − ui) (6.1)

where Q is a function of the inner and outer wavespeeds, similar to a limiter, and

L and R are the eigenvectors from the outer data. This approach is suggested

by the analysis of Burgers’ equation, which states that the TVD property can

only be achieved under certain conditions of wavespeeds and wavestrengths.

This formulation should alleviate these problems or at least allow for known

fixes for Roe’s Riemann solver to be easily integrated in.

• Genuinely two-dimensional methods. To overcome the problem stemming

from oscillations tangential to a shock front, a truly two-dimensional version of

the interpolated fluxes is required. As discussed in Section 5.2, when a steady

shock runs obliquely across a two-dimensional grid, any intersected cell will

contain an intermediate state, and is therefore not trustworthy. Ideally, all

such cells should be detected and forced onto the straight line connecting the

end states of the shock. The fluxes in these cells should all have the same

interpolated fluxes. This would require constructing interpolated fluxes from

more than just their one-dimensional neighbors, possibly using a five or nine

cell stencil. This guarantees that for the stationary shock, at least one neighbor

contains an end state of the shock (trustworthy information).

Alongside these pressing needs, several other potential uses for this research in the

future include:

• Adaptive Riemann solvers. An alternate approach to make either flux func-

tion practical is through an adaptive Riemann solver. Using some form of shock

detection, a hybrid approach can be taken using the new flux functions around
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shocks and switching to an alternate solver in smooth regions. This approach

is fairly common and seems like a logical place for the new flux functions.

• Improving convergence rates for steady problems with shocks. When

time-marching to steady state, many simulations suffer from slow convergence

rates as a result of the inability of the shock to reach a stable position. Since

both new flux functions have all positions stable, at least in one dimension, this

problem might be overcome and should be investigated.
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