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ABSTRACT

Space: The final frontier of predator evolution?

by

Susanna M. Messinger

Chair: Associate Professor Annette Ostling

Interactions between individual organisms are often structured in space. Population spatial structure has important ecological consequences. Theoretical evidence suggests that the evolutionary effects can be equally significant, especially for exploitative species. With only a few exceptions, this theory focuses on pathogens. I review the existing literature to show that evolutionary spatial effects are strongest when host and pathogen dispersal are local and when host reproduction is relatively low. Under these conditions, the pathogen is subject to a competition-persistence tradeoff (increased competitive ability comes at the cost of decreased persistence) that favors the evolution of intermediate pathogen transmission rates.

Although existing literature clearly demonstrates that spatial structure impacts pathogen evolution, lacking is a comprehensive understanding of the role of host and pathogen ecology. Through comprehensive simulations of spatial host-pathogen models I show that the predicted pathogen transmission rate differs from the non-spatial prediction depending on the host reproduction rate, infected host death rate, and the shape or existence of a transmission-virulence tradeoff. In conjunction, I show that the effects of spatial structure cannot be fully understood through a commonly used quantitative method.

The effect of spatial structure on pathogens is postulated to extend to true predators. However, true predators are characterized by ecology that is unique relative to pathogens. Through additional simulations of spatial predator-prey models I show the influence of three unique aspects of ecology on true predator evolution: the prey conversion efficiency (the ratio of predators produced per prey consumed), the magnitude of predator death relative to the prey death rate, and the rate of predator
movement. Despite their unique ecology, however, there are consistent trends in the influence of common aspects of ecology.

Based on how spatial structure influences true predator evolution, spatial structure may also influence the evolution of entire food webs. Using simple population dynamic models I show that randomly constructed three and five species food webs are predicted to be evolutionarily unstable in both spatial and non-spatial contexts. However, I suggest spatial structure is still likely to play an important evolutionary role and should be considered more carefully in studies of evolutionary food web assembly.
CHAPTER I

Introduction

1.1 Background

The natural world is inherently spatial, at all levels of organization, with potentially important dynamical consequences. For instance, at the largest scale, there is substantial spatial variation in land cover across the globe (e.g. Fig. 1.1), which has important repercussions for climate change (Field et al. (2007); Marland et al. (2003); Pielke et al. (2011, 2002)). At a much smaller scale, the spatial coordination of individual stomata on the surface of leaves has been linked to the ability of the leaf to optimally adjust stomatal aperture to changing $CO_2$ concentrations and humidity (Peak et al. (2004)). Somewhere in between these two extremes is population-level spatial structure, where individuals in the same population or community do not interact randomly, but rather according to their spatial location. Population spatial structure is particularly interesting because it may modify the interaction between two species and thus has the potential to influence species coexistence and biodiversity (Amarasekare (2003); King and Hastings (2003); Tilman (1994)).

Population spatial structure is common in natural systems, whether imposed by external boundaries like local climate differences or geographic barriers or arising from the ecology of the organism itself (e.g. van der Heide et al. (2010); Komac et al. (2011); Rietkerk et al. (2004); Santini et al. (2011)). While the effects of population spatial structure on species coexistence and biodiversity have been relatively well explored over ecological time scales, the evolutionary effects have largely been ignored. There are a few exceptions, the most notable of which is the geographic mosaic theory of coevolution, which integrates the effects of population spatial structure and spatial heterogeneity on species coevolution (Thompson (2005)). Interest in the evolutionary effects of spatial structure has recently resurfaced, driven in a large part by the recognition that evolutionary dynamics can happen on timescales equivalent
to ecological dynamics (Carroll et al. (2007); Ellner et al. (2011); Fussmann et al. (2007); Pelletier et al. (2009)). Furthermore, in the absence of spatial structure, the integration of evolutionary and ecological dynamics has been shown to lead to novel predictions (Dieckmann et al. (2006); Urban and Skelly (2006); De Meester (2007); Fukami (2007); Hubbel (2006)).

The evolutionary influence of population spatial structure is particularly compelling because it bears on the fundamental evolutionary question of the emergence of cooperation. Theory suggests that spatial structure is a key requirement for the emergence of cooperation (Doebeli and Knowlton (1998); Killingback et al. (1999); Nowak and May (1992); Lion and Gandon (2009); Lehmann and Keller (2007); although see Hauert and Doebeli (2004)). One manifestation of cooperation, spatial structure appears to resolve the tragedy of the commons (Hardin (1968); Rankin and Lopez-Sepulcre (2005); Bargum (2007)). The tragedy is that among a group of consumers that share the same common resource, a selfish consumer that utilizes the resource to a greater extent than other consumers in the group should have a higher relative fitness. In other words, the benefits of increased resource use accrue to the individual while the costs are shared by all. However, by decreasing the amount of resources available, more selfish consumers will at the extreme cause extinction of both the resource and the consumers. Over evolutionary time, selection should lead to selfish behavior and subsequent extinction, a case of evolutionary suicide (Parvinen (2005); Rankin and Lopez-Sepulcre (2005)). Instead, when the consumer and resource are subject to spatial structure, consumers are more likely to evolve cooperative behavior that preserves the shared resource. The ability of spatial structure to resolve the tragedy of the commons not only informs our understanding of contemporary phenomena, but also historical phenomena like the major transitions in the history of life (see for example Szathmary (2001)).

The reasoning behind the tragedy of the commons is the same for the paradox of prudent predation, which applies when the common resource is a prey and the consumers are predators. A predator here is defined as any species that consumes or exploits another species in order to survive and reproduce, including pathogens, parasites, parasitoids, grazers and browsers, as well as true predators. The paradox is that in the natural world, we know that predator and prey stably coexist in nature even when heritable variation exists for traits involved in predator attack rates (e.g. Palkovacs and Post (2008); Forsman and Lindell (1993); Virol et al. (2003)), suggesting that evolutionary suicide is not inevitable. In this narrower context, the ability of spatial structure to resolve the paradox has implications for understanding the vir-
Figure 1.1: Spatial variation in land cover of North America in 2005. Map created by the Commission for Environmental Cooperation (www.CEC.org).
ulence of emerging infectious diseases (see for example Ewald (1998)) as well as the stability, dynamics, and energy flow in food webs. Despite these potentially important implications, our understanding of the influence of spatial structure on predator evolution is still in its nascency. In particular, the majority of studies exploring the impact of spatial structure on predator evolution has focused on pathogens. Few studies have addressed the influence of spatial structure on true predators, which are of primary relevance in understanding food webs. In addition, the expected influence of the interacting species’ ecology on the predator’s evolutionary trajectory has not been thoroughly addressed. Finally, it is not clear whether theory of pair-wise predator-prey interactions scales up to more complex multi-species communities.

1.2 Research Goals

Broadly, the goal of this research is to more carefully elucidate the evolutionary influence of spatial structure on predators, with an emphasis on how spatial structure alters the relationship between the species’ ecology and their expected evolutionary trajectory. I begin by reviewing existing theory of the evolutionary effects of spatial structure on pathogens with the goal of outlining the type of spatial structure and other conditions which lead to strong spatial evolutionary effects. In addition, I assess the effect of spatial structure relative to the effect of a transmission-virulence tradeoff, which is often cited as an explanation for the emergence of prudent pathogens in the absence of spatial structure. Finally, I review spatial models which incorporate more complicated pathogen ecology, like co-infection, highlighting that the spatial context can alter the expected evolutionary role of a species ecology.

Building from the findings of this review, I explore in more detail how spatial structure alters the evolutionary role of pathogen and host ecology. Though prior studies show that the evolutionary influence of pathogen and host ecology can be significantly altered by the spatial context, a thorough exploration of the most basic aspects of pathogen and host ecology has not been done. I use evolutionary simulations of simple individual based lattice models of pathogen-host interactions. Although the type of spatial structure represented by this model is simple, since it has been shown to lead to strong evolutionary spatial effects, it is an ideal starting point for studying the impact of space on the relationship between species ecology and evolution. I perform extensive simulations to examine the expected evolutionary role of the host reproduction rate, host natural death rate, pathogen virulence, and the shape of the transmission-virulence tradeoff. Furthermore, I use the simulation
data to assess the accuracy of a commonly used quantitative framework for predicting pathogen evolution in a spatial context. Although this method has been shown to accurately predict the evolutionary effects of spatial structure in certain cases, it has been shown to fail in a few other cases. This assessment is the most thorough assessment of the method’s accuracy to date.

I then similarly explore how spatial structure alters the evolutionary role of true predator and prey ecology. Very few studies have examined true predator evolution in a spatial context and none have explicitly addressed how the spatial context influences the evolutionary role of predator and prey ecology. Using the same basic modeling framework, I address the following questions. 1) How does predator ecology that is unique to true predators relative to pathogens influence predator evolution and 2) are there any consistent trends in the role of predator and prey ecology that are analogous with pathogens and their hosts? With reference to the first question, true predators have a lower prey conversion efficiency than pathogens—in other words, when a predator consumes a prey it does not necessarily result in a new predator whereas when a pathogen infects a susceptible host it necessarily becomes an infected host. In addition, true predators are likely to have a lower death rate than their prey, based on typical body size relationships (Cohen et al. (1993); Yodzis and Innes (1992)), whereas the reverse is true for pathogens. Finally, true predators are likely to have a larger range of movement than their prey. This last aspect of ecology is particularly interesting because non-spatial models offer no prediction as to its evolutionary role since it is exclusively a spatial process. With reference to the second question, it is possible that the host reproduction rate and prey reproduction rate have similar effects on pathogen and predator evolution. Similarly, the host natural death rate and predator death rate may comparably affect pathogen and predator evolution. I use the conceptual framework of inclusive fitness to qualitatively explain the trends reported.

In the last chapter I explore the possibility that the evolutionary effect of spatial structure on pair-wise predator prey interactions may extend to more complex multi-species communities. In particular, does spatial structure constrain the evolution of predator attack rates when other predators or prey are present? First I check the ability of three simple population dynamic models to predict pair-wise predator-prey evolutionary stability in a metapopulation context. These simple models are easily extendible to larger food webs but have not been demonstrated to predict evolutionary stability for the simplest case of pair-wise interactions. I then examine whether, like pair-wise predator-prey interactions, food webs are inherently unstable
in a non-spatial context without other stabilizing mechanisms like prey co-evolution, ecological, or allocation tradeoffs. Though intuition suggests this will be the case, it has not yet been demonstrated. Furthermore, studies of the evolution of three species food webs when other stabilizing mechanisms are present suggest that novel evolutionary dynamics can arise from the inclusion of more species. Finally I explore whether spatial structure can stabilize larger webs of three and five species. No studies have yet addressed food web evolution in a spatial context.

1.3 Broader Implications

A major challenge in ecology is to explain the incredible diversity of the natural world. By elucidating how population spatial structure influences the relationship between a species ecology and its evolutionary trajectory, this research may help explain observed natural variation among predators that is unexplainable by non-spatial models. Ultimately, this research highlights the need for ecological and evolutionary studies of interacting species to acknowledge each other as well as the spatial context of the interaction. In addition to contributing to our academic understanding the natural world, this research also has the potential to inform understanding of our own, often dramatic, impact on the natural world. Anthropogenic effects like habitat fragmentation from land use change (Dale et al. (2000)), climate change (Thomas et al. (2004)), and the rapid and long-distance transportation of organisms within and between habitats (Lee and Chown (2009); Ricciardi (2007)) have the potential to significantly alter the spatial structure of many species. To fully understand the consequences of these changes and arbitrate their impact on biodiversity we must incorporate the spatial context into our research paradigm. Finally, specific to pathogens, this research may inform our understanding of the evolution of pathogen virulence and improve our ability to predict and control infectious diseases. The emergence and re-emergence of infectious disease is a continual problem that will benefit from a better understanding of the factors that lead to the evolution of increased transmission rates and virulence.
CHAPTER II

The Consequences of Spatial Structure for the Evolution of Pathogen Transmission Rate and Virulence

2.1 Introduction

Far from the straightforward descriptions found in many traditional mathematical models, species interactions are frequently mediated by external factors. Classic examples include indirect mediation by a third species (Abrams (1995); Werner and Peacor (2003)) and direct mediation by the environment (Chesson (1985); Chesson et al. (2004); Taylor (1998)). Although often ignored, the spatial distribution of organisms can be an equally important mediator. Individuals within a population do not always mix randomly in space. Instead, interactions between individuals may be structured by extrinsic and intrinsic limitations on movement and dispersal. Besides potentially affecting the ecological dynamics of interacting species (reviewed in Gilpin and Hanski (1991); Kareiva (1990)), reciprocal feedback between ecological and evolutionary dynamics suggests that spatial structure may have equally significant evolutionary effects (Fussmann et al. (2007); Hoffmeister et al. (2005); Kokko and Lopez-Sepulcre (2007); Thompson (1998)).

To date, particular attention has been paid to the potential evolutionary effects of spatial structure on species involved in exploitative interactions, like predators and parasites. Interest in exploitative interactions stems from the long-standing paradox of ‘prudent predation’ or ‘the tragedy of the commons’ (Hardin (1968); Rankin et al. (2007)). Consider a group of consumers that share the same resource. If the consumers overexploit the resource they will drive it, and eventually themselves, to extinction. In contrast, if the consumers are prudent and conserve the resource they will ensure long-term survival. The paradox is that a selfish consumer that utilizes
the resource to a greater extent than other consumers has a higher relative fitness
than non-selfish consumers. Over evolutionary time then, selfish behavior and subse-
quently extinction should be favored by selection (Lewontin (1970)). Spatial structure
offers one possible resolution to this paradox, under certain conditions promoting the
evolution of non-selfish, altruistic traits like prudence (Lion and van Baalen (2008)).

The evolutionary effects of spatial structure are likely to be especially relevant
to pathogen-host interactions, one type of exploitative interaction. Pathogen popu-
lations are inherently structured in space by their division into discrete subpopula-
tions within individual hosts. Although not necessarily so, host populations are also
frequently spatially structured. Host population spatial structure arises when the
opportunity for pathogen transmission between hosts depends on the spatial arrange-
ment of hosts. In the case of an immobile host species like a plant, spatial structure
may arise as a consequence of distance-limited pathogen dispersal (e.g. Moreno et al.
(2007); Roumagnac et al. (2004)). Or, in the case of a mobile host species like an ani-
mal, spatial structure may be imposed by limitations on host movement or dispersal.
For example, many animals have restricted home ranges such that only individuals
with home ranges in close proximity are likely to interact and transmit disease (e.g.
Fulford et al. (2002)).

Prudent predation is easily framed in the context of disease, with a prudent
pathogen being one with an exploitation strategy that conserves susceptible hosts.
A pathogen’s exploitation strategy is largely determined by its virulence and trans-
mission rate. Simple non-spatial models of disease dynamics predict that a pathogen
will evolve to become avirulent and have infinitely fast transmission. However, many
pathogens actually have intermediate to high virulence (like tuberculosis, malaria,
and many others), leading to the hypothesis that pathogen virulence and transmis-
sion are related through the within-host population growth rate (Anderson and May
(1982a); Lenski (1988); Levin et al. (1982); Levin and Pimentel (1981); May and
Anderson (1982)). With this tradeoff incorporated, non-spatial models no longer
predict avirulence. If the tradeoff is one of increasing returns in transmission as vir-
ulence increases, the pathogen is predicted to evolve both infinitely high virulence
and infinitely fast transmission, a non-prudent strategy that will lead to extinction.
If, however, the tradeoff is one if decreasing returns in transmission as virulence in-
creases, the pathogen is instead predicted to evolve a more prudent strategy in the
form of intermediate virulence and intermediate transmission rates.

Alternatively, a growing number of studies in the literature suggest that host
population spatial structure can also lead to the evolution of intermediate trans-
mission rates and virulence. Here we review spatial structure as an explanation for the evolution of pathogen prudence. In the first section of our paper, we explain background concepts that the reader must be familiar with to understand our review: common mathematical approaches to modeling pathogen-host dynamics, methods for predicting pathogen evolution in spatial and non-spatial contexts, and the evolutionary effects of a transmission-virulence tradeoff and other aspects of host and pathogen ecology in a non-spatial context.

In the second section of our paper we provide an in depth review of spatial pathogen-host models from the literature, identifying key aspects of host and pathogen ecology that lead to the evolution of pathogen prudence, and comparing the potential effects of space with those of the transmission-virulence tradeoff. Although the general conditions that promote the evolution of altruism in a spatial context have been summarized (Lion and van Baalen (2008)), the conditions specific to pathogen-host interactions have not. By comparing and interpreting spatial pathogen-host models we show that spatially dependent host interactions (i.e. spatially dependent disease transmission), spatially dependent host dispersal, and relatively slow host reproduction can create spatial structure that enforces a competition-persistence tradeoff. We also point out that these models predict pathogen prudence regardless of the shape of the transmission-virulence tradeoff. Finally, we review the handful of spatial models from the literature that include more complex aspects of host and pathogen ecology (host immunity, more complicated host network structures, co-infection, super-infection, and free-living propagules) and discuss their potential importance for the evolution of pathogen transmission rate and virulence.

We conclude our paper by discussing three important directions for future research. First, it is essential to clarify and further develop our quantitative understanding of the evolutionary effects of spatial structure. The ability to quantitatively predict the evolutionary trajectory of a pathogen’s transmission rate in a spatial context will potentially contribute to our ability to design appropriate intervention strategies for newly emerging infectious diseases (see for example Débarre et al. (2007)). Second, it is important to continue to develop existing, and create new, theoretical models of pathogen host interactions, improving and refining our understanding of both the overall dynamics and the individual causal factors. Finally, in order to practically apply the knowledge gained from theoretical models it is crucial to test the growing body of theoretical hypotheses both observationally and experimentally.
2.2 Background

2.2.1 Pathogen-host models

Non-spatial models. The canonical non-spatial pathogen-host model for horizontally transmitted diseases consists of a set of ordinary differential equations describing the population of susceptible hosts \( S \), the infected hosts \( I \), and hosts removed by recovery or death \( R \); Anderson and May (1979); Diekmann and Heesterbeek (2000); Hethcote (2000)). A simple example, often used as the basic framework for many spatial and non-spatial models, is given by equations 2.1 and 2.2.

\[
\begin{align*}
\frac{ds}{dt} &= (\lambda - \mu) \cdot s - \beta \cdot i \cdot s \\
\frac{di}{dt} &= \beta \cdot i \cdot s - (\alpha + \mu) \cdot i
\end{align*}
\]  

(2.1)  

(2.2)

In this formulation, \( s = S/N \) and \( i = I/N \) where \( N \) is the total population size such that \( s \) and \( i \) represent the fraction of the total population that is susceptible and infected, respectively. \( \lambda \) is the host birth rate, \( \mu \) is the host death rate, \( \beta \) is the pathogen’s transmission rate, and \( \alpha \) is the pathogen’s virulence. The fraction of hosts removed at a given time \( t \) is \( r(t) = 1 - s(t) - i(t) \) and the amount of time an individual spends in the pool of infected hosts is \( 1/(\alpha + \mu) \).

This relatively simple model is only one of a large family of models characterized by different assumptions. All models in this family share some common features. First, the pathogen population is not explicitly modeled but inferred from the number of infected hosts. Second, each host is assumed to interact equally with all other hosts—pathogen transmission depends only on the relative numbers of infected and susceptible hosts in the population. Finally, the ability of a pathogen to invade a host population is determined by its basic reproductive ratio \( R_0 \); Anderson and May (1979); May and Anderson (1979)).

The concept of \( R_0 \) (reviewed and discussed in Dieckmann (2002); Diekmann et al. (1990); Heesterbeek (2002); Heesterbeek and Dietz (1996); Heffernan et al. (2005); Hethcote (2000); Roberts (2007)) is closely related to the ecological and demographic concept of an individuals lifetime reproductive success \( R \). For a pathogen, \( R \) is the number of secondary infections caused by an average infected host or the number of secondary infections caused by a single infected individual per unit time \( (\beta \cdot s(t)) \) multiplied by the time spent in the infectious pool \( 1/(\alpha + \mu) \). A more specific metric, \( R_0 \) is the lifetime reproductive success of a pathogen specifically when the
The host population is entirely susceptible ($s(t) = 1$)

$$R_0 = \frac{\beta}{\alpha + \mu} \quad (2.3)$$

If $R_0 > 1$, then the pathogen will be able to successfully invade the host population.

**Spatial Models.** The majority of spatially explicit pathogen-host models are individual-based models (although see for example Débarre et al. (2007); House and Keeling (2008)) that track the state of individual hosts through time. Like non-spatial models, individual-based models (IBMs) track the pathogen population simply by its presence or absence in each host. Most individual based pathogen-host models assume fixed host location. These discrete state and space models are typically implemented as probabilistic cellular automata (PCA). By definition PCA treat the host population size as a discrete variable. In addition, since space is limiting, host reproduction is inherently density dependent. Finally, PCA are typically stochastic rather than deterministic.

Whether the host population in an IBM is spatially structured depends on how individual hosts interact. In this context, it is useful to think of the host population as a network where each node is an individual host and two nodes are connected if there is an opportunity for disease transmission between them. The connection kernel that describes the probability of interaction between nodes dictates the structural properties of the network and therefore the disease dynamics on that network (see for example Eames and Keeling (2006); Keeling (2005); Webb et al. (2007a)). If all individuals have an equal probability of interacting with, and transmitting disease to, every other individual in the population then it is randomly mixing and non-spatial. If however, each individual interacts with only a limited subset of other individuals, the population may not be randomly mixing. For example, if the probability of two hosts interacting depends on the physical distance between them then the population is spatially structured. If, on the other hand, the probability of two hosts interacting is random then the population is effectively randomly mixed. Complex spatial models of host-pathogen interactions may allow the number of connections per individual host to vary across the population or in time (e.g. Bansal et al. (2007); Volz and Meyers (2007)) or they may allow connections to be asymmetric such that the disease can be uni-directionally transmitted between hosts (e.g. Meyers et al. (2006)).

In general, there are two approaches to characterizing the dynamics of an IBM—simulation or correlation equations. In the former case, the dynamics are characterized by the statistical analysis of multiple independent simulations. In the latter case,
the dynamics are characterized by a set of differential equations that describe the spatial moments, or the spatial covariance, of the system. By using a pair approximation method the dynamics of the correlation equations are simplified such that they approximately describe correlations between pairs of neighboring hosts that can then be analyzed. Results obtained by simulation and pair approximation closely match each other (Haraguchi and Sasaki (2000); Kamo et al. (2007); Sato et al. (1994)). Recently it has been shown that including the effects of higher moments can improve the accuracy of the approximation (Peyrard et al. (2008)).

2.2.2 Predicting the evolution of pathogen transmission rate and virulence

For some non-spatial pathogen-host models the evolutionary stable transmission rate and virulence can be analytically determined by maximizing the pathogen’s basic reproductive ratio ($R_0$; Bremermann and Thieme (1989); Roberts (2007)). In those cases, the pathogen with the highest initial growth rate, quantified by $R_0$, is competitively superior to all other pathogens from the moment of invasion to equilibrium. Although attractive for its simplicity, the $R_0$ maximization approach to determining the evolutionary stable transmission rate and virulence is not without limitations. Perhaps the biggest limitation, this approach is only accurate if selection is not frequency dependent and the demographic and epidemiological rates are not density dependent (Dieckmann (2002)). In those cases, a pathogen with the highest initial growth rate may not be competitively superior later on, when the host population is not entirely susceptible. In addition, the $R_0$ maximization approach ignores short-term evolutionary dynamics giving only the long-term evolutionary end point. To avoid these limitations, a different approach is required. One commonly used alternative is an adaptive dynamics approach (Dieckmann (1997); Hofbauer and Sigmund (1990); Nowak and Sigmund (1990); Waxman and Gavrilets (2005)), which uses the pathogen’s invasion fitness rather than $R_0$ to determine the evolutionary stable transmission rate and virulence, if one exists. Another, less-utilized alternative is a quantitative genetics approach (e.g. Day and Proulx (2004)).

Because of their complexity, the evolutionary dynamics of spatial host-pathogen models have to be analyzed using an adaptive dynamics approach, either utilizing pair correlation equations to derive a pathogen’s invasion fitness (Matsuda et al. (1992); Sato et al. (1994)) or simulation. By simulation, the evolutionary stable transmission rate or virulence (again, if one exists) can be estimated using stochastic invasion sequences. Starting with host population in equilibrium with a resident pathogen
strain, a mutant strain with a trait value close to the resident strain is introduced. The process continues until a mutant strain with the evolutionary stable transmission rate or virulence invades so that the trait under selection no longer changes. To be accurate, such simulations should allow the system to reach equilibrium before new mutant strains are introduced. However, especially in large spatial systems equilibration may take an inordinate amount of time and many authors instead infer the evolutionary stable trait value by averaging across all pathogen strains in the population at a given time. The evolutionary stable trait values estimated by simulation generally matches those estimated using correlation equations (Kamo et al. (2007)).

Transmission rate and virulence evolution in a non-spatial context Through the development of non-spatial models a multitude of potential controls on pathogen evolution have been identified. Perhaps the most prominent, and sometimes controversial aspect of pathogen ecology that can theoretically influence the evolution of a pathogen’s transmission rate and virulence is a tradeoff between the two (Anderson and May (1982a); Lenski (1988); Levin et al. (1982); Levin and Pimentel (1981); Lipsitch and Moxon (1997); May and Anderson (1982)). The tradeoff theory of pathogen evolution arose from the observation that in simple disease models, selective maximization of $R_0$ should lead to the evolution of maximum transmission rates and minimal virulence (according to equation 2.3, maximum $\beta$ and minimum $\alpha$ maximizes $R_0$). In reality, among the many known pathogens in the world, many exhibit intermediate to high virulence. The existence of a tradeoff between transmission and avirulence is one explanation for this variation. This tradeoff could arise due to a linkage between transmission and virulence through the within-host population growth rate of the pathogen, or due to other within-host mechanisms. A transmission-virulence tradeoff can take one of three basic shapes: linear, concave up, or concave down. A linear transmission-virulence tradeoff occurs for example if an increase in within host reproduction proportionally increases both transmission rate and virulence. In contrast, concave up tradeoff occurs when an increase in within host reproduction disproportionately increases transmission rate over virulence. Finally, a concave-down tradeoff occurs when an increase in within host reproduction disproportionately increases the virulence over the transmission rate. In other words, the benefits of an increased transmission rate are offset by the accelerating costs of virulence.

When the conditions for $R_0$ maximization are met, the evolutionary effects of different transmission-virulence tradeoff shapes can easily be assessed. Rather than avirulence and maximum transmission rates, both linear and concave up tradeoffs
lead to the evolution of maximal virulence and transmission rates. In contrast, a concave down tradeoff leads to the evolution of intermediate virulence and transmission rates, or prudence. When the conditions for $R_0$ maximization are not met, the evolutionary effects of different transmission-virulence tradeoff shapes may or may not differ from these general patterns (Dieckmann (2002)). For example, if the simple model presented in equations 2.1 and 2.2 is modified to include density dependent host reproduction, the evolutionary predictions generated by $R_0$ maximization and invasion analysis are quantitatively identical for all tradeoff shapes. In contrast, a similar model with density dependent host mortality and a concave up transmission-virulence tradeoff produces an evolutionary dimorphism not predicted by $R_0$ maximization (Pugliese (2002)).

Many other aspects of host and pathogen ecology have been shown to influence the evolution of a pathogen’s transmission rate and virulence in a non-spatial context like the mode of transmission (Ewald (1993)), the ability of a pathogen to co-infect or super-infect already infected hosts (Bonhoeffer and Nowak (1994); Levin and Bull (1994); Levin and Pimentel (1981); Mosquera and Adler (1998); Nowak and Sigmund (2002)), disease life-history events like the time lag between the onset of transmission and the onset of pathogen-induced mortality (Day (2003)), host mortality (Anderson and May (1982a); Choo et al. (2003); Ebert and Weisser (1997); Kakehashi and Yoshinaga (1992); Lenski and May (1994)), and free-living propagule survival rate (Bonhoeffer et al. (1996a); Gandon and Michalakis (2000)).

More recently, theoretical evidence has been accumulating that host population spatial structure can also affect the evolution of a pathogen’s transmission rate and virulence. In the following sections we review the results of several spatial pathogen-host models. By comparing these models with each other and their non-spatial counterpart, we find that the evolutionary effects of space are strongest when host interactions are local, host dispersal is local, and the host reproduction rate is low. Together, these conditions enforce a competition-persistence tradeoff.

### 2.3 Spatial models of the evolution of pathogen transmission and virulence

#### 2.3.1 The competition-persistence tradeoff

Qualitatively, the effects of spatial structure on horizontally transmitted pathogens can best be understood in the framework of a tradeoff between a pathogen’s com-
petitive ability and persistence. Decomposed, the lifetime reproductive success of a pathogen ($R$) is the pathogen’s basic reproductive ratio ($R_0$, equation 2.3) multiplied by the fraction of susceptible hosts in the population ($s(t)$). The first component, $R_0$, quantifies a pathogen’s competitive ability when host resources are not limiting—of two different pathogen strains introduced into the same host population, the one with the highest $R_0$ will have a competitive advantage. The second component, $s(t)$, determines the length of time the pathogen will persist in the population when resources are limiting (i.e. there is not a constant supply of susceptible hosts)—of two identical pathogen strains introduced into two different host populations of the same size, the one in the population with the highest fraction of susceptible hosts will persist longer.

A competition-persistence tradeoff arises when the factors that increase the pathogen’s competitive ability also decrease its persistence time. For example, in the model captured by equations 2.1 and 2.2, a higher transmission rate increases the pathogen’s competitive ability ($R_0$) but also decreases the size of the susceptible population ($s(t)$) and therefore the pathogen’s persistence time (see for example figure 1 in Keeling (2000)). Virulence, on the other hand, decreases the pathogen’s competitive ability and increases its persistence time by decreasing the size of the pool of infected hosts and thus the likelihood that a susceptible host will interact with an infected host. For this model then, a competition-persistence tradeoff has the potential to lead to the evolution of an intermediate transmission rate and virulence, with selection balancing the benefits of higher competitive ability with the costs of lower persistence times. It is important to note that in some cases, the effects of virulence on persistence are not so straightforward. For example, if infected hosts can reproduce, less virulent pathogens will increase persistence by maintaining a large pool of infected hosts to reproduce. Ultimately then, the effect of virulence on persistence will depend on the balance between the benefits and costs of maintaining a large pool of infected hosts.

Although a competition-persistence tradeoff conceptually exists in a non-spatial context, it does not affect the evolutionary trajectory of the pathogen because all pathogen strains share the same pool of susceptible hosts—if that shared pool disappears, all pathogen strains relying on it will go extinct. Therefore, in a non-spatial context, the persistence time of all pathogens is determined by the least persistent pathogen in the group. (A notable exception to this is when host population size is small enough that persistence time is influenced not just by the initial fraction of susceptibles, but also by the possibility of stochastic extinction due to fluctuations in the fraction of infected hosts inherent to host-pathogen dynamics, King et al. (2009)). In contrast, if the host population is spatially structured, two individuals infected by
different pathogen strains do not necessarily share the same pool of host resources—one particular pathogen strain may over-utilize its own pool of susceptible hosts and go extinct without also causing the extinction of every other pathogen strain. As a result, different pathogen strains can determine their own persistence time and selection can act on the competition-persistence tradeoff.

### 2.3.2 Simple models

By far, the most common spatial pathogen-host models in the literature are SI individual based PCA where co-infection and recovery are not allowed and the number of connections per host is constant across the population and fixed through time. These simple models are ideal for exploring the effects of a few basic aspects of host and pathogen ecology. Table 2.1 lists models of this type from the literature with their references, organized by the different aspects of host-pathogen ecology they capture including the range of host interactions, the range of host dispersal, the host reproduction rate, and the shape of the transmission-virulence tradeoff. The range of host interactions and the range of host dispersal can vary from local to random, the host reproduction rate can be high (empty sites in the PCA are instantaneously colonized by susceptible hosts) or low (colonization of empty sites by susceptible hosts is determined by the demography of the host population), and the shape of the tradeoff, if present, can be linear, concave up, or concave down. For each case of host-pathogen ecology, we indicate whether the model (or models) predicts the same or a different evolutionary outcome than a non-spatial model (i.e. model in equations 2.1 and 2.2) with the same type of tradeoff between transmission rate and virulence.

Note that in comparing the evolutionary dynamics of these spatial models with non-spatial models it is important to consider the potential effects of discrete population sizes and stochasticity, both of which are characteristic of PCA but not necessarily characteristic of non spatial models and both of which can have significant consequences (Durrett and Levin (1994); Read and Keeling (2007)). In the studies examined here, the authors have accounted for the potential effects of discreteness and stochasticity by comparing the dynamics of the spatial model with random mixing to the dynamics of an equivalent non-spatial, deterministic model. In the cases here, the dynamics are not significantly different, indicating that disparities that arise when other aspects of the spatial model are changed cannot be attributed to the effects of discreteness or stochasticity. Also important to consider, recall that density dependent host reproduction, implicit to PCA models, does not impact the evolutionary effects of different transmission-virulence tradeoff shapes.
By comparing across the models listed in table 2.1, some interesting patterns emerge. First, it is clear that the most evolutionarily significant aspects of host and pathogen ecology among those that vary across these models are the range of host interactions and the rate of host reproduction. Regardless of the presence or form of the transmission-virulence tradeoff or the range of host dispersal, if the host reproduction rate is low, local host interactions lead to the evolution of a lower transmission rate than either a non-spatial model (rows 1-3, and 7) or a similar model with a random interaction network (compare row 2 with 5, and row 7 with 9). However, the effects of local host interactions can be overridden by a high host reproduction rate. The evolutionary trajectory of a spatial model with local host interactions and a high host reproduction rate is no different than that of a non-spatial model (row 6).

Table 2.1 also reveals that, although not essential to the qualitative outcome, the range of host dispersal is quantitatively important to the evolutionary effects of spatial structure. When host interactions are local and host reproduction is low, localized host dispersal amplifies the effects of spatial structure (compare rows 2 and 3), leading to lower transmission rates and virulence than if host dispersal is random. By itself, however, local host dispersal does not lead to the evolution of a lower transmission rate than in a non-spatial model (row 9).

Interpreted in the context of a competition-persistence tradeoff it becomes clear why the evolutionary effects of spatial structure on pathogen transmission rate and virulence are strongest when the host reproduction rate is low, host interactions are local, and host dispersal is local. A low host reproduction in combination with local host interactions ensures that different pathogen strains do not often share the same pool of susceptible hosts such that selection can act on the competition-persistence tradeoff. Low host reproduction allows the host population to segregate into distinct patches separated by dead hosts and local host interactions limit the spread of the pathogen between patches so that each host patch is typically infected by only one pathogen strain. If the host reproduction rate is high, there is no opportunity for the formation of distinct host population patches and, whether host interactions are local or not, the end result is that different pathogen strains will frequently share the same pool of susceptible hosts such that selection cannot act on persistence. Note that these dynamics require that the space be large enough to contain multiple host patches. Otherwise, the dynamics are identical to a well-mixed system (Rauch and Bar-Yam (2006)).

Recall that we define high host reproduction as the instantaneous colonization of empty sites by susceptible hosts and low host reproduction as anything that is not
Table 2.1: Predicted transmission rates for a set of spatial models.

<table>
<thead>
<tr>
<th>Reference(s)</th>
<th>Tradeoff Type</th>
<th>Host Interactions</th>
<th>Host Rep. Rate</th>
<th>Host Dispersal</th>
<th>β &amp; α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rand et al. (1995)</td>
<td>None c</td>
<td>Local</td>
<td>Low</td>
<td>Local</td>
<td>Different</td>
</tr>
<tr>
<td>1 Haraguchi et al. (2000)</td>
<td>Linear &amp; Concave up</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rauch et al. (2002)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boots et al. (1999)</td>
<td>Linear</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Haraguchi et al. (2000)</td>
<td>Linear</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kamo et al. (2007)</td>
<td>Concave up</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boots et al. (2000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Boots et al. (2000)</td>
<td>Concave up</td>
<td></td>
<td></td>
<td>Random</td>
<td>Different f</td>
</tr>
<tr>
<td>Kamo et al. (2007)</td>
<td>Linear</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boots et al. (1999)</td>
<td>Concave up</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 Kamo et al. (2007)</td>
<td>Linear</td>
<td>Intermediate</td>
<td>Low</td>
<td>Local</td>
<td>Different</td>
</tr>
<tr>
<td>Boots et al. (1999)</td>
<td>Concave up</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 Kamo et al. (2007)</td>
<td>Linear</td>
<td>Random</td>
<td>Low</td>
<td>Local</td>
<td>Same</td>
</tr>
<tr>
<td>Boots et al. (1999)</td>
<td>Concave up</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 Claessen et al. (1995)</td>
<td>Concave down</td>
<td>Local</td>
<td>High</td>
<td>Local or Random</td>
<td>Same</td>
</tr>
</tbody>
</table>

Continued on next page...
Table 2.1 — Continued

<table>
<thead>
<tr>
<th>Reference(s)</th>
<th>Tradeoff Type</th>
<th>Host Interactions</th>
<th>Host Rep. Rate</th>
<th>Host Dispersal</th>
<th>$\beta$ &amp; $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 Kamo et al. (2007)</td>
<td>Concave down</td>
<td>Local</td>
<td>Low</td>
<td>Local</td>
<td>Different</td>
</tr>
<tr>
<td>8 Kamo et al. (2007)</td>
<td>Concave down</td>
<td>Intermediate</td>
<td>Low</td>
<td>Local</td>
<td>Different $^h$</td>
</tr>
<tr>
<td>9 Kamo et al. (2007)</td>
<td>Concave down</td>
<td>Random</td>
<td>Low</td>
<td>Local</td>
<td>Same</td>
</tr>
</tbody>
</table>

$^a$All models are PCA where the number of contacts per host (4) is constant both across the population and in time. Co-infection is not allowed. Models with similar host and pathogen ecologies are grouped together by line number.

$^b$Indicates whether the model qualitatively predicts the same transmission rate ($\beta$) as a non-spatial model with the same transmission-virulence tradeoff.

$^c$Host dispersal local when hosts reproduce only into directly adjacent sites and random when hosts reproduce into random sites.

$^d$Host interactions are local when interactions occur only between directly adjacent hosts and random when interactions occur randomly.

$^e$The virulence is held fixed and only the transmission rate evolves.

$^f$The predicted value is smaller than the non-spatial model predicts but larger than that predicted by row 2 models.

$^g$Because of the high reproduction rate, there is no effective difference between the case of local or random host dispersal.

$^h$The predicted value is larger than the equivalent non-spatial model.
high. This definition is especially imprecise with respect to low host reproduction. As such, although a low host reproduction rate as we define it allows the potential for the host population to segregate into distinct patches, whether it does depends on the reproduction rate relative to the host death rate, the pathogen’s transmission rate, and the pathogen’s virulence. In the studies reviewed here, the demographic and epidemiological rates are such that the host population dynamics are characterized by a patchy distribution in space, but this does not necessarily need to be the case. Also note that empty space (or population regulation by the pathogen) is one of the conditions that Lion and van Baalen (2008) cite as favorable to the evolution of altruistic traits.

Finally, given a low host reproduction and local host interactions, local host dispersal further enforces the competition-persistence tradeoff by restricting the effects of a particular pathogen strain to its own pool of susceptible hosts. Even if different pathogen strains do not share the same pool of susceptible hosts, host dispersal indirectly allows pathogen strains to influence pools of susceptible hosts other than their own. For example, random host dispersal from an area with a high density of susceptible hosts can replenish an area with a low density of susceptible hosts. However, because the effects are indirect, random host dispersal only weakens and cannot entirely negate the selective importance of the competition-persistence tradeoff.

Comparing across the models in table 2.1 additionally suggests that in a spatial context, given local host interactions, local host dispersal, and low host reproduction, the shape of the transmission-virulence tradeoff is not as critical as it is in a non-spatial context. In a non-spatial model, a linear or concave up transmission-virulence tradeoff leads to the evolution of infinite values of both while a concave down tradeoff leads to finite, intermediate values of both. In contrast, spatial models with local host interactions, local host dispersal, and low host reproduction qualitatively predict intermediate transmission rates and virulence lower than that predicted by a non-spatial model for all forms of the tradeoff and in the absence of a tradeoff altogether (compare rows 1, 2, and 7). Furthermore, a limited preliminary analysis of available results indicates that the quantitative difference in the evolutionary trajectory between spatial models with linear and concave down tradeoffs is small (see table 2.2). When spatial structure exists with local host interactions, local host dispersal, and low host reproduction, that spatial structure dominates over the form of transmission virulence tradeoff in determining pathogen transmission rate and virulence.

However, when host interactions are intermediate between local and random, the shape of the transmission-virulence tradeoff can have important consequences (see
Table 2.2: A quantitative comparison of evolutionarily stable transmission rate ($\beta$) and virulence ($\alpha$) in spatial and non-spatial models.$^a$

<table>
<thead>
<tr>
<th>Tradeoff Shape</th>
<th>Non-spatial Model</th>
<th>Spatial Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha$</td>
<td>$\beta$</td>
</tr>
<tr>
<td>Linear or Concave up</td>
<td>Max</td>
<td>Max</td>
</tr>
<tr>
<td>Concave down</td>
<td>0.145</td>
<td>0.29</td>
</tr>
</tbody>
</table>

$^a$The virulence values for the spatial model were estimated from the cases with local host interactions (quantified by the parameter $L; L = 0.0$) in figs. 1 and 5 in Kamo et al. (2007) and the transmission rates were calculated using the given tradeoff equations ($\beta = 3\alpha, \beta = 5 \cdot \log(\alpha + 1)$). The values for the non-spatial model were calculated by maximizing the expression for $R_0$ using the parameter values given for the spatial models: host death rate $d = 0.01$ and host reproduction rate $r = 3$.

row 4 and 8). For example, assuming a linear (Kamo et al. (2007)) or concave up (Boots and Sasaki (1999)) transmission-virulence tradeoff, at some intermediate connectivity between local and random (the ‘critical connectivity’) the evolutionary stable pathogen virulence quickly increases from an intermediate value to the value predicted by an equivalent non-spatial model. In contrast, assuming a concave down tradeoff, the evolutionary stable virulence initially increases with the probability of random interactions, reaches a maximum value at some intermediate connectivity, and then declines slightly to the virulence predicted by an equivalent non-spatial model (Kamo et al. (2007)). In addition, in the case of a linear tradeoff, there is evolutionary bi-stability on a small interval below the critical connectivity, behavior that is not evident when the tradeoff is concave down (Kamo et al. (2007)).

2.3.3 More complex models

The models reviewed above are relatively simple with respect to host and pathogen ecology. Here we briefly review a handful of spatial models that include more complicated aspects of host and pathogen ecology like host immunity, more complex host interaction networks, co-infection, super-infection, and propagule survival rate. While arguably more realistic, the complexity of these models makes it more difficult to interpret the dynamics in relation to the competition-persistence tradeoff. Also, because these aspects of host and pathogen ecology can be modeled in numerous ways, it is not clear to what degree the results of these models are generalizable.

Host immunity. Host immunity is an important aspect of host ecology that is not
often included into spatial models. In a model with local host interactions, local host dispersal, relatively low host reproduction, and a constant transmission rate, if the rate of recovery (and therefore the acquisition of immunity) is inversely related to the virulence of the pathogen then immunity leads to evolutionary bi-stability—high virulence or avirulence (Boots et al. (2004)). Which strategy is realized depends on the prevalence and spatial arrangement of immune hosts, which in addition to empty space, act as barriers to disease transmission. Because of the inverse relationship between virulence and the production of immune hosts, an initial epidemic caused by a low virulence pathogen leads to numerous, widespread immune hosts while a high virulence strain leads to fewer immune hosts and more empty space. In the former case, immune hosts retard the spread of all newly invading pathogen strains and, since high virulence strains are more likely to kill their host before they have an opportunity to spread, selection favors avirulence. In the latter case, newly invading less virulent pathogens surround themselves with immune hosts before they have an opportunity to spread and selection favors high virulence. Whether bi-stability occurs with other types of immunity (partial or temporary) or with other relationships between virulence and recovery has not yet been determined.

**Host network structure.** The simple spatial models reviewed earlier share the same basic host network structure where each host has the same number of connections and each connection is either local or random. Many other host network structures are possible, raising the question whether the evolutionary role of local host interactions in enforcing the competition-persistence tradeoff is consistent across all types of networks. Current evidence suggests that it may not be, at least in the context of pathogens for which there is permanent host immunity. In a model that includes permanent host immunity and a more complex host interaction structure, more local host interactions lead to higher virulence than global host interactions (Read and Keeling (2003)). In this model, after an initial epidemic the host population is fragmented into distinct host clusters separated from each other by barriers of immune hosts. When the network is structured locally, the clusters tend to be bigger (contain more hosts) and highly connected (hosts in the same cluster share many of the same contacts). As a consequence, new pathogen strains are more likely to arise in the same cluster and compete intensely. In essence, each cluster is an isolated, well-mixed system where competition, not persistence, drives the evolutionary dynamics.

**Co-infection.** One study (Claessen and deRoos (1995)) indicates that co-infection can allow for the evolution of reduced transmission and virulence even in the presence of high host reproduction. According to this model, the impact of co-infection on the
evolutionary trajectory of pathogens in a spatial context depends on the combined virulence of the pathogens. Assuming that the combined virulence and transmission rate of pathogens in doubly infected hosts is independent of the virulence of pathogens on their own, local host interactions, local host dispersal, a high host reproduction rate, and a concave down transmission-virulence tradeoff, this spatial model predicts that high combined virulence leads to the evolution of lower virulence, whereas low combined virulence leads to the evolution of high virulence. Like immune hosts or empty space, doubly infected hosts act as barriers to disease transmission because they cannot be infected a third time. When the virulence of doubly infected hosts is high, doubly infected hosts are not effective disease transmitters and the host population segregates into distinct patches of singly infected hosts separated by doubly infected hosts. This spatial structuring selects for lower virulence pathogens. When virulence of infected hosts is low infected hosts are less spatially segregated and higher virulence is selected.

Super-infection. Super-infection is a specific type of co-infection where higher virulence pathogens displace low virulence pathogens in doubly infected hosts. In a spatial model with local host interactions, local host dispersal, a relatively low host reproduction rate, and a linear tradeoff between pathogen transmission and virulence, super-infection leads to the evolution of a lower transmission rate and virulence than in a non-spatial context (Caraco et al. (2006)). These results are qualitatively identical to the predictions of a simple spatial model without super-infection (e.g. row 2 in Table 2.1) where local host interactions, local dispersal, and low host reproduction rates enforce a competition-persistence tradeoff. Further studies are needed to determine whether superinfection quantitatively affects the evolutionary stable transmission rate and virulence.

Free-living propagules. Many pathogens are able to persist for some amount of time outside their host. For those pathogens, the length of time the free-living propagules can persist and the means of dissemination can impact the evolution of pathogen transmission rates and virulence. Here we consider a spatial model with local host interactions, local host dispersal, a low host reproduction rate, and host recovery where infected hosts produce pathogen propagules that are disseminated (either throughout infection or upon the death of the infected host) to the site it occupies plus the sites that it is in contact with (Kamo and Boots (2004)). In this model, short-lived propagules lead to the evolution of higher, but still intermediate, transmission rates than long-lived propagules regardless of the shape or existence of a transmission-virulence tradeoff or the timing of propagule production.
concave tradeoff, the same pattern holds for the evolution of virulence. However, if there is no tradeoff, the evolutionary stable virulence depends on the timing of propagule production. If the propagules are produced only when the host dies then long-lived propagules lead to the evolution of higher virulence. Otherwise, both long- and short-lived propagules lead to the evolution of avirulence.

With respect to the pathogen’s transmission rate, the results of this model are consistent with the results of the simple models already reviewed except that the particular transmission rate that optimally balances the benefits of increased competitive ability with the costs of decreased persistence depends on the lifespan of the free-living propagule. The evolutionary dynamics of virulence in this model are more complicated, partially because the model includes host recovery, an assumption that changes the relationship between virulence and pathogen persistence. Ultimately, the evolutionary stable virulence balances the effects of virulence and recovery on persistence with the effect of virulence on competitive ability.

2.3.4 Selection mechanism

Given the conditions that enforce a competition-persistence tradeoff, there are several ways to interpret the resulting evolutionary dynamics. Some authors attribute the dynamics to individual level selection (e.g. Boots and Sasaki (1999); Rauch et al. (2002)) and others to multilevel (kin or group) selection (e.g. Boerlijst et al. (1993) for a host-parasitoid interaction; Claessen and deRoos (1995); Haraguchi and Sasaki (2000)). Under both interpretations, the evolutionary driving force behind the dynamics is local feedback between the pathogen and the environment. Pathogens, or groups of pathogens, that reduce the local availability of susceptible hosts ultimately reduce their fitness. From the perspective of individual level selection, the fitness effects of the environmental feedback loop are assessed at the level of the individual—a single pathogen strain infecting a single host—and has variously been called ‘self-shading (Boots and Sasaki (1999, 2000); Haraguchi and Sasaki (2000)) or ‘time-dependent fitness (Rauch et al. (2003, 2002)). In contrast, from the perspective of multilevel selection, the fitness effects are assessed at the group level—a cluster of hosts, each infected by the same pathogen strain or closely related pathogen strains. Regardless of the interpretation, the key to these evolutionary dynamics is the spatial aggregation of pathogen types so that the environmental effects of a particular pathogen strain are experienced exclusively by it and similar or related pathogens. Importantly, spatial assortment been identified as the basis for the evolution of altruism in general (Fletcher and Doebeli (2009)).
It is important to note that the competition-persistence tradeoff induced by spatial structure is not the same as the tradeoff between a pathogen’s transmission rate and virulence. Because the two tradeoffs can have similar consequences (lower evolutionary stable pathogen transmission rates and virulence) it is tempting to assume that spatial structure is another explanation for the existence of a transmission-virulence tradeoff (see for example Johnson and Boerlijst (2002)). There is a critical distinction, however, between the two tradeoffs. A competition-persistence tradeoff is enforced at the level of the host population while the transmission-virulence tradeoff is enforced at the level of individual hosts.

2.4 Future Research

Theoretical work examining pathogen-host interactions has contributed significant insight into the effects of spatial structure on evolutionary dynamics. In particular, the importance of selected host and pathogen life history traits has been thoroughly explored. However, our understanding of the effects of spatial structure is still incomplete, offering opportunity for advancement in diverse directions. Below we identify and outline what we see as the next big steps.

2.4.1 Quantifying pathogen fitness

Currently, our ability to quantitatively predict pathogen evolution in a spatial context is limited to certain specific cases. For example, while the pathogen’s invasion fitness derived from pair correlation equations is an accurate predictor of the evolutionary stable transmission rate and virulence, it has only been developed for a narrow range of spatial models not including those with a variable number of contacts per host, either across the population or in time, or with more complicated host dispersal and connection kernels. Expanding the analytical framework within which we can quantitatively predict the evolution of pathogen transmission rate and virulence will be useful in the context of predicting the effects of newly emerging infectious diseases. Beyond successfully predicting the evolution of pathogen transmission rates and virulence, ultimately our understanding of the mechanism driving the evolution in a spatial context will depend on the quantitative development and subsequent comparison of the three possible interpretations of the dynamics as individual, kin, or group selection. It is possible that these three interpretations are indistinguishable, as argued by (Fletcher and Doebeli (2009)). To determine if they are distinguishable, each must 1) be associated with quantitatively different predictions of pathogen
evolution, and 2) be compared to simulation results.

To date, the mathematical argument for individual selection is the best developed. Based on the invasion fitness of individual pathogen strains derived from pair correlation equations, one can quantitatively and accurately predict a pathogen’s evolutionary stable transmission rate and virulence without explicitly invoking either kin or group selection. However, because the invasion fitness derived in this way depends on the equilibrium density of susceptible hosts surrounding an invading pathogen, it is nonetheless suggestive of multilevel selection. In fact, by defining the relatedness of pathogens as a spatio-temporal variable and using the invasion fitness of the pathogen derived from the pair correlation equations, Hamilton’s rule for the spread of altruism can easily be derived from the pair density dynamics (Lion and van Baalen (2008)). Although this formulation of Hamilton’s rule does not immediately permit one to quantitatively predict a pathogen’s transmission rate or virulence, it does suggest that such a prediction, reliant only on kin selection, is possible.

An alternative approach to quantitatively predicting a pathogen’s evolutionary stable transmission rate and virulence based on the hypothesis of individual selection is to define the pathogen’s invasion fitness as a function of time (Rauch et al. (2002)). In this way, the effect of the pathogen on its local environment can be incorporated into the selection dynamics without explicitly including it in the expression of pathogen fitness, thus eliminating the suggestion of multilevel selection. However, this approach is limited by the fact that the explicit shape of the time-dependent invasion fitness of a pathogen has so far only been estimated from simulations. As such, generating quantitative predictions that can be compared both to simulations and predictions generated by other approaches is so far impossible.

Group selection, an extension of kin selection, is the least mathematically developed hypothesis of the three. Although general formulations of group selection have been derived (see for example Chapter 10 in Rice (2004)), they have not been adapted specifically to pathogen transmission rate and virulence. Until these three hypotheses are sufficiently quantitatively developed, we will remain unsure which interpretation is correct and hence be limited in our understanding of the dynamics.

2.4.2 Modeling Developments

Continued exploration and development of spatial pathogen-host models will be invaluable. In addition to advancing our understanding of the factors that influence the evolution of pathogen transmission rate and virulence, models like those discussed in this review are useful tools for directing observational and experimental research.
This review suggests several interesting questions that can be addressed using existing models. First, is there a quantitative difference between the effects of spatial structure alone relative to the effects of a tradeoff between transmission rate and virulence? Although we suggest that spatial structure may have equally significant evolutionary effects as a tradeoff, the relative effects may differ depending on the details of the model or the shape of the tradeoff. As potentially alternative hypotheses to explain the evolution of pathogen prudence, a thorough exploration of the relative effects of both is important. Second, what is the shape of the relationship between the evolutionary stable transmission rate and the host reproduction rate? Although we present evidence that such a relationship exists, it is insufficient to determine whether it is smooth and continuous or if there is a critical threshold reproduction rate. Finally, are the conditions that enforce the competition persistence tradeoff consistent across different types of host interaction networks? Given that different network structures exhibit different disease dynamics they could also easily exhibit different evolutionary dynamics.

Many other questions can be addressed by further developing existing models. For example, while the co-evolutionary dynamics of pathogen-host interactions have been studied using non spatial models, and the evolution of host traits alone have been studied using spatially explicit models (Richards et al. (1999)), none so far have addressed co-evolution in a spatial context. Pathogen-host interactions are particularly good candidates for co-evolutionary change (Godfray et al. (1994)). It is likely that co-evolutionary relationships exist between host resistance and pathogen virulence, pathogen-avoidance and host-seeking behavior, and the hosts ability to clear infection and the pathogen’s ability to evade host defenses (Woolhouse et al. (2002)). Undoubtedly, these co-evolutionary relationships will impact the effects of spatial structure on the evolution of pathogen transmission rate and virulence.

In addition, by using nested models (reviewed in Mideo et al. (2008)) the effects of spatial structure can more explicitly be related to the dynamics of the pathogen populations. For example, nested models have been used to examine the emergence of the hypothesized tradeoff between pathogen transmission rate and virulence (Alizon and van Baalen (2005); Antia et al. (1994); Gilchrist and Coombs (2006); Gilchrist and Sasaki (2002)). Nested models may be especially important when considering co-infection because they can explicitly treat competitive dynamics between pathogen strains in the same host (see for example Read and Keeling (2006)).
2.4.3 Experimental and Observational Validation

A perennial problem with modeling evolutionary dynamics is that the model predictions are usually very difficult to test experimentally. One of the advantages associated with modeling pathogen evolution is that, because of their ability to quickly adapt, they are exceptionally suited to experimental investigations. Two such studies have been done, one using moth larvae infected with their species-specific granulosis virus (Boots and Mealor (2007)) and another using *Escherichia coli* and its T4 bacteriophage (Kerr et al. (2006)). Both studies supported the hypothesis that local host interactions in combination with local host dispersal can lead to reduced pathogen virulence. Future studies should test the effects of local interactions, local dispersal, and low host reproduction independently and together in varying degrees.

In addition to experimentation, it may be possible to observationally validate theoretical predictions using existing data. Comparison of the transmission rate and virulence of pathogens that affect host populations characterized by different ecologies may reveal consistent patterns. Ideally comparisons can be made between host populations infected with the same or closely related pathogen strains but in slightly different contexts. For example, comparing pathogen strains that infect two host populations, one that is more structured in space, perhaps due to landscape fragmentation, and one that is subject to fewer spatial constraints addresses the evolutionary importance of the range of host dispersal. Or, comparing pathogen strains that infect different species of animals, some more prolific than others, addresses the evolutionary importance of host reproduction rate.

2.5 Conclusions

Simple non-spatial models of pathogen evolution predict that natural selection should maximize the basic reproductive ratio ($R_0$). The particular pathogen virulence or transmission rate that maximizes $R_0$ depends on the existence and shape of the tradeoff between the transmission rate and virulence. If there is no tradeoff, selection leads to maximum transmission rate and minimal virulence. If the tradeoff is linear or concave up, selection leads to both maximum transmission rate and maximum virulence. If the tradeoff is concave down, selection leads to a finite and intermediate transmission rate and virulence. Alternatively, if the host population is spatially structured then the evolution of a pathogen’s transmission rate can be constrained by a tradeoff between competitive ability and persistence. Pathogens with a higher transmission rate are more competitive but are more likely to cause their own...
extinction by reducing their access to susceptible hosts. The models reviewed here suggest that the most important aspects of pathogen and host ecology in a spatial context are the range of host dispersal, the range of pathogen transmission, and the rate of host reproduction. All three factors enforce a competition-persistence tradeoff by inducing a spatially patchy host population structure.

As an explanation for the evolution of pathogen prudence, based on the results presented in this review, spatial structure offers several advantages over the transmission-virulence tradeoff theory. First, while some pathogens show evidence of a transmission-virulence tradeoff (Messenger et al. (1999); de Roode et al. (2005)), other pathogens do not (Bull (1994); Ebert and Bull (2003); Stewart et al. (2005)). In the absence of a transmission-virulence tradeoff, unlike non-spatial models, which predict infinitely fast transmission, spatial models can predict an intermediate transmission rate. An intermediate transmission rate is arguably a more realistic prediction and, more importantly, is in some cases a necessary component of prudence. Further, for pathogens that do exhibit a transmission-virulence tradeoff, whether it is one of decreasing returns is not clear. Unlike non-spatial models which require a tradeoff of decreasing returns to predict intermediate transmission rates and virulence, spatial models can predict the same regardless of the specific shape of the transmission-virulence tradeoff. Finally, while the explanatory power of a transmission-virulence tradeoff is specific to pathogen-host interactions, the evolutionary effects of spatial structure are likely to extend to other types of exploitative interactions (e.g. Rauch and Bar-Yam (2006)).

The continual, world-wide emergence of new, drug-resistant diseases and the ubiquity of spatial structure in human host populations emphasizes the critical importance of understanding the evolutionary effects of spatial structure on pathogen-host interactions. Future research should focus on quantifying pathogen fitness in a spatial context, further theoretical developments and exploration of spatial models, and experimental and observational validation of those models.
CHAPTER III

The influence of host demography, pathogen virulence, and relationships with virulence on the evolution of pathogen transmission in a spatial context

3.1 Introduction

A significant challenge in evolutionary ecology is to explain the extreme natural variation in pathogen transmission and virulence across pathogen species. A potentially important source of variation is host and pathogen ecology. For example, tuberculosis (*Mycobacterium tuberculosis*) is highly virulent (causes high host mortality) while pneumonia (*Mycoplasma pneumoniae*) is much less virulent (Walther and Ewald (2004)). One possible explanation is that the bacteria causing tuberculosis can survive upwards of 250 days in the environment while the bacteria causing pneumonia can survive less than 2 days in the environment (Bonhoeffer et al. (1996b); Walther and Ewald (2004)). Thus, the negative impact of virulence on pathogen fitness mediated by host mortality is less for tuberculosis than pneumonia. The evolutionary importance of environmental pathogen transmission has been more generally addressed in the literature (e.g. Roche et al. (2011); Gandon (1998); Day (2002)). Other highly cited ecological explanations for observed variation in pathogen transmission and virulence include the presence and shape of a transmission-virulence relationship (Anderson and May (1982b); Levin and Pimentel (1981); May and Anderson (1982)), the timing of transmission (Cooper et al. (2002); Day (2003); Osnas and Dobson (2010)), the mode of transmission (Ewald (1998, 1987); White et al. (2002)), and the occurrence of co-infection or super-infection (Bull (1994); Frank (1996); Levin and Bull (1994); Levin and Pimentel (1981); Mosquera and Adler (1998); Nowak and
Our current understanding of the evolutionary influence of host and pathogen ecology is largely based on analysis of mathematical models or inference from observational studies (e.g. Ewald (1993)). Empirical studies are limited by the difficulty of isolating the evolutionary influence of one particular ecological factor on pathogen variation. As methods in the study of evolutionary ecology become more sophisticated, observational and theoretical predictions are increasingly being tested (e.g. de Roode et al. (2008); Eshelman et al. (2010)). Yet the mathematical theory being tested has been developed primarily from analysis of non-spatial pathogen-host models. Recent theoretical work suggests that spatial context can strongly influence the evolution of interacting species (Hansen et al. (2007); Johnson and Seinen (2002); Le Galliard et al. (2003); Prado and Kerr (2008)), including pathogens (Boerlijst and van Ballegooijen (2010); Boots and Sasaki (1999); Haraguchi and Sasaki (2000); Kamo et al. (2007); Kerr et al. (2006); Lion and van Baalen (2008); Messinger and Ostling (2009); Rauch et al. (2002)). This is especially relevant for pathogens since host populations are often naturally structured by intrinsic limitations on movement, ranging from immobility (e.g. plants) to restricted home ranges (e.g. many mammal species).

While some work has addressed the evolutionary impact of host and pathogen ecology in a spatial context (Boots et al. (2004); Caraco et al. (2006); Claessen and deRoos (1995); Kamo and Boots (2004); Kamo et al. (2007)), the impact of basic host demography on the evolution of pathogen transmission rate has not been thoroughly explored. Furthermore, we have only pieces of the whole picture regarding the impact of the shape of the relationship between the pathogen’s transmission rate and virulence in a spatial context (see Boots and Sasaki (1999); Haraguchi and Sasaki (2000); Kamo et al. (2007)). In particular, lacking is a systematic exploration of the pathogen’s ES transmission rate across both host demography and relationships between the pathogen’s transmission and virulence. Also lacking is an exploration of the effect of pathogen virulence on the ES transmission rate when there is no transmission-virulence relationship. Given that these aspects of ecology are fundamental to all hosts and their pathogens, elucidating their effects in a spatial context may improve our understanding of trait variation across of a broad range of pathogen species.

Here I evaluate via simulations the effect of the shape of the pathogen’s transmission-virulence relationship on the pathogen’s evolutionary stable (ES) transmission rate. In addition, I evaluate the predicted effect of the host reproduction rate, host natu-
ral death rate, and pathogen virulence on the pathogen’s ES transmission rate for no transmission-virulence relationship and across a range of linear transmission-virulence relationships and concave-down transmission-virulence tradeoffs. I find that the ecological context set by these traits is an important determinant of the pathogen’s ES transmission rate even when the non-spatial model predicts they are not. Particularly important is host reproduction: high host reproduction leads to a higher ES transmission rate. In most cases, host death increases the ES transmission rate, but at high host reproduction rates the ES transmission rate can actually decline. Though in some cases the spatial and non-spatial models predict the same qualitative trends with ecology, the quantitative difference varies. In some ecological contexts the quantitative differences are substantial, suggesting that despite overarching qualitative consistency in the theoretical predictions of spatial and non-spatial models, the potential evolutionary effects of spatial structure should not be ignored.

Given the potential of these results to inform our understanding of pathogen evolution, as well as the computational difficulties associated with deriving them for all possible ecological contexts, I additionally evaluate the ability of existing analytical theory to predict them. Researchers have debated about the best way to quantify the effects of space on pathogen evolution and thus predict how it is influenced by the details of the spatial and ecological context (van Baalen and Rand (1998); Boots and Sasaki (1999); Slobodkin (1974); also compare interpretations of pathogen fitness in: Johnson and Boerlijst (2002); Kerr and Godfrey-Smith (2002); Rauch et al. (2002); and see Goodnight et al. (2008)). A recent key approach has been to quantify pathogen fitness through the use of spatial moment equations: coupled equations that describe the mean density and spatial arrangement of two or more types of individuals or populations. These equations enable one to deconstruct fitness into its spatial and non-spatial components and thus more clearly understand how spatial structure will influence the evolution of a particular trait as well as the effect of different ecological contexts. In particular, these equations have highlighted the evolutionary role of “self-shading”, when the growth of cheaters or over-exploiters is hindered by the depletion of local resources, and that host demography should play an important evolutionary role (Boots and Sasaki (1999); Lion and van Baalen (2008)).

Although conceptually insightful, the tractability of the fitness concept based on spatial moment equations for predicting the outcome of evolution depends on the use of a moment closure method. A frequently used method is a pair approximation (PA) (see Boots and Sasaki (2000); Caraco et al. (2006); Kamo and Boots (2006); Kamo et al. (2007); Wild et al. (2009)) that eliminates the infinite array of moments above
pairs of individual or population types (Harada and Iwasa (1994); Matsuda et al. (1992); Sato et al. (1994)). While it is common knowledge that pair approximations are not always accurate, it is not clear to what extent this is the case for host-pathogen interactions. A few recent suggestive studies have questioned the accuracy of the PA in predicting the pathogen’s ES transmission rate for the case that the pathogen is not subject to a transmission-virulence relationship (de Aguiar et al. (2004); Boots et al. (2006); Lion and Boots (2010)), demanding a more comprehensive evaluation.

Here I evaluate the ES transmission rate predicted using the improved pair approximation (IPA), which has commonly been used in studies of spatial pathogen-host dynamics, in comparison to the ES transmission rate predicted by spatial simulations. I find that predictions based on IPA can be qualitatively incorrect, and in particular fail to the largest degree when the effects of spatial structure are most significant. These results show that the previously unknown extent of the limitations of IPA in predicting the effect of spatial structure on pathogen evolution is substantial and advocate examination of the accuracy of other moment closure methods (e.g. Bauch (2005); Filipe and Maule (2003); Peyrard et al. (2008)). However, despite the limitations of the IPA, I find that the relationships with host and pathogen demography uncovered through simulation can still be conceptually understood within the framework of “self-shading.” I suggest that future work should explore new constructs for quantifying the effects of “self-shading.”

3.2 Materials and Methods

3.2.1 Non-spatial model

A standard non-spatial model of susceptible-infected host-pathogen dynamics is given by the following equations:

$$ \frac{dS}{dt} = (r - d) \cdot S - \beta \cdot S \cdot I $$  \hspace{1cm} (3.1)

$$ \frac{dI}{dt} = \beta \cdot S \cdot I - (d + \alpha) \cdot I $$  \hspace{1cm} (3.2)

In this model, $S$ is the number of susceptible hosts, $I$ is the number of infected hosts, $d$ is the host natural death rate, $r$ is the host reproduction rate, $\beta$ is the infection rate per infected individual, and $\alpha$ is the pathogen virulence (the death rate of the host due to infection). The product of $\beta$ and $I$ is the infection rate. Thus, $\beta \cdot S \cdot I$ is the number of susceptible hosts that become infected per time assuming complete mixing of the
host population. This model assumes that infected hosts do not recover from infection but are removed from the population due to natural death or disease-induced death. Despite this apparently restrictive assumption, there are a number of real pathogen-host systems that conform to this assumption, ranging from very virulent pathogens like lethal yellowing disease to nearly avirulent pathogens like Herpes. In addition, the model assumes that hosts cannot be co-infected. As mentioned, co-infection has been shown to play an important role in pathogen evolution (Bull (1994); Frank (1996); Levin and Bull (1994); Levin and Pimentel (1981); Mosquera and Adler (1998); Nowak and Sigmund (2002)). Here, however, our goal is to more carefully explore the role of a limited set of basic host and pathogen ecology related only to demography. As such, I have chosen to build from a simple model that does not include evolutionary complexities like co-infection.

From this model, the pathogen’s per-capita growth rate is:

\[
\frac{1}{I} \cdot \frac{dI}{dt} = \beta \cdot \left( S - \frac{d + \alpha}{\beta} \right) = \beta \cdot \left[ S - S^* \right]
\] (3.3)

where \( S^* \) is the equilibrium number of susceptible hosts in the population and is the inverse of the pathogen’s epidemiological \( R_0 \) (the number of secondary infections caused per infected individual in a completely susceptible population).

\[
R_0 = \frac{\beta}{d + \alpha}
\] (3.4)

Eq. 3.3 predicts that the pathogen population will grow if the number of susceptible hosts in the population at the time of invasion is bigger than the number at equilibrium. To understand the evolutionary dynamics predicted by this model, consider the ability of a pathogen to invade a host population that is already at equilibrium with a different resident pathogen strain. In this scenario, \( S \) from eq. 3.3 is set by the resident pathogen and will be equal to the number of susceptible hosts at equilibrium with the resident pathogen. Thus, an invading pathogen’s per-capita growth rate is:

\[
\frac{1}{I_{\text{invader}}} \cdot \frac{dI_{\text{invader}}}{dt} = \beta_{\text{invader}} \cdot \left[ S^*_{\text{resident}} - S^*_{\text{invader}} \right]
\] (3.5)

Eq. 3.5 predicts that when the invader’s \( S^* \) is less than the resident’s the invasion will succeed. In terms of \( R_0 \), the pathogen with the bigger \( R_0 \) can invade. Therefore, this model predicts that selection will maximize \( R_0 \). Note that the pathogen’s per-capita growth rate is no different if the host is assumed to have logistic rather than
exponential growth—the predictions arising from the following invasion analysis are not dependent on any assumptions about the host’s growth. This is important since our spatial model effectively regulates the host’s growth.

Since the non-spatial model predicts that evolution will maximize the pathogen’s $R_0$ (eq. 3.4), the evolutionary influence of host and pathogen ecology can be understood from the derivative of $R_0$ with respect to $\beta$ and solving for the transmission rate that maximizes $R_0$. Assuming there can be a relationship between the pathogen’s transmission rate and virulence ($\alpha = C \cdot \beta^z$), the evolutionarily stable transmission rate that maximizes $R_0$ is:

$$\beta = \frac{d}{C \cdot (z-1)}$$  

(3.6)

When there is no transmission-virulence relationship ($C = 0$) or if the relationship is linear ($z = 1$), the evolutionary stable (ES) transmission rate is undefined: $R_0$ is maximized by an infinite transmission rate (and virulence, in the case of a linear transmission-virulence relationship). In practice, the model predicts evolution to pathogen-driven host extinction. Only if there is a transmission-virulence tradeoff where $z > 1$ does the non-spatial model predict an intermediate ES transmission rate. It follows that when there is no transmission-virulence relationship or a linear transmission-virulence relationship, host and pathogen ecology are not predicted to play a role in pathogen evolution. When there is a transmission-virulence tradeoff, the ES transmission rate is predicted to increase with the constant of proportionality ($C$) and the tradeoff exponent ($z$). The host reproduction rate is not predicted to influence pathogen evolution when there is a transmission-virulence tradeoff (the parameter $r$ does not even appear in eq. 3.6), and the ES transmission rate is predicted to increase with the host natural death rate ($d$).

### 3.2.2 Spatial model

Assuming the same basic susceptible-infected pathogen-host dynamics (no immunity or co-infection), I consider a relatively simple stochastic spatial model where the host population resides on a regular two-dimensional lattice (150 x 150). Lattice sites can be occupied or empty, hosts are fixed in space, and host reproduction and pathogen transmission only occur between directly adjacent lattice sites. The realized rate of host reproduction is determined by the product of $r$ and the number of empty sites among the host’s four nearest-neighboring sites. Similarly, the realized rate of transmission is determined by the product of $\beta$ and the number of susceptible hosts.
among the infected hosts four nearest-neighboring sites. Otherwise, the dynamics are as described for the non-spatial model. I focus on this simple type of spatial structure because it captures the key elements of spatially-explicit host-pathogen dynamics, and has already been demonstrated to have significant evolutionary effects (Messinger and Ostling (2009)). Hence it provides a good starting point for understanding spatial effects on pathogen evolution. Furthermore, this type of spatial structure is potentially representative of several natural host populations, including plants, sedentary plant parasites like aphids and other scale insects, sessile marine animals like barnacles, or animals with limited movement like anemones, starfish, and some terrestrial invertebrates.

To find the ES transmission rate for the spatial model I simulate the dynamics as a Poisson process using the Gillespie algorithm (Gillespie (1977)). The algorithm computes the time interval between sequentially occurring events, which is exponentially distributed for a Poisson process. When an event occurs, the probability of a particular event (host birth, host death, and pathogen transmission) is equal to the rate at which that event should occur, divided by the total rate at which events occur. Each time a susceptible host is infected, there is some chance that the infecting strain will mutate and acquire a different transmission rate, slightly different than the parent strain. Starting from a low initial transmission rate, the average transmission rate of the pathogen population changes over time. When the average transmission rate is no longer changing over time, I run the simulation for an additional 2000 time steps and take the average over the last 2000 time steps as the ES transmission rate. Although this method has been used elsewhere (e.g. Best et al. (2011)), it is different than the method used in other papers (e.g. Kamo et al. (2007)). I compared three different methods of inferring the ES transmission rate and found no difference between them (Appendix A).

3.2.3 Spatial moment equations and improved pair approximation

One way to capture the effects of the type of spatial structure described above is via spatial moment equations that describe the time derivative of paired states on the lattice (Appendix B). Summing the appropriate state pair derivatives yields the time derivatives for infected hosts. From this analysis, a pathogen strain’s per-capita growth rate is:

$$\frac{1}{I} \cdot \frac{dI}{dt} = \frac{\beta}{n} \cdot \left[ Q(S|I) - \frac{d + \alpha}{\beta} \right] = \frac{\beta}{n} \cdot [Q(S|I) - Q^*(S|I)]$$

(3.7)
In this equation, $Q(S|I)$ is the average number of susceptible hosts in the neighborhood of an infected host, $Q^*(S|I)$ is the number at equilibrium (which, like $S^*$ in the non-spatial model, is the inverse of the pathogen’s epidemiological $R_0$), $n$ is the number of lattice sites in the neighborhood of each host (here $n = 4$), and all other parameters are as defined for the mean-field model. Similar to the mean-field model, this model predicts that the pathogen population will grow if the number of susceptible hosts surrounding an infected host at the time of invasion is bigger than the number at equilibrium.

As with the mean-field model, to understand the evolutionary dynamics predicted by the spatial moment equations, I consider the ability of a pathogen to invade a host population that is already at equilibrium with a different resident pathogen strain. In that case, an invading pathogen’s per-capita growth rate is:

$$\frac{1}{I_{\text{invader}}} \cdot \frac{dI_{\text{invader}}}{dt} = \frac{\beta_{\text{invader}}}{n} \cdot [Q^*(S|I_{\text{resident}}) - Q^*(S|I_{\text{invader}})] \quad (3.8)$$

This model predicts that the invasion will succeed when the invader’s $Q^*(S|I)$ is smaller than the resident’s $Q^*(S|I)$. This criterion is very similar to the criterion for invasion in the mean field model except that rather than depending on the number of susceptible hosts in the entire population, the success of the invasion depends only on the average number of susceptible hosts in the immediate vicinity of an infected host. This difference is important for the following reason. In the mean-field model a rare invading pathogen has only a small impact on the equilibrium number of susceptible hosts in the entire population, $S^*_{\text{resident}}$. But in the spatial model, even when rare, an invading pathogen can have a large impact on the number of susceptible hosts in its immediate vicinity, $Q^*(S|I_{\text{resident}})$. Thus, for the spatial model $Q^*(S|I_{\text{resident}})$ can be replaced with the invading pathogen’s quasi-equilibrium $Q(S|I_{\text{invader}})$: the number of susceptible hosts surrounding hosts infected by the invading strain while it is still rare but after it has come to equilibrium with its neighborhood (Matsuda et al. (1992)). This yields instead

$$\frac{1}{I_{\text{invader}}} \cdot \frac{dI_{\text{invader}}}{dt} = \frac{\beta_{\text{invader}}}{n} \cdot [Q^0(S|I_{\text{invader}}) - Q^*(S|I_{\text{invader}})] \quad (3.9)$$

By this equation, the invasion will succeed if $Q^0(S|I_{\text{invader}})$ is greater than $Q^*(S|I_{\text{invader}})$. Note that even though this representation of the invasion fitness does not explicitly include the resident strain, the $Q^0(S|I_{\text{invader}})$ that the invading pathogen will achieve depends on how the resident pathogen has already shaped the host population. For
example, if there are very few susceptible hosts in the population to begin with, the invader is unlikely to realize a high $Q^0(S|I_{invader})$. In addition, note that this is a simplified version of the invasion fitness presented in previous papers (e.g. Boots and Sasaki (1999)).

Equation 3.9 provides a conceptual framework for explaining the effect of spatial structure on pathogen evolution. Because a highly transmissible pathogen quickly infects neighboring susceptible hosts, it will tend to have a lower $Q^0(S|I_{invader})$, thus diminishing its ability to invade the population. In effect, highly transmissible pathogens “self-shade” themselves. The risk of “self-shading” will vary depending on the invasion context. For example, if there are many susceptible hosts available upon invasion, the risk is lower than if there are few.

Although conceptually insightful, equation 3.9 is not closed: the average number of susceptible hosts next to infected hosts ($Q(S|I)$) depends on higher order spatial moments (e.g. $Q(S|IS)$). The dependencies continue upward in scale to the size of the entire lattice. Thus, in order to quantify pathogen fitness one must use a moment closure method. A simple moment closure method often used is the improved PA (IPA; Sato et al. (1994)). PAs take advantage of the fact that the number of state triples on a lattice can be written in terms of the two state pairs that it is composed of. If one makes certain assumptions about the distribution of state triples across the lattice (see Morris (1997)), the relationship between state triples and pairs simplifies so that correlations above pairs can be ignored. The IPA is a special PA that accounts for the aggregation of susceptible hosts in space due to local reproduction (Appendix C).

To infer the ES transmission rate predicted by an IPA of the spatial moment equations, for each transmission-virulence relationship and parameter set I numerically solve for the quasi-equilibrium $Q(S|I)$ (method described in Kamo et al. (2007); see Appendix D) and use it to calculate the invasion fitness for all pairs of resident and invading pathogens within a range of transmission rates. The transmission rate of the pathogen that cannot be invaded by any other pathogen strain is taken as the ES transmission rate. To find the predicted extinction threshold transmission rate and the invasion threshold transmission rate, I perform a stability analysis of the endemic equilibrium (methods described in Sato et al. (1994)).

### 3.2.4 Data analysis

I compare the pathogen’s ES transmission rate predicted from a non-spatial model to the ES transmission rate predicted by the spatial model. I also compare the spa-
Figure 3.1: Evolutionary stable transmission rates across transmission-virulence relationship shapes. The evolutionary stable transmission rates (ES $\beta$) obtained from simulation (data points) and predictions from improved pair approximation (IPA; thin lines) and a non-spatial model (thick lines) are shown for different relationships and for two host reproduction rates ($r = 30$, squares and dashed line; $r = 100$, triangles and solid line). (a) linear transmission-virulence relationships, shape controlled by constant of proportionality $C$ in $\alpha = C \cdot \beta^z$ when $z = 1$, (b) concave-down transmission-virulence tradeoff, shape controlled by tradeoff exponent $z$ in $\alpha = C \cdot \beta^z$ when $C = 0.1$. 
tial ES transmission rate to the ES transmission rate predicted from spatial moment equations closed with IPA. I make comparisons for the following cases: no transmission virulence relationship, three types of linear relationships \( (\alpha = \beta/3, \alpha = \beta/6, \text{and } \alpha = \beta/10) \), and four types of concave-down tradeoffs \( (\alpha = \beta^{1.1}/10, \alpha = \beta^{1.3}/10, \alpha = \beta^{1.5}/10, \alpha = \beta^{1.7}/10) \). Since little is known about the existence of shape of transmission-virulence relationships for real pathogens, these are chosen somewhat arbitrarily. However, they will provide a qualitative understanding of how the shape of the relationship can influence pathogen evolution. Furthermore, these relationships have commonly been used in previous literature. For each relationship, I examined a range of host reproduction rates (up to \( r = 100 \) in some cases) and natural host death rates (up to \( d = 4 \)). For the case of no transmission-virulence relationship I also examined a range of pathogen virulence (up to \( \alpha = 4 \)). For a biological interpretation of the parameter space explored, see Appendix E. For all parameter combinations I also show the extinction threshold transmission rate (above which the endemic equilibrium is unstable and the pathogen causes host extinction) and invasion threshold transmission rate (below which the endemic equilibrium is unstable and the pathogen cannot invade the host population) predicted from IPA. These predicted thresholds have been shown to be qualitatively accurate for the type of dynamics and spatial structure examined here (Boots and Sasaki (2000); Haraguchi and Sasaki (2000); Ohtsuka et al. (2006); Webb et al. (2007a,b)).

3.3 Results

Fig. 3.1 shows the spatial ES transmission rate, non-spatial ES transmission rate, and IPA ES transmission rate as a function of the transmission-virulence relationship shape. Fig. 3.1a shows data for a linear relationship and is plotted against the constant of proportionality \( (C \text{ in the equation } \alpha = C \cdot \beta^z \text{ when } z = 1) \). Fig. 3.1b shows data for a concave-down tradeoff and is plotted against the tradeoff exponent \( (z \text{ in the equation } \alpha = C \cdot \beta^z \text{ when } C = 0.1) \). In the case of a linear relationship, the non-spatial model predicts that the constant of proportionality does not influence pathogen evolution: the ES transmission rate is infinite for all values of \( C \). In effect, the non-spatial model predicts evolution to pathogen-driven extinction. In contrast, the spatial model predicts that the ES transmission rate will decline with increasing values of \( C \), for both low and high host reproduction rates, and that evolution will lead to endemism.

In the case of a concave-down tradeoff, both the spatial and non-spatial models
predict a decline in the ES transmission rate as the tradeoff becomes steeper (larger $z$), for low and high host reproduction rates. However, the spatial ES transmission rate is lower than the non-spatial expectation regardless of the steepness of the tradeoff. In addition, as the tradeoff becomes less steep, the non-spatial prediction diverges from the spatial prediction, approaching an infinite ES transmission rate and pathogen-driven extinction. Fig. 3.1b also shows the percent difference between the non-spatial and spatial ES transmission rate. The percent difference is greater for lower host reproduction rates. Further, as the tradeoff becomes steeper, the percent change between the spatial and non-spatial expectations diminishes. In other words, the evolutionary influence of spatial effects relative to the transmission-virulence tradeoff diminishes with the steepness of the tradeoff and with host reproduction. For a linear relationship, like the spatial model the IPA predicts that the ES transmission rate will decline with increasing values of $C$. However, especially for low host reproduction rates, the decline predicted by IPA is much steeper than the decline predicted by the spatial model. For a concave-down tradeoff, the IPA also predicts that the ES transmission rate will decline with increasing tradeoff steepness. However, like the non-spatial prediction, as the tradeoff becomes less steep, the IPA prediction diverges from the spatial prediction, approaching an infinite ES transmission rate and pathogen-driven extinction.

Fig. 3.2 shows the spatial ES transmission rate, non-spatial ES transmission rate, and IPA ES transmission rate as a function of the host reproduction rate when there is no relationship between $\beta$ and $\alpha$. The non-spatial model predicts an infinite ES transmission rate, and pathogen-driven extinction, across all host reproduction rates. In contrast, the spatial ES transmission rate predicted by simulation initially decreases and then increases with host reproduction rate for low host death rates ($d = 1, d = 2$) and pathogen virulence ($\alpha = 0, \alpha = 1$). For higher host death rates ($d = 3, d = 4$) and pathogen virulence ($\alpha = 2, \alpha = 3$), the ES transmission rate increases with host reproduction. Like the non-spatial model, the IPA predicts an infinite ES transmission rate and pathogen-driven extinction. Thus, the ES transmission rate predicted by IPA is both qualitatively and quantitatively inaccurate.

Fig. 3.3 shows the effect of increased host death rate and virulence on the spatial ES transmission rate, non-spatial ES transmission rate, and IPA ES transmission rate as a function of the host reproduction rate, when there is no transmission-virulence relationship. Again, the non-spatial model predicts an infinite ES transmission rate regardless of the host death rate and pathogen virulence. In contrast, the spatial ES transmission rate increases with the host death rate and virulence across low
Figure 3.2: Effect of host reproduction rate on the evolutionary stable transmission rate for no transmission-virulence relationship. The evolutionary stable transmission rates (ES $\beta$) obtained from simulation (circles with dashed spline fit) are shown for a range of host reproduction rates, pathogen virulence, and host natural death rates along with predictions from the non-spatial model and improved pair approximation (IPA; thick lines). The shaded areas are regions where the IPA predicts extinction of the host, pathogen, or both. In the region to the left, the host will go extinct due to an insufficient reproduction rate. In the upper region the pathogen drives the host population and itself to extinction. In the lower region the pathogen cannot invade the host population due to an insufficient transmission rate. In some cases (high $d$ or $\alpha$) data could not be obtained for lower values of $r$, likely because the predicted invasion threshold is underestimated. For all cases, the non-spatial model and IPA predict evolution to pathogen-driven extinction.
**Figure 3.3**: Effect of host death rate and virulence on the evolutionary stable transmission rate for no transmission-virulence relationship. The factor of increase in the evolutionary stable transmission rate ($\text{ES } \beta$) with a unit increase in the death rate ($d$; top left panel $\alpha = 0$ and top right panel $\alpha = 1$) and virulence ($\alpha$; bottom left panel $d = 1$ and bottom right panel $d = 2$) from simulations (bars) along with predictions from the non-spatial model and improved pair approximation (IPA; thick lines) is shown for a range of host reproduction rates. A value of 1 represents no change in the ES $\beta$ with death rate or virulence, a value greater than 1 is an increase, and a value less than 1 is a decrease. For example, the first bar in the top left graph (the $d = 1 - 2$ bar) indicates that when $\alpha = 0$ the ES transmission rate is 3.5 times higher when $d = 2$ than when $d = 1$. The non-spatial model and IPA predict no change across host reproduction rates.
to intermediate host reproduction rates. However, the effect of host death rate and virulence on the spatial ES transmission rate diminishes as the host reproduction rate increases and actually reverses at high host reproduction rates. In addition, the death rate has a larger effect than the virulence on the spatial ES transmission rate. Like the non-spatial model, IPA predicts an infinite ES transmission rate that does not depend on the host death rate or pathogen virulence. The IPA does not qualitatively or quantitatively correctly predict the trends of the ES transmission rate with host death rate or virulence.

Fig. 3.4 shows the spatial ES transmission rate, non-spatial ES transmission rate, and IPA ES transmission rate as a function of the host reproduction rate when there is a linear relationship between $\beta$ and $\alpha$. Again, the non-spatial model predicts an infinite ES transmission rate for all host reproduction rates and host death rates. In contrast, the spatial ES transmission rate is intermediate and increases with the host reproduction rate. Similar to the spatial ES transmission rate, the IPA predicts an intermediate ES transmission rate for all host reproduction rates. However, unlike the spatial ES transmission rate, the IPA ES transmission rate initially decreases then increases for steeper relationships ($\alpha = \beta/3$ and $\alpha = \beta/6$) and increases then decreases for the least steep relationship. Furthermore, for the least steep relationship ($\alpha = \beta/10$, top panel of Fig. 3.4) and a range of low host reproduction rates, the IPA ES transmission rate is greater than the predicted extinction threshold transmission rate. Thus, the IPA effectively predicts pathogen-driven extinction and neither qualitatively nor quantitatively correctly predicts the trends of the ES transmission rate with host reproduction rate.

Fig. 3.6 shows the effect of the host death rate on the spatial ES transmission rate, non-spatial ES transmission rate, and IPA ES transmission rate as a function of the host reproduction rate for linear transmission-virulence relationships. The non-spatial model predicts an infinite ES transmission rate regardless of host death rate. In contrast, the spatial model predicts that the ES transmission rate should increase with host death rate. For all but the least steep relationship where the effect of the host death rate is largest for low host reproduction rates and diminishes with high host reproduction rates, the effect is relatively constant across host reproduction rates. For some parameter sets the IPA also predicts that the ES transmission rate should increase with host death rate; however, overall the predicted trends are qualitatively and quantitatively inaccurate.

Fig. 3.5 shows the spatial ES transmission rate, non-spatial ES transmission rate, and IPA ES transmission rate as a function of the host reproduction rate when there
Figure 3.4: Effect of host reproduction rate on the evolutionary stable transmission rate for linear transmission-virulence relationships. The evolutionary stable transmission rates (ES $\beta$) obtained from simulation (circles with dashed spline fit) are shown across a range of host reproduction rates and relationship steepness, along with predictions from the non-spatial model (thick solid line) and improved pair approximation (IPA; thin solid line). The shaded areas are as in Fig. 3.1. Data could not be obtained for lower values of $r$, likely because the predicted invasion threshold is underestimated. For all graphs, $d = 1$. 
is a concave-down transmission-virulence tradeoff. Both the non-spatial model and simulations predict an intermediate ES transmission rate and virulence below the extinction threshold transmission rate. However, the non-spatial model predicts the same ES transmission rate regardless of the host reproduction rate while the spatial ES transmission rate increases with host reproduction. Thus, the difference between the spatial and non-spatial predictions are largest for low host reproduction rates. Further, the difference is smaller for steeper tradeoffs.

The IPA also predicts an intermediate ES transmission rate across host reproduction rates. The trends in the ES transmission rate with host reproduction predicted by IPA are qualitatively similar to the trends predicted by simulation. Quantitatively, however, the relative difference between the ES transmission rate predicted by IPA and simulations varies depending on the steepness of the tradeoff as well as the host reproduction rate and natural death rate (Fig. 3.7). As the transmission-virulence tradeoff becomes steeper (higher $z$ in $\alpha = C \cdot \beta^z$ where $C = 0.1$) the relative difference decreases. For the steepest tradeoff ($\alpha = 0.1 \cdot \beta^{1.7}$), the difference between predictions is nearly 0 across all host reproduction rates. For less steep tradeoffs, the relative difference is highest for low host reproduction rates, but decreases as host reproduction increases. Similar to less steep linear relationships, the relative difference decreases with increasing death rate for very low host reproduction rates.

The lower right panel of Fig. 3.6 shows the effect of host death rate on the spatial ES transmission rate, non-spatial ES transmission rate, and IPA ES transmission rate as a function of the host reproduction rate when there is a concave-down tradeoff. All three models (spatial, non-spatial, and IPA) predict that the ES transmission rate will increase with increasing host death rate. However, the non-spatial model and IPA predict stronger effects than the spatial model. Further, while the non-spatial model predicts that the effect of host death rate will not vary with host reproduction rate, the IPA predicts a slight decrease with host reproduction and the spatial model predicts a slight increase with host reproduction. However, the trends are not strong.

3.4 Discussion

3.4.1 Effects of host and pathogen ecology

Through extensive spatially-explicit simulations of host-pathogen interactions and comparison with non-spatial theory, I identified novel ways in which host and pathogen ecology can influence the pathogen’s ES transmission rate in a spatial context. In particular, I have shown that in a spatial context: 1) the shape of the transmission-
virulence relationship is important even when it is not an explicit tradeoff, 2) the
host reproduction rate plays an important evolutionary role, 3) host mortality has
a broader influence than expected in a non-spatial context (and can even have an
influence opposite to that predicted by non-spatial models). In addition, for ecolog-
ic contexts where the spatial and non-spatial models yield qualitatively consistent
predictions, I have identified when space is still likely to have strong quantitative
effects.

First, in contrast to non-spatial expectations, I found that in a spatial context
the slope of the linear transmission-virulence relationship strongly influences the ES
transmission rate: as the relationship becomes steeper, the ES transmission rate
decreases. These results suggest that when the host population is spatially structured,
the details of the transmission-virulence relationship can be important even when that
relationship is not an explicit tradeoff. Space seems to induce an effective tradeoff
between transmission and virulence even when the direct relationship between these
traits is only linear. Furthermore, although when the relationship is a tradeoff the
influence of the shape of the tradeoff on the ES transmission rate is qualitatively
similar in a spatial and non-spatial context (the ES transmission rate declines with
increasing tradeoff steepness), the quantitative difference between the spatial and
non-spatial prediction increases and becomes substantial as the tradeoff gets shallower
and as the host reproduction rate increases. These results imply that for pathogens
with a shallow transmission-virulence tradeoff, consideration of space is particularly
important for fully understanding pathogen evolution.

Second, I have shown that in space the ES transmission rate is influenced by
the host reproduction rate, whereas in a non-spatial context it is predicted to have
no influence. In particular, when the pathogen is subject to a transmission-virulence
relationship, the ES transmission rate increases with the host reproduction rate. This
trend was postulated based on other studies (Lion and Boots (2010); Messinger and
Ostling (2009)) but was not comprehensively tested. In the case of no transmission-
virulence relationship, I show that the ES transmission rate decreases then increases
with host reproduction across a wide range of host death rates and virulence. This
trend was previously shown only for one set of parameter values (\(\alpha = 1, d = 1\);
Haraguchi and Sasaki (2000)). When there is no transmission-virulence relationship,
the ES transmission rate approaches the pathogen-driven extinction threshold at low
and high host reproduction rates. Notably, the non-spatial model predicts that the
host reproduction rate will not influence pathogen evolution, regardless of the presence
or shape of a transmission-virulence relationship. Thus, a more complete theory
Figure 3.5: Effect of host reproduction rate on the evolutionary stable transmission rate for concave-down transmission-virulence tradeoffs. The evolutionary stable transmission rates (ES $\beta$) obtained from simulation (circles with dashed spline fit, error bars shown when larger than data points) are shown across a range of host reproduction rates and tradeoff steepness, along with predictions from the non-spatial model (thick solid line) and improved pair approximation (IPA; thin solid line). The shaded areas are as in Fig. 3.1.
**Figure 3.6:** Effect of host death rate on the evolutionary stable transmission rate for transmission-virulence relationships. The factor of increase in the evolutionary stable transmission rate (ES $\beta$) with an increase in the death rate from $d = 1$ to $d = 2$ is shown for a range of host reproduction rates and relationship types: three linear and one concave-down (simulation data=bars, predictions from non-spatial model=thick solid line, predictions from IPA=thin solid line). The factor of increase predicted by simulations is always greater than or equal to 1 (dashed line). For the least steep linear tradeoff, the dotted portion of the curve indicates that the IPA predicts an ES $\beta$ above the extinction threshold for $d = 1$ or $d = 2$ at that host reproduction rate.
Figure 3.7: Relative difference between evolutionary stable transmission rate predicted by simulation and improved pair approximation for transmission-virulence relationships. Assuming a transmission-virulence relationship of the form \( \alpha = C \cdot \beta^z \), data points are the relative difference between the evolutionary stable transmission rate \( (\text{ES} \beta) \) predicted by simulation and improved pair approximation (IPA) across host reproduction rates. The relative difference is \( \frac{(\text{IPA ES} \beta - \text{simulation ES} \beta)}{\text{simulation ES} \beta} \). A negative value indicates that the simulation predicted a higher \( \text{ES} \beta \). (a) Data for linear relationships with varying values of \( C \) when \( z = 1 \) and for \( d = 1 \) (upper left) and \( d = 2 \) (upper right, gray lines are data for \( d = 1 \) for ease of comparison). Filled data points indicate that the IPA predicts an \( \text{ES} \beta \) greater than the extinction threshold \( \beta \). (b) Data for concave-down tradeoffs with varying values of \( z \) when \( C = 0.1 \) and for \( d = 1 \) (lower left) and \( d = 2 \) (lower right, gray lines are data for \( d = 1 \) for ease of comparison). For steep concave-down tradeoffs (high \( z \)), simulation data could not be obtained for \( d = 2 \) due to the narrow range of transmission rates that lead to endemism and high demographic stochasticity.
Figure 3.8: Population structure for lowest and highest host reproduction rates. Shown is the spatial distribution of empty sites (black), susceptible hosts (gray), and infected hosts (red) for low host reproduction (left column) and high host reproduction (right column) for no transmission-virulence relationship (top row) and a linear relationship of $\alpha = \beta/10$ (bottom row). In case of no relationship, when host reproduction is low, uninfected patches of susceptible hosts grow very large before becoming infected, actually reducing the risk of “self-shading”. This does not occur in the case of a linear relationship. Note that host reproduction is not chosen to be lower in the linear relationship case because the range of transmission rates leading to endemism (between the invasion and extinction threshold transmission rates) is very narrow and due to demographic stochasticity, simulation data could not be obtained. Other parameters: $d = 1$, and for no tradeoff $\alpha = 1$. 
of pathogen evolution that considers the influence of space, predicts that existing variation in pathogen transmission rates may arise from differences in the intrinsic host reproduction rate.

Third, I find that in a spatial context the ES transmission rate typically increases with the host natural death rate for all transmission-virulence relationships and no relationship, but can actually decline with host death rate for high host reproduction rates in the case of no relationship. Importantly, the non-spatial model predicts that host death rate will influence pathogen evolution only in the case of a transmission-virulence tradeoff, and it never predicts a decline with host death rate. Furthermore, in the case of a transmission-virulence tradeoff, where the spatial and non-spatial models qualitatively agree regarding the influence of the death rate, the non-spatial predicted change in the ES transmission rate with host death is consistently greater than predicted by the spatial model. As host death rates increase, the spatial prediction diverges from the non-spatial prediction and in this sense spatial effects become strong (for example, given $\alpha = 0.1 \cdot \beta^{1.1}$, the spatial ES transmission rate is 66.8% lower than the non-spatial prediction for $d = 1$ and $r = 20$ but 74.2% lower for $d = 2$ and $r = 20$).

Interestingly, I also find an important interactive effect between the effects of the host’s reproduction and death rates. Host reproduction seems to moderate the effects of other demographic rates. More specifically, for no transmission-virulence relationship or a less steep linear relationship, the spatial model predicts an increase in the ES transmission rate that diminishes with host reproduction. In other words, the host death rate has less influence on the evolutionary dynamics as host reproduction increases. This implies that an increased host reproduction rate not only directly influences the ES transmission rate (as seen in Figs. 3.2, 3.4, 3.5) but can also indirectly influence it through the impact of other demographic rates. This is a particularly relevant finding since host reproduction is not predicted to influence pathogen evolution at all in a non-spatial context. The indirect effects of host reproduction do not extend to steeper linear relationships and tradeoffs, where the influence of host death rate is fairly constant across reproduction rates.

Finally, the spatial model predicts a role for the pathogen’s virulence that it does not play in the non-spatial model. For no transmission-virulence relationship, the pathogen virulence increases the ES transmission rate. In contrast, the non-spatial model predicts that pathogen virulence will not influence the ES transmission rate. As with the host death rate, the influence of pathogen virulence diminishes as host reproduction rate increases. Again, this suggests that the host reproduction rate
not only directly influences the ES transmission rate but also indirectly affects it by moderating the influence of other demographic rates.

### 3.4.2 Accuracy of the IPA

I demonstrate that the IPA does not always accurately predict the influence of host and pathogen ecology on pathogen evolution in a spatial context. In particular, I confirm for a wide range of host and pathogen ecology what has been hinted at in the literature for a few cases: the IPA is dramatically inaccurate when the pathogen is not subject to a transmission-virulence relationship, predicting pathogen-driven extinction while simulations predict endemism (de Aguiar et al. (2004); Boots et al. (2006); Lion and Boots (2010)). Perhaps more surprising, I show that the same can be true for less steep linear relationships, especially for low host reproduction rates and high host death rates. For steeper linear relationships the IPA correctly predicts endemism. This has previously been shown for similarly steep relationships, including $\alpha = 3 \cdot \beta$ where $d = 0.01$ and $r = 3$ (Boots and Sasaki (1999); Kamo et al. (2007)), as well as for $\alpha = C \cdot \beta$ where $C$ ranges from 0.01-0.2, $d = 1$, and $r = 8$ (Haraguchi and Sasaki (2000)). However, I show that despite correctly predicting endemism, the IPA predicts different trends with increasing host reproduction and host death rate. Finally, I show that the IPA correctly predicts endemism for all tradeoffs and qualitatively predicts the correct trends with increasing host reproduction when there is transmission-virulence tradeoff. However, the less steep the tradeoff, the lower the reproduction rate, and the higher the host death rate, the greater the quantitative difference. Notably, these are the same conditions for which the spatial and non-spatial predictions diverge most, meaning that the IPA performs most poorly when spatial structure is most influential.

That the IPA is not always a good predictor of pathogen evolution is not surprising. However, its limitations appear to be more extensive than initially suspected. Especially in cases where the pathogen is not subject to a transmission-virulence relationship or when the relationship is linear and shallow, new analytical methods of quantifying pathogen fitness should be investigated. Forays in that direction have already been made (Bauch (2005); Filipe and Maule (2003); Peyrard et al. (2008)) and have shown some success in predicting equilibrium population densities. However, this does not necessarily suggest that these methods will be accurate predictors of evolutionary outcomes, since the improved pair approximation has also been shown to do well predicting equilibrium population densities and stability (Boots and Sasaki (2000); Haraguchi and Sasaki (2000); Ohtsuka et al. (2006); Sato et al. (1994); Webb
et al. (2007a,b)). A more careful examination of the spatial correlations in the cases where the IPA does not work well might suggest in particular why the IPA fails and inform the development of new methods. For example, Dieckmann and Law (Dieckmann and Law (2000)) suggest that larger scale spatial structure may be more appropriately modeled with diffusion approximations, which could potentially be combined with moment approximations to more accurately predict spatial effects.

### 3.4.3 Explaining the effects of ecology

Despite the quantitative limitations of the IPA, the influence of particular aspects of the host and pathogen ecologies on pathogen evolution can qualitatively be understood within the conceptual framework arising from spatial moment equations. The invasion fitness of a pathogen derived from spatial moment equations implicates “self-shading,” where the spread of more transmissible pathogens is impeded by the rapid depletion of the local supply of susceptible hosts, as an important evolutionary force in a spatial context. Examination of the spatially-explicit patch structure arising in different ecological contexts alludes to the relationship between “self-shading” and host and pathogen ecology. Consider host reproduction. Regardless of the transmission-virulence relationship, host reproduction increases local host availability. Therefore, when host reproduction is high the risk of “self-shading” is lower, resulting in a higher ES transmission rate. The trend of initially decreasing ES transmission rate with host reproduction when there is no relationship may arise because when the host reproduction rate is very low, the initial infecting pathogen strain creates a highly depauperate host population. Subsequently, most pathogens quickly go locally extinct but small, uninfected patches of susceptible hosts are free to grow. These patches can get very large before they come into contact with the sparsely occurring infected hosts (Fig. 3.8). The risk of “self-shading” in these large patches is low. Thus, it is the periodic formation of very large patches of susceptible hosts at lower host reproduction that favors a higher ES transmission rate. This does not occur when the pathogen is subject to a transmission-virulence relationship, most likely because the initial infection does not lead to such a large reduction in susceptible hosts because infected hosts die more quickly (Fig. 3.8).

The trends with host natural death rate and virulence are not immediately intuitive, but can also be understood within the framework of “self-shading” once the spatially explicit patch structure in different ecological contexts is identified. By reducing the availability of susceptible hosts, one might assume that the host natural death rate would increase the risk of “self-shading” and thus reduce the ES trans-
mission rate. However, empty sites are necessary for host reproduction. Thus, by creating space for new susceptible hosts, an increased host natural death rate may actually increase host availability and thus ultimately reduce the risk of “self-shading” (for example, the average number of susceptible hosts over 500 time steps during evolutionary equilibrium when there is no transmission-virulence relationship, $r = 10$, $\alpha = 1$, and $d = 1$ is $2,825 \pm 264.6$ while for $d = 2$ it is $3,999 \pm 446.2$). In addition, the host natural death rate applies to infected hosts: fewer infected hosts results in lower predation pressure and thus reduces the risk of “self-shading.” When there is no transmission-virulence relationship, by removing infected hosts virulence also creates space for new susceptible hosts and reduces the predation pressure. Thus, it similarly affects the ES transmission rate. However, because virulence only affects infected hosts it does not create as much empty space for new susceptible hosts and therefore has less of an effect on the ES transmission rate than the host natural death rate. Further, when host reproduction is high, the benefit of increased host natural death or virulence in terms of empty space relative to the direct cost to the pathogen in terms of decreasing susceptible and infected hosts is lower, potentially explaining the diminishing effect with host reproduction and eventual trend reversal for no transmission-virulence tradeoff.

3.4.4 Summary

In summary, host and pathogen ecology play an important role in the evolution of pathogen transmission rate when the population is spatially structured and may help explain variation among pathogens. I find that when there is no transmission-virulence relationship or when the relationship is linear and less steep, the host reproduction rate is a key determinant of pathogen evolution. Importantly, the non-spatial model predicts that the host reproduction rate should not influence the ES transmission rate. Understanding the effects of basic host demography and pathogen life-history will help to inform our understanding of the problematic emergence and re-emergence of infectious disease and the factors that increase the risk of such events. Although I show that the IPA is not a good method for quantifying self-shading and predicting these patterns, most notably in the cases where the effect of spatial structure is strongest, the conceptual framework of “self-shading” is still useful for gaining insights into the role of different ecological contexts. Thus, future work should focus on developing new approximations as well as alternative constructs for quantifying the effects of “self-shading.”
CHAPTER IV

Novel evolutionary effects of predator ecology in a spatial context

4.1 Introduction

Just as evolution shapes the ecology of a species, so can its ecology affect evolution. For example, life-history tradeoffs significantly influence a species’ evolutionary trajectory. Although many theoretical studies of the evolutionary influence of a species ecology tacitly assume that the population dynamics occur in a non-spatial context, many organisms are subject to population spatial structure, where interactions between individuals are not random but rather dependent on their spatial location. An increasing number of theoretical studies suggest that population spatial structure can significantly influence evolution (e.g. North et al. (2011)), especially of interacting species (competing species: Johnson and Seinen (2002); Kinzig and Harte (1998); true predators: van Baalen and Sabelis (1995); Gilpin (1975); Pels et al. (2002); Rauch et al. (2002); pathogens: Debarre et al. (2012), reviewed in Lion and Boots (2010); Messinger and Ostling (2009); parasitoids: Boerlijst et al. (1993)). Further, for pathogen-host interactions, the influence of various aspects of host and pathogen ecology predicted by spatial models is incongruous with the influence predicted by non-spatial models (e.g. host recovery: Boots et al. (2004); superinfection: Caraco et al. (2006); coinfection: Claessen and deRoos (1995); free-living propagules: Kamo and Boots (2004); basic host and pathogen demography: Messinger and Ostling (view)). These studies highlight the importance of the spatial context for understanding the evolutionary influence of ecology.

To date, theoretical studies of evolution in a spatial context have focused largely on pathogen-host interactions, showing that host population spatial structure can lead to the evolution of a reduced pathogen transmission rate and/or virulence. The
evolutionary effect of population spatial structure on pathogens has been suggested to straightforwardly extend to other types of exploitative species (Rauch and Bar-Yam (2006)). Indeed, a handful of theoretical studies have demonstrated that spatial structure can lead to the evolution of a reduced attack rate for predators (van Baalen and Sabelis (1995); Gilpin (1975); Pels et al. (2002); Rauch et al. (2002)), and parasitoids (Boerlijst et al. (1993)). However, beyond the general similarity, it is not clear whether there are consistent patterns in the effect of ecology across exploitative species. Certainly, there are many aspects of ecology that are analogous across interaction types (like the pathogen transmission rate and predator or parasitoid attack rate) that may therefore analogously influence the evolution of exploitative species. Yet many other aspects of ecology are unique to the interaction type. In addition to impacting evolution in and of themselves, by changing the context of the interaction these unique aspects of ecology may alter the role of the aspects of ecology that are analogous across interaction types.

Here I use spatial simulations to examine the evolutionary impact of predator and prey ecology on predator evolution with the goals of determining 1) the predicted effect of unique aspects of predator and prey ecology on predator evolution relative to the non-spatial expectation and 2) whether, despite these unique aspects of ecology, the predicted effect of aspects of ecology that are analogous across predator-prey and pathogen-host interactions are consistent between interaction types. Predator evolution is of special interest because it may inform our understanding of the emergence of food-web structure and stability, which has been related to interaction strengths (Berlow et al. (2004)). I consider three aspects of predator and prey ecology that are unique relative to pathogen-host ecology. First, I consider the ratio of prey consumption to predator production, or the predator conversion efficiency. For pathogens the ratio is 1, but for predators the ratio can vary from 0 to 1. Second, I consider the magnitude of the predator death rate relative to the prey death rate. For pathogens, the infected host death rate is greater than or equal to the susceptible host death rate, but for predators the reverse is more likely based on relative body sizes (White et al. (2007); Yodzis and Innes (1992)). Finally, I consider predator movement. While infected hosts are rarely predicted to have a larger range of movement than susceptible hosts, predators often do, especially if the prey is relatively immobile (e.g. parasitoid wasps, flies, or beetles eating insect larvae or birds eating invertebrates). Even for mobile prey there is evidence that the predator may have a larger range of movement (Cronin et al. (2000); Jones et al. (1996)). I examine the role of these three aspects of ecology in reference to two additional aspects of ecology that are analogous between
predator-prey and pathogen-host interactions: the prey reproduction rate (analogous to the host reproduction rate) and the predator death rate (analogous to the infected host death rate). For pathogen-host interactions, these two rates have been shown to significantly influence pathogen evolution in a spatial context, in ways not predicted by non-spatial models (Messinger and Ostling (view)).

In order to accurately compare the influence of ecology across the two types of interactions, I consider an individual-based lattice predator-prey model identical to that commonly used to model pathogen-host interactions. In addition to allowing comparison across interaction types, rather than representing population spatial structure induced by environmentally imposed boundaries, individual-based lattice models represent spatial structure resulting from the ecology of the organisms themselves. This type of spatial structure is commonly observed in natural systems (van der Heide et al. (2010); Komac et al. (2011); Rietkerk et al. (2004); Santini et al. (2011)). I find that the evolutionary stable (ES) predator attack rate declines with the predator conversion efficiency, demonstrating a power law-like relationship. In contrast, non-spatial theory predicts no evolutionary role for the predator conversion efficiency. I also find that decreasing the ratio of predator to prey death rate increases the ES attack rate. Again, non-spatial theory predicts no evolutionary dependence on the relative magnitudes of the two death rates. Finally, the predator movement rate increases or decreases the ES attack rate depending on the prey reproduction rate and the predator conversion efficiency. In general, the magnitude of the effect of predator movement relative to no movement is greater when the conversion efficiency is lower. Non-spatial theory does not yield predictions for the role of predator movement, since it is purely a spatial process. I find qualitatively similar patterns between the predator ES attack rate and prey reproduction rate compared to pathogen-host interactions, regardless of the predator conversion efficiency and death rate relative to the prey. Again no dependence on prey reproduction rate is predicted in a non-spatial context. However, the dependence predicted in the spatial model changes when the predator movement rate increases. I also find similar patterns between the ES attack rate and the predator death rate compared to pathogen-host interactions, regardless of the predator conversion efficiency.

Recently, inclusive fitness theory has been used to understand the influence of spatial structure on pathogen evolution (Lion and Boots (2010); Wild et al. (2009)). Within this framework, the evolutionary effect of spatial structure is determined by genetic and demographic spatial structuring, which influences the strength of local resource competition, both directly and indirectly (the latter through kin effects). This
approach, in combination with a mathematical approximation of spatial correlations, has been used to quantify the effect of pathogen and host ecology for individual-based lattice models like that used here (Lion and Boots (2010)). However, the accuracy of the approximation method is limited to the case that the pathogen has a transmission-virulence tradeoff (see Boots et al. (2006); Lion and Boots (2010); Messinger and Ostling (view)) and is thus of little use for predators. Despite these quantitative limitations, this framework offers a qualitative way to understand the impact of different aspects of ecology through their impact on the strength of local resource competition. To that end, I examine several metrics related to the genetic and demographic spatial distribution of the predator and prey from simulations and relate these to the strength of local competition to help understand the influence of the prey reproduction rate and predator movement rate.

4.2 Methods

4.2.1 Non-spatial Predator Evolution

In the absence of spatial structure, the population dynamics of a true predator and its prey can be described by the Lotka-Volterra (L-V) equations.

\[
\frac{dN}{dt} = (r - d) \cdot N - \alpha \cdot N \cdot P
\]
(4.1)

\[
\frac{dP}{dt} = \alpha \cdot e \cdot N \cdot P - m \cdot P
\]
(4.2)

In these equations, \(N\) is the prey population size, \(P\) is the predator population size, \(r\) is the prey reproduction rate, \(d\) is the prey death rate, \(\alpha\) is the predator attack rate, \(e\) is the predator conversion efficiency (the ratio of predators produced per prey eaten), and \(m\) is the predator death rate. If the conversion efficiency is 1 and the predator death rate is an additive function of the prey death rate (i.e. \(m = d + c\) where \(c\) is some positive constant), these equations are identical to a susceptible-infected model of pathogen-host interactions where the prey is the susceptible host population, the predator is the infected host population, and the attack rate is the pathogen transmission rate.

An invasion analysis using the L-V model yields the following. A predator’s per-capita population growth rate is

\[
\frac{1}{P} \cdot \frac{dP}{dt} = \alpha \cdot e \cdot N - m
\]
(4.3)
When the predator is invading a prey population already at equilibrium with a resident predator, the per-capita population growth rate, and thus the predators invasion fitness, is

\[
\frac{1}{P_I} \cdot \frac{dP_I}{dt} = \alpha_I \cdot e_I \cdot N^*_R - m_I
\]  

(4.4)

where the subscripts \( I \) and \( R \) refer to the invading and resident predator (respectively) and \( N^*_R \) is the prey population size at equilibrium, given by

\[
N^*_R = \frac{m_R}{\alpha_R \cdot e_R}
\]  

(4.5)

Thus, a predator can invade a prey population at equilibrium with a resident predator when

\[
\alpha_I \cdot e_I \cdot \left( \frac{m_R}{\alpha_R \cdot e_R} - \frac{m_I}{\alpha_I \cdot e_I} \right) > 0
\]  

(4.6)

In other words, when the invader’s equilibrium prey population size is less than the resident’s equilibrium prey population size, the invasion will succeed. Because the equilibrium prey population size is inversely related to the predator attack rate, a predator with a higher attack rate than the resident can always invade. Over time, this model predicts that evolution will lead to higher predator attack rates. Eventually, however, the attack rate will be so high and the prey equilibrium population size so low that the prey population will be highly susceptible to extinction. And if the prey goes extinct, the predator will follow, a manifestation of evolutionary suicide (Parvinen (2005); Rankin and Lopez-Sepulcre (2005)). The same prediction arises from analysis of a basic susceptible-infected model of pathogen-host interactions (assuming no transmission-virulence relationship).

### 4.2.2 Spatial Predator Evolution

A variety of spatial L-V-like predator-prey models are possible. Here I consider the relatively simple case where the prey and predator populations reside on a regular two-dimensional lattice where lattice sites can be occupied or empty, prey are fixed in space, and prey reproduction, prey consumption, and predator reproduction only occur between directly adjacent lattice sites. In this model, the effective rate of prey reproduction is determined by \( r \), the intrinsic host reproduction rate, and the number of empty sites among the prey’s four nearest-neighboring sites. Similarly, the effective rate of prey consumption is determined by \( \alpha \), the maximum attack rate, and the number of prey among the predator’s four nearest-neighboring sites. Each time a predator consumes a prey individual, the probability that it produces an offspring
is given by the conversion efficiency, $e$. When predator movement is allowed, the effective rate of movement depends on the maximum rate of movement, $m_p$, and the number of empty sites among the predator’s four nearest-neighboring sites. When multiple empty sites exist, the choice of destination sites is random. Otherwise, the dynamics are as described for the non-spatial L-V model.

To find the predator’s ES attack rate I simulate the dynamics as a Poisson process using the Gillespie algorithm (Gillespie (1977)). I assume that each time a predator reproduces there is some chance that the offspring is a mutant with an attack rate slightly different than the parent. The average attack rate of the predator population thus changes over time. When the average attack rate is no longer changing over time, I run the simulation for an additional 1000 time steps and take the average attack rate over the last 1000 time steps as the ES attack rate. In previous work I compared three different methods of inferring the ES strategy and found no difference between them (Messinger and Ostling (view)). I calculated the ES attack rate across a range of prey reproduction rates (up to $r = 100$), for several predator to prey death rate ratios ($d/m = 1/3$, $1/2$, 1, and 2), several predator conversion efficiencies ($e = 0.2$, 0.5, and 1), and a range of predator movement rates (up to $m_p = 100$). For a biological interpretation of the parameter space explored, see Appendix E. I compared trends between the ES attack rate and different demographic rates with the special case of $e = 1$, $d/m = 0.5$, and no predator movement, which corresponds to a pathogen-host-type interaction.

Progress has been made toward understanding the impact of individual based spatial structure on pathogen evolution using an inclusive fitness framework (Lion and Boots (2010)). In particular, when there is no tradeoff between the pathogen’s transmission rate and virulence, the selection gradient for increased transmission has two components: direct benefits and both direct and indirect costs due to local competition (Appendix F). When the direct benefits outweigh the costs, the selection gradient is positive and the pathogen will evolve an increased transmission rate. The costs due to local competition are influenced by the ecology of the interaction. For example, mathematically, recovery from infection is predicted to reduce the strength of local competition, ostensibly by increasing the local availability of susceptible hosts (Lion and Boots (2010)). Furthermore, there are direct and indirect components of local competition, where the direct costs are due to the effects of competition on the focal individual and the indirect costs are due to the effects of kin competition. With this framework in mind, I examine several metrics of the spatial distribution and dynamics of the predator and prey population that likely influence the strength
Table 4.1: Metrics of the strength of local competition and their effect on predator attack rate.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Measure Of</th>
<th>Local Competition</th>
<th>Attack Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average prey cluster size</td>
<td>Local prey availability in space</td>
<td>↓</td>
<td>↑</td>
</tr>
<tr>
<td>Prey cluster join rate</td>
<td>Local prey availability through time</td>
<td>↓</td>
<td>↑</td>
</tr>
<tr>
<td>Average global prey density(^a)</td>
<td>Local prey availability in space and time</td>
<td>↓</td>
<td>↑</td>
</tr>
<tr>
<td>Number of local predator types</td>
<td>Local kin competition</td>
<td>↓</td>
<td>↑</td>
</tr>
<tr>
<td>Predator movement</td>
<td>Local prey availability through time</td>
<td>↓</td>
<td>↑</td>
</tr>
</tbody>
</table>

\(^a\)For a fixed host reproduction rate

of local competition (and thus the costs of an increased attack rate) to qualitatively understand some of the trends I report. Table 4.1 summarizes the metrics, their proposed effect on local competition, and the effect on the ES attack rate.

To help understand the trends of the ES attack rate with the prey reproduction rate, I examine the spatial distribution and dynamics of the prey population at evolutionary equilibrium as a function of the prey reproduction rate. At equilibrium, the prey and predator population is fragmented into distinct clusters of prey and predators. These clusters are dynamic, growing and shrinking as well as moving across the lattice. I look at two metrics related to the spatial distribution and dynamics of the prey population, which should influence the strength of local competition. First I look at the average prey cluster size at equilibrium. Larger clusters should indicate weaker local competition: local competition is strongest when few prey individuals are locally available. Second, I look at the rate at which prey clusters come together through time. More frequent joining of prey clusters should also indicate weak local competition: local competition is strongest when prey clusters are more isolated from one another.

To calculate the average prey cluster size at evolutionary equilibrium, I sampled the population at 10 different time points during equilibrium, separated by 50 time
steps to reduce correlation between samples. At each sampling time, prey clusters were identified as contiguous lattice sites that contained prey individuals. The number of prey within each unique cluster was recorded and the average cluster size was then calculated both within a single sampling time and across the 10 different sampling times. To calculate the average rate at which prey clusters come together through time at evolutionary equilibrium, a single, isolated prey individual was randomly chosen. As the population dynamics proceeded, I tracked the number of prey in the contiguous neighborhood of the chosen prey individual. In the case that the target individual died, I selected a new target individual that was within the contiguous neighborhood. When the target cluster grew by more than one prey individual, I counted the event as the joining of two prey clusters. After the target cluster disappeared, I picked a new target prey individual and repeated the process until I had collected data for at least 100 independent clusters. I then averaged the rate of cluster coalescence across the 100 samples.

To help understand the trends in the ES attack rate with the predator movement rate, I examined the average global prey density at evolutionary equilibrium as well as the average number of predator types found within small local areas across the lattice. I take the global prey density as an indicator of both the dynamics and spatial distribution of the prey population. When the host reproduction is the same, fewer prey indicate more empty space between clusters and thus greater the isolation. In addition, fewer prey indicate smaller average cluster sizes. As mentioned above, greater isolation between prey clusters as well as smaller average cluster size should indicate stronger local competition. I take the average number of predator types within a small local area as reflective of predator relatedness within a prey cluster: fewer types correspond to higher relatedness. Greater relatedness within a cluster should increase the strength of the indirect effects of local competition. Overall, predator movement should decrease the strength of local competition by allowing predators access to more prey than are necessarily available within a single cluster.

To calculate the average global prey density at evolutionary equilibrium I recorded the total number of prey in the population at 10 different time points during equilibrium, separated by 50 time steps to reduce correlation between samples. I then averaged the total number of prey across the 10 samples. To calculate the average number of predator types found within a small local area at evolutionary equilibrium, at 30 different time points during equilibrium, separated by 100 time steps, I randomly sub-sampled 800 \( n \) by \( n \) squares across the lattice to find the average number of predator types per area \((n = 5, 10, 15, 20, 25, 30)\). I then averaged across the 30
Figure 4.1: Effect of predator conversion efficiency on the evolutionary stable attack rate. Data points are the evolutionary stable attack rate (ES $\alpha$) predicted from spatial simulations and the thick line is the ES $\alpha$ predicted by the non-spatial model. Simulation data are fit with a power law ($r = 5$: $\alpha = 24.74 \cdot e^{-2.22}$, $R^2 = 0.96865$; $r = 10$: $\alpha = 15.52 \cdot e^{-0.65}$, $R^2 = 0.99442$; $r = 20$: $\alpha = 30.38 \cdot e^{-0.982}$, $R^2 = 0.95168$; $r = 50$: $\alpha = 79.725 \cdot e^{-0.52}$, $R^2 = 0.9906$).

samples.

4.3 Results

4.3.1 Predator Conversion Efficiency

In the absence of predator movement, the relationship between the ES attack rate and the prey conversion efficiency is power law-like; lower conversion efficiencies lead to higher ES attack rates (Fig. 4.1). In contrast, an equivalent non-spatial model predicts no relationship between the ES attack rate and the conversion efficiency: all predators evolve a maximal attack rate. Neither the host reproduction rate (Fig. 4.1a) nor the magnitude of the predator death rate relative to the prey death rate change the qualitative shape of the relationship, though the steepness appears to increase with lower host reproduction rates and the ratio of predator to prey death rate. Across conversion efficiencies the ES attack rate is well below the predator-driven extinction threshold (Fig. 4.2). Thus, evolution is not driving the predator to the extinction threshold, suggesting that the evolutionary outcome will be somewhat robust to external perturbations. Furthermore, the ES attack rate does not seem to approach the extinction threshold at the extremes.
Figure 4.2: The evolutionary stable attack rate relative to extinction thresholds. Data points are the evolutionary stable attack rate (ES $\alpha$) predicted from spatial simulations. Shading represents the percentage (out of 10) of non-evolutionary spatial simulations with the given attack rate and conversion efficiency where the predator and prey go extinct. In the lower left corner, the predator goes extinct and the prey persists. In the upper right corner, the predator drives prey extinction. The ES $\alpha$ is consistently below the predator-driven prey extinction threshold. Other parameters: $d = 1, m = 2, \text{ and } r = 20$.

4.3.2 Prey reproduction rate

In the absence of predator movement, the prey reproduction rate first decreases then increases the ES attack rate (Fig. 4.3). In contrast, an equivalent non-spatial model predicts that the prey reproduction rate will not influence predator evolution: all predators evolve a maximal attack rate. The qualitative relationship between the ES attack rate and the prey reproduction rate is the same for a prey conversion efficiency of 1 and a prey conversion efficiency less than 1 (Fig. 4.3a). The ES attack rate initially declines with the prey reproduction rate but at a critical point begins to increase with prey reproduction. However, certain features of the relationship are shifted or magnified when the conversion efficiency is less than 1. Notably, the range of ES attack rates between the lowest host reproduction rate and the critical point where the ES attack rate begins to increase is larger for low efficiencies (e.g. in Fig. 4.3a, for $e = 1$, the range is 6.84, for $e = 0.5$ the range is 26.98, and for $e = 0.2$, the range is 44.75). In addition, the critical point where the ES attack rate begins to increase is shifted to higher reproduction rates (e.g. in Fig. 4.3a, for $e = 1$, the critical point is $r \approx 8$, for $e = 0.5$ $r \approx 10$, and for $e = 0.2$ $r \approx 20$).

The relationship between the ES attack rate and the prey reproduction rate is
Figure 4.3: Effect of prey reproduction rate on the evolutionary stable attack rate. Data points are the evolutionary stable attack rate ($\alpha$) predicted from spatial simulations and the thick line is the ES attack rate predicted by the non-spatial model. Simulations predict that the ES $\alpha$ initially declines and then increases with the prey reproduction rate regardless of the conversion efficiency or magnitude of predator death rate relative to prey death rate. Other parameters: (a) $d = 1$, $m = 2$; (b) $d = 1$, $m = 0.5$.

...also qualitatively similar when the predator death rate is less than the prey death rate. However, while the range of ES attack rates between the lowest host reproduction rate and the critical point is still higher for lower efficiencies, the difference is less pronounced. Furthermore, the location of the critical point is similar between efficiencies. In addition, compared to the case when the prey death rate is less than the predator death rate, both the initial decrease and subsequent increase of the ES attack rate with prey reproduction is much steeper (Fig. 4.3b).

For both high and low predator conversion efficiencies, the rate at which prey clusters come together initially declines sharply with reproduction but subsequently increases (Fig. 4.4a). Thus, it appears that the degree of isolation between prey clusters, and thus the strength of local competition, initially increases with reproduction and then decreases. This may help explain why the ES attack rate initially decreases then increases with the prey reproduction rate: local competition is minimized at an intermediate reproduction rate. Prey cluster size decreases with increasing host reproduction rate, for both a low and high predator conversion efficiencies (Fig. 4.4b). The instantaneous local availability of prey declines with prey reproduction, and thus the strength of local competition increases with host reproduction. While this helps explain why the ES attack rate initially decreases with the prey reproduction rate (increased local competition), it does not help explain the subsequent increase, which...
Figure 4.4: Effect of prey reproduction rate on the spatial distribution and dynamics of the prey population. (a) Data points are the average number of times two prey clusters join together per cluster per time at evolutionary equilibrium for two different predator conversion efficiencies and a range of host reproduction rates. Each data point is the average of over 100 independent clusters. The rate of prey cluster convergence declines and then increases with host reproduction rate regardless of the predator conversion efficiency. (b) Data points are the average size of prey clusters across the lattice at evolutionary equilibrium for two different predator conversion efficiencies and a range of host reproduction rates. Each data point is the average across 10 time samples separated by 50 time steps. Other parameters: $d = 1, m = 2$.

may be driven instead by the dynamics of the prey population in space. Furthermore, there is very little difference in either the prey cluster join rate or the average prey cluster size between a predator conversion efficiency of 1 and 0.5. Thus, the distribution and dynamics of the prey population cannot explain why the ES attack rate is higher for lower conversion efficiencies. Instead, the distribution and dynamics of the predator may be responsible.

4.3.3 Predator death rate

Increasing the predator death rate increases the ES attack rate for low host reproduction rates and decreases it for high reproduction rates (Fig. 4.5), regardless of the relative magnitude of the predator death rate relative to the prey death rate. In contrast, the equivalent non-spatial model predicts that the predator death rate will not influence predator evolution. The qualitative effect of the predator death rate on the ES attack rate is the same for a prey conversion efficiency of 1 and 0.5. In both cases, increasing the predator death rate increases the ES attack rate for
Figure 4.5: Effect of predator death rate on the evolutionary stable attack rate. The factor of increase in the evolutionary stable attack rate \((\alpha)\) is shown for an increase in the predator death rate from (a) \(m = 0.5\) to \(m = 1\), (b) \(m = 1\) to \(m = 2\), and (c) \(m = 2\) to \(m = 3\) across prey reproduction rates. A factor of increase of 1 means the \(\alpha\) did not change. The non-spatial model predicts a factor of increase of 1 (in other words, no evolutionary effect) for all prey reproduction rates and predator conversion efficiencies. Other parameters: \(d = 1, r = 20\).

low to intermediate prey reproduction rates. However, the effect diminishes as the prey reproduction rate increases and eventually reverses such that the ES attack rate decreases. Finally, the increase in the ES attack rate is greater for a lower efficiency across all prey reproduction rates only when the ratio of prey to predator death rates is less than 1. When the predator death rate increases and the ratio of prey to predator death rates is greater than 1, the reverse is true (compare Fig. 4.5b and c to Fig. 4.5a).

A comparison of the average prey cluster size for different predator death rates across prey reproduction rates shows that for low prey reproduction rates, the average cluster size is slightly larger for higher predator death rates. The difference in cluster size between death rates diminishes as the prey reproduction rate increases. This suggests that local competition may be stronger for lower predator death rates where there are fewer prey per cluster, especially for low prey reproduction rates. The trend helps explain the pattern of increasing ES attack rate with increasing predator death rate: local competition is weakened as death rate increases, thus leading to a higher ES attack rate. It also helps explain why the effect of the predator death rate diminishes with increasing prey reproduction: local competition is the same for all predator death rates when prey reproduction is high. However, it is likely that the
Figure 4.6: Effect of predator death rate on the spatial distribution of the prey population. Data points are the average size of prey clusters across the lattice at evolutionary equilibrium for two different predator death rates ($m$) and a range of host reproduction rates. Each data point is the average across more than 10 time samples separated by 100 time steps. Other parameters: $e = 0.5$, $d = 1$.

4.3.4 Predator movement

Predator movement can significantly influence the ES attack rate (Fig. 4.7). Because movement is strictly a spatial process, equivalent non-spatial models do not predict an evolutionary role for predator movement. The relationship between movement and the ES attack rate differs depending on the prey reproduction rate and predator conversion efficiency. For intermediate prey reproduction rates ($r = 10$ and $20$) and a low efficiency, predator movement strictly increases the predator attack rate. For high prey reproduction rates and a conversion efficiency of 1, the ES attack rate actually decreases with predator movement. Across prey reproduction rates, the range of the ES attack rate across predator movement rates is smaller ($\sim 2x$) for an efficiency of 0.5 than for an efficiency of 1, except for the case of $r = 50$.

Predator movement decreases the global density of prey across the lattice (Fig. 4.8; top panels) for all reproduction rates and a predator conversion efficiency of 1 (Fig. 4.8a) and 0.5 (Fig. 4.8b). I assume that given the same prey reproduction rate, differences in the global density of prey reflects both the dynamics and distribution of the prey population: as global prey density declines, prey clusters become smaller and more spatially distant, likely decreasing the rate at which they join together. Visually,
Figure 4.7: Effect of predator movement on the evolutionary stable attack rate. Each panel shows data for a different prey reproduction rate ($r$). Data points are the evolutionary stable attack rate ($\alpha_{ES}$) from spatial simulations for different predator conversion efficiencies. Data are plotted against the average actual predator movement rate, which is lower than the maximum possible movement rate ($m_p$). Error bars show the standard deviation in the $\alpha_{ES}$ as well as the movement rate. Other parameters: $d = 1$, $m = 2$.

This appears to be true (see Fig. 4.8; bottom panels). Local competition is likely to be strongest when prey clusters are small and highly isolated. However, predator movement by itself decreases the strength of local competition by increasing the prey availability to a predator in both space and time. Predator movement should also tend to increase the number of predator types found within a local area on the lattice (Fig. 4.8; middle panels). The strength of local competition through indirect kin effects is likely to be strongest when predator types are clustered together (reflecting a high relatedness within prey clusters). Thus, the strength of local competition should be stronger when predator types are highly clustered together (low rates of predator movement). All together then, predator movement has several competing effects on
Figure 4.8: Effect of predator movement rate on global prey density and predator type distribution. (a) shows data for predator conversion efficiency ($e$) of 1 and (b) for $e = 0.5$. The top panels show the average prey density across at least 500 time steps at evolutionary equilibrium as a function of the predator movement rate ($m_p$) for different prey reproduction rates ($r$). In all cases, prey population size declines with increasing predator movement rates. The second panels show the average percent of the total number of predator types (identified by their attack rate) present in 800 randomly sub-sampled areas across the lattice (30 by 30 lattice sites; the trends are the same for smaller area sizes). The % predators per area either increases or remains similar across predator movement rates. The bottom panels show two snapshots of the lattice for one prey reproduction rate ($r = 5$) and two different predator movement rates ($m_p = 0$ and 100). In the images, gray sites are occupied by prey, colored sites are occupied by predators (where the color represents a particular attack rate), and black sites are empty. Other parameters: $d = 1$, $m = 2$. 
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the strength of local competition: it increases local competition through the distribution of the prey population, decreases local competition through the direct effect of movement, and decreases it through the distribution of the predator population.

An important consequence of predator movement is that it changes the qualitative relationship between the prey reproduction rate and the ES attack rate (Fig. 4.9), demonstrating that different aspects of ecology can interact to influence the evolutionary dynamics. As the predator movement rate increases, the characteristic initial decline in the evolutionary stable attack rate with prey reproduction disappears. This is consistent for low and high conversion efficiencies. Furthermore, for an efficiency of 1, as the predator movement rate increases the ES attack rate at the highest prey reproduction rate \(r = 50\) declines (Fig. 4.9b). However, although the relationship is changed, there is still a significant relationship, which is not predicted by an equivalent non-spatial model.

### 4.4 Discussion

Population spatial structure has been shown to influence pathogen evolution (reviewed in Messinger and Ostling (2009); Lion and Boots (2010)), and, in many cases,
to alter the influence of various aspects of pathogen and host ecology. Population spatial structure can similarly influence predator evolution. In particular, two studies have shown that when the predator and prey populations are spatially structured into a metapopulation the predator may evolve an intermediate ES attack rate, below the extinction threshold (Gilpin (1975); Pels et al. (2002)). Although one study has nominally examined the effects of individual level spatial structure on the evolution of true predators, the authors do not examine the dynamics for parameter sets that would distinguish the interaction from a pathogen-host interaction (Rauch and Bar-Yam (2006)). Regardless of the type of spatial structure, prior to this study, the influence of predator and prey ecology had not been thoroughly explored. Of particular interest is: 1) the predicted effect of unique aspects of predator and prey ecology on predator evolution relative to the non-spatial expectation and 2) whether, despite these unique aspects of ecology, there are consistent patterns predicted in the effect of aspects of predator and prey ecology that are analogous with pathogen and host ecology. Here I show the influence of three aspects of predator and prey ecology (conversion efficiency, relative magnitude of predator and prey death rate, and predator movement) on predator evolution in reference to two non-interaction-specific aspects of ecology that are analogous to aspects of pathogen and host ecology (prey reproduction rate and predator death rate).

First, at a very general level, I show that for predators with ecology unique relative to pathogens, individual-level spatial structure can lead to an intermediate attack rate lower than the extinction threshold attack rate. I then show how different aspects of ecology influence the evolutionary dynamics relative to the non-spatial expectation. I find that the ES attack rate declines with increasing predator conversion efficiency, regardless of prey reproduction rate and the relative rates of predator and prey death. In contrast, non-spatial theory predicts no relationship with the predator’s conversion efficiency. In addition, the ES attack rate is below the predator-driven extinction threshold across predator conversion efficiencies (see Fig. 4.2). Since the predicted ES attack rate for low conversion efficiencies can be quite large (e.g. for $e = 0.1$, $r = 20$, $d = 1$, and $m = 2$ the ES attack rate is $\approx 392$) it may be that other mechanisms of constraint will come into play before the predator achieves the ES attack rate predicted from spatial effects alone. However, these results demonstrate that predator ecology can have significant evolutionary effects when space is considered.

I also find that the predicted effect of prey reproduction and predator death rate on predator evolution are similar to the predicted effect of host reproduction and infected host death rate on pathogen evolution, regardless of the conversion efficiency or ratio.
of prey to predator death rate. The predators ES attack rate initially declines and then increases with the prey reproduction rate and increases with increasing predator death rate. The evolutionary effect of increasing the predator death rate declines as the prey reproduction rate increases and is generally larger for lower predator conversion efficiencies. Non-spatial models predict that neither the reproduction nor death rate will influence predator evolution. The consistency in the trends of the ES attack rate with these two demographic rates between pathogens and true predators suggests they may play a key role in the evolution of all types of exploitative species. Even though unique aspects of ecology, like predator movement, may qualitatively alter the trends, they will likely still play an important evolutionary role.

I suggest that the evolutionary effect of the prey reproduction and predator death rates can be qualitatively understood from the spatial dynamics and distribution of the prey population. In particular, when the prey population is spatially segregated into distinct clusters, the rate at which those clusters join together and their average size is likely to influence the strength of local competition. Within an inclusive fitness framework, stronger local competition leads to a reduced predator attack rate. The prey reproduction rate initially increases the strength of local competition by decreasing the average prey cluster size and the rate at which prey clusters join together. Subsequently, the prey reproduction rate increases the rate at which prey clusters join together, weakening local competition and resulting in the evolution of a higher ES attack rate. It is likely that the distribution and dynamics of the predator population are also important, especially in understanding the influence of the predator death rate.

Finally, I demonstrate that when spatial structure is at the individual level, predator movement matters. However, the effect of movement is not clear-cut. Rather than simply increasing or decreasing the ES attack rate, its effect depends on the prey reproduction rate and predator conversion efficiency. I suggest that the evolutionary effect of predator movement can also be qualitatively understood from the spatial dynamics and distribution of the prey population as well as the distribution of the predator population. Predator movement decreases both prey cluster size and the rate at which prey clusters join together, strengthening local competition. However, predator movement intrinsically decreases local competition by allowing predators to move to different prey clusters. Movement also decreases the clustering of predator types in space, or the relatedness of predators within a cluster, weakening local competition through kin effects. Thus, the ES attack rate is ultimately a balance of the dual and contradictory effects of predator movement on the strength of local
competition. The weakening effects of movement appear to be more important when
the efficiency is low and prey reproduction is intermediate. In that case, predator
movement strictly increases the ES attack rate.

While these results demonstrate that predator movement is evolutionarily impor-
tant, our model is quite simplistic. In reality, predators are likely to move in response
to prey density. This added realism is likely to influence predator evolution because
it will alter the spatial distribution of both predator and prey. Likely, predators will
be more clustered around prey, amplifying local competition. A priori, it is not clear
that density dependent movement will change the spatial genetic structuring of the
 predator population relative to random movement, implying that density dependent
movement will still weaken the strength of local competition through indirect kin
effects.

The results presented here clearly show that spatial structure can strongly influ-
ence the evolutionary role of predator and prey ecology. Many aspects of ecology
that are not predicted to influence predator evolution in a non-spatial context have
a strong influence when space is considered. Ultimately, our findings emphasize that
spatial context is a key evolutionary influence that cannot safely be ignored. Further-
more, the fact that spatial structure can influence predator evolution has important
implications for our understanding of the evolutionary stability of entire food webs.
Spatial structure may be a key force shaping food web structure over evolutionary
time, influencing biodiversity and species turnover.
CHAPTER V

Evolutionary stability of food webs arising from spatial structure

5.1 Introduction

Theory suggests that pair-wise predator-prey interactions are inherently evolutionarily unstable. Over evolutionary time, the predator is predicted to evolve an increased attack rate. Concurrently, the prey population size will decrease, eventually to the point that it is highly susceptible to extinction. Building from this critical prediction, additional theory has shown that the inclusion of ecological or allocation tradeoffs or prey co-evolution can stabilize predator-prey interactions (Abrams (1991)). More recent theory has shown that without tradeoffs or co-evolution, population spatial structure, where individual organisms do not interact randomly but rather according to their spatial location, can also stabilize predator-prey interactions (van Baalen and Sabelis (1995); Gilpin (1975); Pels et al. (2002); Rauch et al. (2002)). Furthermore, spatial structure has already been shown to play an important role in the dynamic stability and the complexity of entire food webs in the absence of evolution (e.g. Pillai et al. (2011)). A natural conjecture is that spatial structure may also play an important role in the evolutionary stability of larger food webs. However, to date no studies have examined the effect of spatial structure alone on the evolutionary stability of food webs (see Figure 1 in Urban and Skelly (2006)).

The evolutionary instability of pair-wise predator-prey interactions is at least naively expected to extend to the evolutionary stability of whole food webs if the feeding interactions are fixed (i.e. there is no prey switching). In the absence of other stabilizing mechanisms including spatial structure, each predator should evolve increased attack rates to the point of prey extinction and the web should collapse. Though intuitive, to my knowledge this has not been demonstrated, even for simple
three species food chains. Based on studies of the evolution of three species food webs when there are other stabilizing mechanisms at work, there is good reason to test this naive expectation. For a co-evolving predator and prey, the inclusion of just a single additional species (either another predator or prey) can significantly alter the evolutionary trajectory of the system (Abrams (1991); Dercole et al. (2010); Mougi (2010); Mougi and Nishimura (2009)). While a small number of studies have examined the evolutionary assembly of larger food webs or whole interaction webs in a non-spatial context, none clearly explore whether food webs are inherently evolutionarily unstable. Most existing models allow the network structure itself to evolve and are consequently characterized by constant species turnover (e.g. the Tangled Nature model, Murase et al. (2010); Rikvold and Sevim (2007); Rikvold and Zia (2003); Rikvold (2007), the Web World model, Caldarelli et al. (1998); Drossel (2004), and other models, Brown and Vincent (1992); Mithen and Lawton (1986); Post and Pimm (1983)). While these models produce realistic average food-web structures and properties, they do not provide insight into the non-spatial evolution of each predator over time. Presumably, the constant species turnover results from the continuous evolutionary destabilization of existing interactions and the introduction of new interactions, but this has not been explicitly shown. A more recent study examined the stability consequences of a single evolutionary change within a community, which allows more careful dissection of predator evolution within a community (Loeuille (2010)). However, this study also assumed ecological or allocation tradeoffs, which are stabilizing mechanisms in and of themselves.

Here I use three simple population dynamic models of predator-prey interactions implemented in a metapopulation context to determine whether they predict evolutionary stability for pair-wise predator-prey interactions. Prior metapopulation models that predict evolutionary stability of pair-wise predator-prey interactions (van Baalen and Sabelis (1995); Gilpin (1975); Pels et al. (2002)) are relatively more system specific and thus do not easily scale up to entire food webs like the models tested here. I find that all three models predict evolutionary stability for pair-wise interactions. However, I suggest that the evolutionary mechanism at work differs between models. Importantly, the evolutionary stability that arises from the stochastic model is more robust than for deterministic models. I then use the stochastic model to determine the evolutionary stability of three and five species food webs in spatial and non-spatial contexts. I show that in the absence of spatial structure, without other stabilizing mechanisms, three species food chains and five species webs are indeed evolutionarily unstable: the predators evolve to either predator or prey extinction.
Furthermore, the time to extinction declines with the number of species in the web. I finally show that three species food chains and five species webs are also evolutionarily unstable in a spatial context. For three species webs, only one predator goes extinct—the top predator for straight food chains and the middle predator for food chains with omnivory (where the top predator also eats the basal species). For five species webs, 50% of the time all predators and/or prey go extinct and 50% of the time one predator remains, stably coexisting with the prey.

My results have several important implications. First, non-spatial models of food-webs used to explore ecological phenomena ought to include evolutionary stabilizing mechanisms like prey co-evolution, ecological or allocation tradeoffs. Without these mechanisms, the web will be evolutionarily unstable and predictions arising from the model will have limited scope. Second, very simple predator-prey population dynamic models can predict evolutionary stability in a metapopulation context. However, stochastic models are likely to produce robust stability, suggesting that demographic stochasticity is an important evolutionary force. Finally, though the particular model used here does no predict that spatial structure will stabilize food webs, this does not preclude the possibility. Other regions of parameter space or a model with more biological realism may predict otherwise. However, if spatial structure alone cannot stabilize entire webs, one might conclude that the constant species turnover predicted by existing non-spatial evolutionary community assembly models may also characterize spatial evolutionary community assembly. A small but key difference may simply be that without spatial structure, the entire web may from time to time collapse while in a spatial context, at least one predator and prey will likely persist, providing a base from which to build up another web.

5.2 Methods

Choosing an appropriate model to explore the evolutionary effects of spatial structure is not trivial. The model framework should be suitable to induce evolutionary stability of pair-wise interactions and at the same time realistic for scaling up to entire food webs. For large food webs, a metapopulation model is a natural choice. However, a significant portion of the theory regarding the ability of spatial structure to stabilize pair-wise predator-prey interactions is founded in individual based lattice models (e.g. Rauch et al. (2002)). Other theory based on metapopulation models include system-specific complexities that preclude scaling the dynamics to entire food webs. For example, the metapopulation model published by Pels et al. (2002) is specifically
constructed to model predatory mites so that many of the model details are specific to that organism. The model published by Gilpin (1975) includes social interactions and assumes the attack rate is a two allele trait.

Here I compare the predictions of three types of very general population dynamic models of pair-wise predator-prey interactions, both within a metapopulation context and in a non-spatial context. The three models are 1) deterministic with logistic prey growth, 2) deterministic with exponential prey growth, and 3) stochastic with exponential prey growth. Based on the model predictions for pair-wise interactions, I then use the stochastic model to explore the evolution of three and five species food webs in a spatial and non-spatial context.

5.2.1 Deterministic, logistic growth model

The population dynamics of prey ($B$) and predator ($P$) species are governed by the following equations

\[
B: \frac{dN_{i,k}}{dt} = r_i \cdot N_{i,k} \cdot (1 - N_{i,k}) + \sum_{i,j \in S, i \neq j} \alpha_{i,j} \cdot N_{i,k} \cdot N_{j,k} - \sum_{n \in N} m \cdot (N_{i,k} - 0.25 \cdot N_{i,n}) \tag{5.1}
\]

\[
P: \frac{dN_{i,k}}{dt} = \sum_{i,j \in S, i \neq j} \alpha_{i,j} \cdot N_{i,k} \cdot N_{j,k} - d_i \cdot N_{i,k} - \sum_{n \in N} m \cdot (N_{i,k} - 0.25 \cdot N_{i,n}) \tag{5.2}
\]

where $N_{i,k}$ is the population size of species $i$ in subpopulation $k$, $r_i$ is the intrinsic growth rate of species $i$ ($r_i = 1$), $N$ is the set of four subpopulations directly adjacent to subpopulation $k$, $m$ is the migration rate, $\alpha_{ij}$ is the effect of species $j$ on species $i$ ($\alpha_{ij} < 0$ when $j$ eats $i$), and $d_i$ is the predator death rate ($d_i = 0.1$). Here I refer to $\alpha_{ij}$ as the attack rate of species $j$. The carrying capacity of the prey is 1. In the case of one predator and one prey, there is a stable equilibrium at $P^* = r/\alpha - d/\alpha^2$ and $B^* = d/\alpha$. In the non-spatial model, $m = 0$. If the population size of a particular species drops below 0.01 (1% of the carrying capacity in the case of basal species) then it is removed from the simulation. Note that time is scaled to the prey intrinsic reproduction rate and that the default parameter choices are somewhat arbitrary, not chosen to reflect any particular type of natural system. This study is intended as a proof of concept to stimulate future studies.
5.2.2 Deterministic, exponential growth model

The population dynamics of prey ($B$) and predator ($P$) species are governed by the following equations

\[ B: \frac{dN_{i,k}}{dt} = r_i \cdot N_{i,k} + \sum_{i,j \in S, i \neq j} \alpha_{i,j} \cdot N_{i,k} \cdot N_{j,k} - \sum_{n \in N} m \cdot (N_{i,k} - 0.25 \cdot N_{i,n}) \] (5.3)

\[ P: \frac{dN_{i,k}}{dt} = \sum_{i,j \in S, i \neq j} \alpha_{i,j} \cdot N_{i,k} \cdot N_{j,k} + d_i \cdot N_{i,k} - \sum_{n \in N} m \cdot (N_{i,k} - 0.25 \cdot N_{i,n}) \] (5.4)

where all parameters have the same meaning and default values as in the deterministic logistic model. However, in this model the prey experiences unregulated exponential growth in the absence of predators. In the spatial simulations, an artificial cap is set on the prey population size so that the prey cannot grow unbounded in patches without predators (here set to 2). In the case of one predator and one prey, there are neutrally stable limit cycles centered at $P^* = r/\alpha$ and $B^* = d/\alpha$. Again, if the population size of a particular species drops below 0.01 then it is removed from the simulation.

5.2.3 Stochastic, exponential growth model

I simulated the population dynamics of the deterministic exponential growth model in discrete state space such that population sizes could only take on integer values. I used the Gillespie algorithm to simulate the dynamics (Gillespie (1977)). As with the deterministic exponential growth model, in the spatial simulations an artificial cap is set on the prey population size to prevent unbounded growth in predator-free patches (here set to 200 for two and three species webs and 10,000 for five species webs). In these simulations the default prey reproduction rate is 1.5 and the predator death rate is 1. Thus, time is scaled to the predator death rate in the stochastic simulations rather than the prey reproduction rate. This parameter choice prevents direct comparison of time scales between the deterministic and stochastic models. However, I can compare time scales between the spatial and non-spatial versions of each population model.

5.2.4 Food web construction

To examine the impact of space on entire food webs it is necessary to construct them. Historically, many food web studies are based on randomly assembled webs
(e.g. May (1971)). Though webs constructed this way are not realistic, a number of important hypotheses have been generated from them that are still discussed today (e.g. the relationship between diversity and stability in food webs; see McCann (2000)). Since then, many other food web assembly models have been developed and found to create realistic food web structures. Though the latter types of food webs offer increased realism, they come with added complexity. For example, structuring in the cascade model (Cohen et al. (1990)) is based on body size relationships between predator and prey. In addition to food web structure, body size relationships influence the population dynamics of the predator and prey (Brose et al. (2006); Yodzis and Innes (1992)), which can have important ecological (Jonsson and Ebenman (1998)) and evolutionary consequences (Brose et al. (2006); Weitz and Levin (2006)). Thus, as a first test of the potential role of spatial structure alone in evolutionarily stabilizing food webs, here I use more simple randomly constructed webs. Furthermore, for small numbers of species modeled here, randomly constructed webs are not unrealistic—for example, there are many examples of naturally occurring food chains.

Webs are constructed with $P$ predators and $B$ basal species for a total of $S = P + B$ species. Only feasible (equilibrium population sizes $> 0$) and dynamically stable (all species stably coexist for 500 time units) webs are used. To assemble the webs, attack rates are assigned a value of 0 with probability $1 - C$, where $C$ is the food web connectance. Feeding links are symmetrical such that $a_{ij} = -a_{ji}$. Non-zero interaction strengths are drawn from a uniform random distribution. For three species webs, the distribution ranges from 0 to 0.01. For five species webs, the distribution ranges from 0 to 0.002. For simplicity, community structures are restricted to those that do not contain intransitive loops (species $a$ eats species $b$, species $b$ eats species $c$, and species $c$ eats species $a$). I randomly constructed 50 different feasible and dynamically stable three species webs (either food chains or food chains with omnivory) and 10 different feasible and dynamically stable five species webs.

5.2.5 Evolutionary dynamics

In both spatial and non-spatial simulations, at regular intervals there is some probability ($p_{mut}$) that a single predator will mutate. Mutations affect only one predator and only one attack rate at a time in the case that the predator has more than one prey species. A mutation can either increase or decrease the attack rate of that interaction by some small amount ($\Delta \alpha = 0.5$ for deterministic models and $\Delta \alpha = 0.01$ for the stochastic model). If the original attack rate was positive, the
mutant attack rate is constrained to also be positive. Thus, mutant predators have
the same feeding links as their parents and mutation does not lead to new species,
here defined by their trophic interactions. Mutant predators begin with a population
size of 0.01 for the deterministic models and 1 for the stochastic model. Over time,
the average attack rate of predators in the community changes. A predator’s average
attack rate is calculated across all its feeding links.

5.3 Results

5.3.1 Two species

When predator and prey populations are spatially structured in a metapopula-
tion the predator may evolve an evolutionary stable attack rate that allows stable
predator-prey coexistence (Fig. 5.1). Furthermore, the evolutionary constraint in-
duced by spatial structure is independent of the type of population dynamic model
used, occurring for both deterministic and stochastic models and different modes
of prey growth (logistic or exponential). However, the evolutionary outcome for
the deterministic population models appears to arise from a fundamentally different
mechanism than the stochastic population model. For both deterministic models,
the predator evolves an attack rate that pushes the prey population very close to
the extinction threshold. Averaged over 100 time steps near the end of each simula-
tion shown in Fig. 5.1, the average prey population is 0.01417 (s.d. < $10^{-4}$) for the
deterministic logistic growth model, and 0.0145 (s.d. < $10^{-4}$) for the deterministic
exponential growth model. In contrast, for the stochastic model the average prey
population size is 33.73 ($s.d. = 10.034$). Recall that for the two deterministic models,
the extinction cutoff is 0.01 and for the stochastic model it is 1. Further evidence
that the evolutionary mechanism at work in the deterministic and stochastic models
are different, at evolutionary equilibrium in the stochastic model the predator and
prey are dynamically moving between patches. In contrast, in the two deterministic
models the patch occupancy is fixed through time once evolutionary equilibrium is
reached (Fig. 5.2).

To elucidate the evolutionary dynamics in the two deterministic models, I calculate
the population growth rate of a predator invading a prey population at equilibrium
with a resident predator. At metapopulation equilibrium, there is no net migration
of predator or prey between subpopulations, which leads to static subpopulation
occupancy. In this scenario, the growth rate of an invading predator (denoted with
the subscript I) in a single subpopulation with prey (denoted with subscript V) and
Figure 5.1: Pair-wise predator-prey interactions in a metapopulation. Data are shown for three different population dynamic models. The left column of graphs is the average predator attack rate over time. For the two deterministic models (a & b) time is scaled to the prey reproduction rate. For the stochastic model (c) time is scaled to the predator death rate. The right column of graphs shows the total population size of the predator and prey over time. Other parameters are as defined in the methods.
a resident predator (denoted with subscript R) is

\[
\frac{dN_I}{dt} = \alpha_I \cdot N^*_V \cdot N_I - d \cdot N_I - 4 \cdot m \cdot N_I \tag{5.5}
\]

The population growth rate of the invading predator will be positive when

\[
\alpha_I > \frac{d + 4 \cdot m}{N^*_V} \tag{5.6}
\]

Plugging in the equilibrium prey population size \((N^*_V = d/\alpha_R)\), this is

\[
\alpha_I > \frac{\alpha_R \cdot (d + 4 \cdot m)}{d} \tag{5.7}
\]

In essence, the predator can only invade if its rate of growth due to eating the prey is greater than its rate of decline due to death and migration to surrounding patches. Once a resident strain comes into equilibrium with the prey such that there is no net migration, the invading predator must have an attack rate \((4 \cdot m + d)/d\) times larger than the resident to invade. Thus, the migration rate will dictate what mutation size is required for successful invasion. For the parameters used here, the invading predator needs an attack rate 1.4 times larger than the resident.

In contrast to the deterministic simulations in which the metapopulation comes to an equilibrium characterized by a single predator and the prey, stochastic simulations are characterized by continual population turnover within each subpopulation. Over time, the prey within a subpopulation periodically go extinct but subsequently re-invade (see Fig. 5.3). The amount of time between prey colonization events within a given patch increases as the average predator attack rate increases. Compare Fig. 5.3a and Fig. 5.3b, which show the prey population size within the same patch over the same amount of time. In a, the average attack rate is \(\approx 0.02\) and in b it is \(\approx 0.08\). When the attack rate is low (Fig. 5.3a) the number of time points where the patch is empty is 21 and when the attack rate is high (Fig. 5.3b) the number of time points is 97. These dynamics suggest that empty patches are first colonized by the prey and subsequently colonized by a predator. The patch may then be colonized by another predator, which, given a high enough attack rate, could lead to prey and predator extinction. The reason evolution leads to an intermediate predator attack rate is likely related to the average prey population size prior to extinction. The peak predator and prey population size is larger when the average attack rate is lower. This can be seen in Fig. 5.3. In Fig. 5.3a, the average peak prey population size is 96.375 (s.d. =
(a) Deterministic, logistic growth

(b) Deterministic, exponential growth

(c) Stochastic, exponential growth

Figure 5.2: Subpopulation structure over time for spatial pair-wise predator prey interactions. Three example time points are shown for each of the three types of population models. In the image, black squares are empty, green squares have both predator and prey, and red squares have only predators. Time units are $T \times 10^3$. All three time points are from evolutionary equilibrium (when the predator average attack rate is not increasing over time).

42.53) and in Fig. 5.3b it is 67.3125 (s.d.=55.662); $t=1.659$, significant at $\alpha = 0.1$.

A non-spatial deterministic predator-prey model supports this hypothesis. Fig. 5.4 shows the predicted population dynamics of a prey and two different predators, one with a high attack rate ($\alpha = 0.05$) and one with a low attack rate ($\alpha = 0.02$). In Fig. 5.4a all three occupy the same patch. The high attack rate predator clearly outcompetes the low attack rate predator. However, on their own (Fig. 5.4b and c), the low attack rate predator achieves a higher peak population size than the high attack rate predator. In conjunction, the peak prey population size is larger with the low attack rate predator than the high attack rate predator. In essence, a predator with a high attack rate achieves a within-patch competitive advantage, but a predator with a low attack rate achieves a between patch population advantage. Thus, the
Figure 5.3: Example of subpopulation prey population dynamics in stochastic simulations. Shown is the prey population size over time within a single subpopulation at two different time intervals. In (a) the data is early in the simulation when the average attack rate is 0.02 and in (b) the data is later in the simulation when the average attack rate is 0.08. The peaks are more frequent and higher when the average attack rate is 0.02 compared to 0.08.

The evolutionary stable attack rate is intermediate, balancing the benefits of competitive ability with the costs of small populations and resulting low migration.

5.3.2 Three species

Given the fragile and somewhat artificial evolutionary outcome of the two deterministic models for pair-wise interactions in space, I use the stochastic model to explore the effect of space on the evolution of three and five species food webs. There are only two types of three-species food webs where each of the two predators has a unique set of feeding interactions. The first is a strict food-chain and the second is a food chain where the top predator is an omnivore (also eats the basal species).

In a non-spatial context, all randomly assembled three-species food webs are evolutionarily unstable—in all cases, all predators or predators and prey go extinct. I tested 50 different dynamically stable random webs, of which 36 were food chains with
Figure 5.4: Predicted within patch population dynamics for pair-wise predator-prey interactions. Lines show the predicted deterministic population dynamics for a prey with two shared predators ($\alpha = 0.02$ and $\alpha = 0.05$) within a single subpopulation. (a) shows the prey with both predators, (b) shows the prey with only the high attack rate predator, and (c) shows the prey with only the low attack rate predator. Time is scaled to the predator death rate and other parameters are as defined in the methods.

omnivory and 14 were straight food chains. The average time to extinction was 30.32 (s.d.=19.11). There were no significant trends in the order of species extinctions. Surprisingly, food web collapse was not always characterized by prey extinction. In approximately half the simulations the predators went extinct first.

In a spatial context, all randomly assembled three species food webs are still evolutionarily stable—one predator species always goes extinct. I tested a subset of 12 different three species webs, 6 each of straight food chains and food chains with omnivory. In straight food chains the top predator always went extinct first. In food chains with omnivory, in 5 cases the middle predator went extinct first and only in one case did the top predator go extinct and the middle predator persist. In general, the first extinction occurred within 50 time steps. Notably, though the entire food web does not persist, neither does the entire web collapse, as it did in a non-spatial context. Instead, it reduces to an evolutionarily stable pair-wise interaction.

To elucidate why spatial structure cannot stabilize three species food chains, I examined the deterministic population dynamics of straight food chains with different combinations of predator attack rates. Fig. 5.5 shows the peak population size of the top and middle predators for different combinations of predator attack rates. In contrast to the case with pair-wise predator-prey interactions, as the attack rate of the top predator increases, there is not an immediate decline in its peak population size, though it does eventually decline. In addition, at the highest middle predator attack rate (which is approximately the evolutionarily stable attack rate for pair-
wise interactions), the peak population size of the top predator is very small. This suggests that if the middle predator reaches its evolutionary equilibrium first, the top predator is likely to go extinct due to stochasticity. This explains why the top predator always goes extinct first in straight food chains.

![Figure 5.5: Predicted within patch population dynamics for straight food chains. Bars show the peak population size of predators in a straight food chain within a single subpopulation predicted from a deterministic predator-prey model. The middle predator’s attack rate increases from right to left and the top predator’s attack rate increases from top to bottom. Time is scaled to the predator death rate and other parameters are as defined in the methods.](image-url)
5.3.3 Five species

In a non-spatial context, randomly generated five species webs (constrained to consist of four predators and one prey) are also evolutionarily unstable—all predators or all predators and the prey go extinct. I tested 11 dynamically stable random food webs. The average time to extinction was shorter than for three-species webs: 6.05 (s.d. = 4.566). This is a 19% difference.

In a spatial context, the same randomly generated 5 species webs are also evolutionarily unstable. In 6 cases the web collapsed to a single predator and the prey and in 5 cases all predator species went extinct, leaving only the prey species. The average time to extinction for those 5 webs was 39 (s.d.=8.72). In the webs were one predator persisted, the average time to extinction of all other predator species was 38.2 (s.d.=16.87).

5.4 Discussion

Spatial structure has been shown to play an important role shaping the evolution of predators. In particular, theory suggests that spatial structure can lead to the evolution of a reduced predator attack rate and evolutionarily stable predator-prey coexistence (van Baalen and Sabelis (1995); Gilpin (1975); Pels et al. (2002); Rauch et al. (2002)). Whether spatial structure can stabilize predator-prey interactions embedded in a more complex multi-species assemblage is an open question. Here I first demonstrate that for pair-wise interactions evolutionary stability can arise from very simple spatial population dynamic models. Only a few studies have shown that metapopulation spatial structure can induce evolutionary stability for pair-wise predator-prey interactions (van Baalen and Sabelis (1995); Gilpin (1975); Pels et al. (2002)). However, the population dynamic models used do not lend themselves well to scaling up to general food web dynamics. Using three population dynamic models that easily scale up to entire food webs, I show that both deterministic and stochastic spatial metapopulation models with local migration between subpopulations predict evolution of reduced predator attack rates and thus evolutionary stability.

The mechanism constraining evolution differs between deterministic and stochastic population models. The deterministic models (either with logistic or exponential prey growth) predict that the system will evolve to a stable equilibrium with a single predator. The equilibrium is static in the sense that the distribution of the prey and predator populations among the subpopulations is fixed through time. Furthermore, at equilibrium the prey population size within each subpopulation is very near the
extinction threshold. I show that the invasibility of this equilibrium depends on the migration rate between subpopulations as well as the allowable mutation size. If the migration rate is small and mutations large, the equilibrium can be invaded by higher attack rate predators that would drive the prey population below the extinction threshold. Thus, the deterministic models predict an evolutionary equilibrium that is fragile in the sense that the prey population is close to extinction and artificial in the sense that the invasibility of the equilibrium is sensitive to model assumptions. As a consequence, these models are not likely to explain evolutionary stability of predator-prey interactions in the real world.

In contrast to the deterministic population models, the evolutionary equilibrium predicted by the stochastic model is more robust. Within the metapopulation, each subpopulation undergoes cyclic extinction and recolonization dynamics, even at evolutionary equilibrium. I show evidence that the reason the predator attack rate does not increase to the point of global prey extinction is related to the predator and prey population sizes achieved within a subpopulation before prey extinction. High attack rate predators cannot invade the metapopulation because within a single patch, before prey extinction, they do not reach as large a population size as the low attack rate predators. As a result, low attack rate predators produce more migrants which can colonize neighboring subpopulations. In addition, subpopulations with lower attack rate predators will have higher prey population sizes resulting in more prey migrants and increasing the likelihood that migrating predators will land in a subpopulation already colonized by prey. Thus, though high attack rate predators have a competitive advantage within a single subpopulation, they are at a competitive disadvantage within the metapopulation as a whole. This is the same mechanism driving the evolution of intermediate attack rates in the metapopulation model studied by Pels et al. (2002), suggesting some level of generality.

Given the mechanism driving evolutionary stability, it may be that local predator and prey migration is not a requirement (indeed, in Pels et al. (2002) migration is global). However, in larger metapopulations with local migration, it is possible that the advantage of low attack rate predators will be amplified. If predator types are spatially restricted so that the benefits of increased prey migration are exclusively experienced by the low attack rate predators in the area, and conversely the cost of decreased prey migration are exclusively experienced by the high attack rate predators in the area, then the evolutionary stable attack rate may be even lower than predicted in the relatively small metapopulation model used here. In addition, the carrying capacity of the prey will likely influence the peak predator and prey popu-
lation sizes achieved in a subpopulation, in particular potentially limiting the peak of lower attack rate predators. This may shift the evolutionary stable attack rate. However, regardless of the prey carrying capacity, there will always be a relative difference between the maximum population sizes achieved by predators with different attack rates within a single subpopulation.

The differences between the continuous and stochastic models are consistent with the findings of other studies. Murase et al. (2010) showed that demographic stochasticity can significantly alter the predictions arising from models of community assembly over evolutionary time. In addition, Rohani et al. (1996) showed that when the population equilibrium is identical across subpopulations because of a balance in dispersal, the metapopulation equilibrium expectations will be identical to the subpopulation equilibrium. In an evolutionary context, this implies that the evolutionary expectations will also be identical, predicting evolution to extinction.

Because of the fragility and somewhat artificial nature of the evolutionary equilibrium predicted by the two deterministic population models, I use the spatial stochastic model to explore the evolutionary stability of larger food webs in non-spatial and spatial contexts. While the evolutionary stability of simple food chains in a non-spatial context has been discussed in the literature, the meaning of evolutionary stability differs from what we consider here. For example, Hutchinson (1959) proposed that food chains longer than three species would be evolutionarily unstable because it is more energy efficiency for higher trophic levels to feed on lower trophic levels, an idea more rigorously supported later (Hastings and Conrad (1979)). Although informative for understanding why a particular feeding link would arise in the first place, these studies do not inform our understanding of how the feeding link itself, once it exists, will evolve. Others have inferred the evolutionary stability of food chains from the ecological dynamics of the web. For example, Pimm and Lawton (1977) suggest that longer food chains will be less evolutionarily stable because they have longer return times to dynamic equilibrium. A few studies have directly examined the evolutionary trajectory of predators and prey in simple three-species food chains (Abrams (1991); Abrams et al. (1993); Dercole et al. (2010); Mougi (2010); Mougi and Nishimura (2009)). However, these latter studies typically assume prey co-evolution and/or other tradeoffs that are known to induce evolutionary stability.

For more complex webs, very few studies have explicitly explored evolutionary stability in a non-spatial context. Most models assume that the structure of the web may change over time and thus do not inform our understanding of evolution within a particular web structure. Two studies have shown that food webs assembled from
a larger species pool can be evolutionarily stable to invasion specifically by other species in the larger species pool (Bell (2007); Law and Morton (1996)). However, the invading species may have different feeding links than the species already present in the web. Thus, whether this type evolutionary stability generalizes to invasion by mutants of the existing species is unclear. Here I consider evolutionary stability under the assumption that a predator’s feeding links are fixed through time (who eats who is not subject to evolutionary change). I demonstrate here that three species food chains, with and without omnivory, and random five species food webs are inherently evolutionarily unstable in a non-spatial context, always collapsing to either the prey alone or no species at all. Perhaps counter-intuitively, the larger five species webs collapse faster than the three species webs. Though the time scale of collapse will likely be affected by the mutation rate and mutation size, the relative difference is likely to hold.

With the knowledge that at least small food webs are evolutionary unstable in non-spatial contexts, I then show that the evolutionary stability of pair-wise interactions in a metapopulation does not necessarily extend to food-webs with more species. The model predicts that for all randomly assembled three-species webs (food chains and food chains with omnivory), at least one of the predator species will go extinct. The remaining predator may come into evolutionary equilibrium with the prey species via the mechanisms described above, or in fewer cases, may also go extinct. The inability of spatial structure to stabilize food chains without omnivory is likely due to the fact that within the parameter space explored here, the top predator’s peak population size is very small when the middle predator has an intermediate attack rate. For food chains with omnivory, where the middle predator goes extinct first, it is likely that the middle predator’s population size is very small when the top predator has an intermediate attack rate. It is possible that in other regions of parameter space this would not necessarily be the case. For example, allowing the predators to have different death rates or conversion efficiencies might lead to evolutionarily stable three species food chains. Alternatively, evolutionary stability might be achieved if the attack rates of the two predators are coupled. While at first pass this seems unrealistic, there is some experimental evidence that tri-trophic interactions can be linked such that they represent a heritable unit (Bailey (2006)).

Perhaps not surprisingly, the evolutionary instability of three species webs extends to randomly assembled five species webs. However, the larger webs are more likely to collapse entirely (all species go extinct) rather than collapse to an evolutionarily stable pair-wise interaction. In the case that the web does collapse, it happens very
quickly, though it takes longer than in the non-spatial context. Again, the mutation rate and size is likely to influence the time scale of collapse, but the relative difference ought to remain.

The non-spatial evolutionary stability of food webs with more than 5 species bears further consideration, though it seems unlikely that under the same model assumptions larger webs will be stable. Studies that show that food webs can be evolutionarily stable to invasion from a fixed species pool also show that this outcome is much less likely for larger food webs (Bell (2007); Law and Morton (1996)). An obvious though important implication of the evolutionary instability of simple food webs in a non-spatial context is that to be realistic, non spatial food web models should include other evolutionary stabilizing mechanisms like prey co-evolution, ecological or allocation tradeoffs, or adaptive foraging (Kondoh (2003)). Otherwise, the scope of the model predictions are limited to ecological time scales.

Though the results of this study suggest that population spatial structure may not be enough to induce the evolutionary stability of entire food webs, spatial considerations are still likely to be important, even when other stabilizing mechanisms are at work. Assuming that food webs are indeed characterized by constant species turnover, spatial structure may alter the rate of turnover or the structure of the web through time. The ubiquity of population spatial structure, both at the individual level and at the level of populations and communities, and the ability of spatial structure to fundamentally alter population dynamics suggests that it is likely to play a significant evolutionary role. Thus, consideration of space will be an important ingredient in future studies of the influence of ecology on the evolutionary dynamics of food webs.
CHAPTER VI

Conclusion

6.1 Introduction

Spatial structure is ubiquitous in the natural world, from the level of the landscape to individual organisms. This structure can have important dynamical consequences. Population level spatial structure where organisms in a population do not interact randomly but rather according to their spatial location is particularly interesting. A large body of research has shown that population spatial structure can have important ecological consequences, leading to the coexistence of species and contributing to the maintenance of biodiversity (Amarasekare (2003); King and Hastings (2003); Tilman (1994)). However, the evolutionary consequences are less well known. Theory and experiments suggest that novel insight into the natural world can arise from considering ecology and evolution are together (Dieckmann et al. (2006); Urban and Skelly (2006); De Meester (2007); Fukami (2007); Hubbel (2006)). In addition, population spatial structure has been shown to promote the evolution of cooperation (Doebeli and Knowlton (1998); Killingback et al. (1999); Nowak and May (1992); Lion and Gandon (2009); Lehmann and Keller (2007)), resolving the tragedy of the commons (Hardin (1968); Rankin and Lopez-Sepulcre (2005); Bargum (2007)), and perhaps explaining the major transitions between life forms (e.g. Szathmary (2001)). A more specific case of the tragedy of the commons, population spatial structure can also resolve the paradox of prudent predation, where the consumer is specifically a predator and the resource their prey.

The goal of this research was to more carefully elucidate the evolutionary influence of spatial structure on predators, with an emphasis on how spatial structure alters the relationship between the species’ ecology and their expected evolutionary trajectory.
6.2 Summary of Findings

In Chapter 1 I review existing theory of the evolutionary effects of spatial structure on pathogens to outline the conditions necessary for strong spatial effects. I find that local host interactions, local pathogen dispersal, and slow host reproduction relative to pathogen transmission lead to the strongest spatial effects: a lower pathogen transmission rate or virulence than predicted by a non-spatial model. I explain this finding in the context of a competition-persistence tradeoff, where the high transmission rate pathogens are more competitive but less persistent. Spatial structure allows selection on this tradeoff because the host population can become spatially segregated into distinct clusters. I assess the relative influence of spatial structure compared to the oft cited transmission-virulence tradeoff on pathogen evolution and found evidence that spatial structure can in some cases supersede the influence of the transmission-virulence tradeoff. I also review a handful of models that include more complex aspects of host or pathogen ecology and discuss their potential importance for pathogen evolution. Finally, I suggest three important directions for future research, including developing quantitative methods for predicting pathogen evolution in a spatial context, to develop and create new models of pathogen host interactions, and to observationally or experimentally validate existing theoretical hypotheses of the influence of spatial structure on pathogen evolution.

In Chapter 2 I build from the findings in Chapter 1 and use spatial simulations to more carefully explore how spatial structure alters the evolutionary influence of host and pathogen ecology, in particular for the most basic aspects of ecology. I find that the spatial context significantly alters the expected influence of the host reproduction rate, host death rate, pathogen virulence, and the shape of the transmission-virulence tradeoff. Of particular importance is the host reproduction rate: regardless of the existence or shape of a transmission-virulence tradeoff, non-spatial models predict no evolutionary role for the host reproduction rate but in spatial models it is a key parameter, significantly increasing or decreasing the predicted evolutionary stable transmission rate. I also assess the accuracy of a commonly used quantitative framework to predict the influence of these aspects of host and pathogen ecology. While this framework is known to be limited, I show that its limitations are quite extensive, in particular when there is no transmission-virulence tradeoff or a linear tradeoff.

In Chapter 3 I examine how spatial structure alters the evolutionary influence of true predator and prey ecology. I address the following questions: 1) What is the
role of predator ecology that is unique to true predators relative to pathogens and 2) are there any consistent trends in the role of predator and prey ecology that are analogous with pathogens and their hosts. I find that like pathogen-host interactions, the spatial context can significantly influence the evolutionary role of predator and prey ecology. In particular, though non-spatial models predict no evolutionary role for the prey conversion efficiency, the magnitude of the predator death rate relative to the prey death rate, or predator movement, all three can significantly influence predator evolution in a spatial context. In addition, as with pathogen-host interactions, the prey reproduction rate and predator death rate strongly influence predator evolution in a spatial context. Furthermore, even with differences in the prey conversion efficiency and the relative magnitude of predator and prey death rates, the trends are similar between predator-prey and pathogen-host interactions. However, with predator movement, the shape of the trend subtly changes. I qualitatively explain the influence of prey reproduction rate in the absence of predator movement and predator movement alone within the framework of inclusive fitness, where the genetic and spatial distribution of the predator and prey influence the strength of local competition.

In Chapter 4 I explore the potential for the evolutionary effects of spatial structure on pair-wise predator prey interactions to extend to larger, more complex food webs. In particular, does spatial structure constrain the evolution of predator attack rates when other predators or prey are present? First I test the whether three simple population dynamic models that can easily be scaled up to complex food web dynamics predict the evolution of reduced predator attack rates in a metapopulation context for pair-wise predator-prey interactions. I find that while all three models predict evolutionary stability and coexistence of the predator and prey, the evolutionary outcome of the two deterministic models is both fragile and artificial in nature. Thus, for the remainder of the study I use the stochastic population dynamic model. I then test whether the model predicts evolutionary instability of food webs in a non-spatial context. I find that randomly assembled three and five species webs are indeed evolutionarily unstable in a non-spatial context. Further, the five species webs collapse to extinction earlier than the three species webs. Finally, I test whether spatial structure can stabilize food webs. I find that neither three nor five species webs are stable in a spatial context. However, while in a non-spatial context the entire web collapses such that all species go extinct, in a spatial context the web frequently collapses just to a single pair-wise interaction. However, the probability that the entire web will collapse increases with the number of species in the web.
6.3 Conclusions

This research contributes to our understanding of the influence of spatial structure on predator evolution. In particular, it highlights that the spatial context of the interaction has important implications for the relationship between a species’ ecology and its evolutionary trajectory. The evolutionary effect of even the most basic aspects of the species’ ecology can change depending on the spatial context. For pathogens, understanding the effects of basic host demography and pathogen life-history will help to inform our ability to predict and control the problematic emergence and re-emergence of infectious disease. For other predators, these findings may help us better understand the consequences of anthropogenic changes like habitat fragmentation, climate change, and facilitated transport of organisms between habitats. Finally, this research gives us insight into the mechanisms that lead to the evolutionary stability of entire food webs.

6.4 Future Directions

While this research makes a significant step toward understanding the evolutionary influence of spatial structure on predators, there is much more to be done. Of primary importance is testing the predictions that are presented here. Is there evidence that spatial structure has played an important role in the evolution of current day systems? Can we observe the evolutionary influence of spatial structure in experimental systems? Furthermore, this research focuses on fairly simple spatial structure, where there is no variation in the spatial dependence of interactions. Very few systems are likely to be subject to such strict, regular structuring. For pathogens in particular, studies incorporating more complex population spatial structuring has led to novel predictions (e.g. Read and Keeling (2003)). Likely, more complex spatial structuring will also lead to novel predictions for true predators.

Furthermore, the focus of this research is predators. However, as mentioned in the background, spatial structure is predicted to play an important role in general in the emergence of cooperation. Already, some studies have examined what ecological contexts support the evolution of facilitation between potential competitors Kefi et al. (2008); Kinzig and Harte (1998); Johnson and Seinen (2002); Champagnat and S. (2007); Prado and Kerr (2008). Future studies building from the findings here could lend more valuable insight into the transition from predation to mutualism and the conditions that promote such transitions. This could subsequently improve our
understanding of biodiversity, which has been linked to the ratio of antagonistic and mutualistic interactions in a community Melian et al. (2009). There may be interesting general patterns in the effect of spatial structure on a broad set of interactions beyond consumer-resource interactions.

Finally, though the results of this study suggest that population spatial structure alone may not induce the evolutionary stability of entire food webs, spatial considerations are still likely to be important. For one thing, the spatial context may be important in determining the evolution of food web structure when other stabilizing mechanisms are at work. Alternatively, spatial structure may influence the rate of species turnover, species diversity, and trophic structure within an evolving food web.
APPENDICES
APPENDIX A

Inferring ES transmission rate from simulations

By definition, the ES transmission rate is the transmission rate that cannot be invaded by any other transmission rate. Using simulations, one can infer the ES transmission rate from the results of a multitude of discrete pair-wise invasions (see for example Kamo et al. (2007)). The ability of one pathogen strain to invade another is taken as the average number of successful invasions out of some number of trial invasions. One can also infer the ES transmission rate from the results of continuous invasion by mutation (see for example Webb et al. (2007a)). Once the pathogen strain with the ES transmission rate invades, no other mutant strain will be able to invade and the average transmission rate in the population will stabilize at the ES value. The notable, and potentially important difference between the two methods is that under pair-wise invasion there are never more than two pathogen strains in the population at one time while under continuous invasion many strains are present. To be sure our results were not dependent on our method of inference, we tested three different methods of inferring the ES transmission rate from simulations: pair-wise invasion, continuous invasion by small mutations, and continuous invasion by random mutation.

For the pair-wise invasion method we started the host population with a single resident strain at equilibrium. We then allowed a second pathogen strain with a random transmission rate to invade. Once either the invading or resident strain had been excluded from the host population, the process was repeated. Although this method is not exactly the same as a complete pair-wise invasion analysis, it does capture the essential feature that only two pathogen strains reside in the population at any given time. For the two continuous invasion methods, the ES transmission rate is taken as the average transmission rate of the pathogen population when it
Figure A.1: Comparing methods of inferring evolutionary stable transmission rate for no transmission-virulence tradeoff. The left panel shows the average pathogen transmission rate ($\beta$) over time for six different stochastic simulations where evolution is modeled as continuous evolution by small mutations. The middle panel shows the same for continuous evolution with randomly sized mutations. The right panel shows the average $\beta$ over time for simulations consisting of a sequence of pair-wise invasions—there are only ever two pathogen strains in the population at one time. The dashed line shows the evolutionary stable (ES) $\beta$ inferred by averaging across the last 500 time steps of the continuous evolution by small mutation data. In the analyses here we found no substantial difference in the ES $\beta$ obtained across these methods. Other parameters are $r = 20$, $\alpha = 1$, and $d = 1$.

is no longer changing over time. When the average transmission rate was no longer changing over time, we ran the simulation for an additional 2000 time steps. We then took the average transmission rate over the last 2000 time steps as the ES transmission rate. For the continuous invasion by random mutation method, we allowed mutant pathogens to differ randomly (rather than only by a small amount) from the parent strain.

To determine whether the methods yielded different results, we compared the ES transmission rate across multiple realizations of each method for the case of no transmission-virulence tradeoff. The three methods did not give significantly different predictions (Fig. A.1). Thus, using the ES transmission rate predicted by the less computationally intensive continuous evolution method is an accurate comparison point for the ES transmission rate predicted by an IPA of the spatial moment equations.
On a regular two-dimensional lattice where sites can be occupied by a susceptible host \((S)\), an infected host \((I)\), or be empty \((O)\), the change in the number of paired states on the lattice (e.g. SO pairs) can be described by the following set of equations.

\[
\frac{d[SS]}{dt} = 2 \cdot \frac{r}{n} \cdot Q(S|OS) \cdot [SO] - \left( 2 \cdot d + 2 \cdot \frac{\beta}{n} \cdot Q(I|SS) \right) \cdot [SS] \tag{B.1}
\]

\[
\frac{d[SO]}{dt} = \frac{r}{n} \cdot Q(S|OO) \cdot [OO] + d \cdot [SS] + (d + \alpha) \cdot [IS] \\
- \left( d + \frac{r}{n} \cdot Q(S|OS) + \frac{\beta}{n} \cdot Q(I|OS) \right) \cdot [SO] \tag{B.2}
\]

\[
\frac{d[OO]}{dt} = 2 \cdot d \cdot [SO] + 2 \cdot (d + \alpha) \cdot [IO] + 2 \cdot \frac{r}{n} \cdot Q(S|OO) \cdot [OO] \tag{B.3}
\]

\[
\frac{d[II]}{dt} = 2 \cdot \frac{\beta}{n} \cdot Q(I|SI) \cdot [SI] - 2 \cdot (d + \alpha) \cdot [II] \tag{B.4}
\]

\[
\frac{d[IS]}{dt} = \frac{r}{n} \cdot Q(S|OI) \cdot [IO] + \frac{\beta}{n} \cdot Q(I|SS) \cdot [SS] - \left( 2 \cdot d + \alpha + \frac{\beta}{n} \cdot Q(I|SI) \right) \cdot [IS] \tag{B.5}
\]

\[
\frac{d[IO]}{dt} = \frac{\beta}{n} \cdot Q(I|SO) \cdot [SO] + d \cdot [IS] + (d + \alpha) \cdot [II] - \left( d + \alpha + \frac{r}{n} \cdot Q(S|OI) \right) \cdot [OI] \tag{B.6}
\]

In these equations, \(r\) is the host reproduction rate, \(d\) is the natural host death rate, \(\alpha\) is the pathogen virulence, \(\beta\) is the pathogen transmission rate, and \(n\) is the neighborhood size. \(Q(X|YZ)\) is the number of lattice sites in state \(X\) in the neighborhood of a site in state \(Y\) with a neighboring lattice site in state \(Z\). This set of equations does not incorporate any approximations but is not closed. Further,
these equations can be scaled to the size of the lattice and interaction neighborhood to represent the proportion of state pairs on the lattice. Summing equations B.1, B.2, and B.5 yields an equation for the time derivative of the number of susceptible hosts on the lattice, summing equations B.4- B.6 yields the time derivative of the number of infected hosts, and summing equations B.2, B.3, and B.6 yields the time derivative of the number of empty sites.
APPENDIX C

Improved Pair Approximation (IPA)

Equations B.1 - B.6 are not closed. Quantities involving state triples \((Q(X|YZ))\) depend on higher order state combinations. To solve these equations, a moment closure method is required. An ordinary pair approximation (OPA) simply assumes that the presence of a site in state \(X\) next to a site in state \(Y\) does not depend on the state of other sites in the neighborhood of \(Y\). Thus,

\[
Q(X|YZ) = (1 - \theta) \cdot Q(X|Y) \quad (C.1)
\]

\[
Q(X|YX) = (1 - \theta) \cdot Q(X|Y) + 1 \quad (C.2)
\]

where \(\theta = 1/n\) and scales the relationship to account for the fact that the maximum \(Q(X|Y)\) is 4 but the maximum \(Q(X|YZ)\) is 3. However, when host reproduction is local, \(Q(S|OO)\) should be smaller than \(Q(S|O)\) and \(Q(S|OS)\) should be larger than \(Q(S|O)\) because susceptible hosts will tend to cluster in space. The improved pair approximation (IPA) takes this clustering into account. When the size of the neighborhood on the lattice is 4, the ratio of \(Q(S|OO)\) to \(Q(S|O)\) has been shown to be approximately 0.8093. Thus, the IPA assumes that

\[
Q(S|OO) = 0.89093 \cdot (1 - \theta) \cdot Q(S|O) \quad (C.3)
\]

Using the relationship in equation B.3 and the following identity relationship

\[
Q(S|OS) \cdot Q(S|O) + Q(S|OO) \cdot Q(O|O) + Q(S|OI) \cdot Q(I|O) = Q(S|O) \quad (C.4)
\]
the IPA also assumes that

\[ Q(S|OS) = n - (1 - \theta) \cdot Q(I|O) - 0.89093 \cdot (1 - \theta) \cdot Q(O|O) \quad (C.5) \]
APPENDIX D

Solving for quasi-equilibrium $Q(S|I)$

The quasi-equilibrium $Q(S|I)$ for a pathogen strain invading a resident strain in equilibrium with the host population must be obtained numerically. Using IPA, for two pathogen strains J and K, where J is the invading strain and K is the resident strain, the time derivatives of paired states involving strain J are:

\[
\begin{align*}
\frac{d[I_J S]}{dt} &= \frac{r}{n} \cdot (1 - \theta) \cdot Q(S|O) \cdot [I_J O] + \frac{\beta J}{n} \cdot (1 - \theta) \cdot Q(I_J|S) \cdot [SS] \\
&\quad - \left(2 \cdot d + \alpha_J + \frac{\beta K}{n} \cdot Q(I_K|S) + \frac{\beta J}{n} \cdot (1 + (1 - \theta) \cdot Q(I_K|S))\right) \cdot [I_J|S] \quad (D.1)
\end{align*}
\]

\[
\begin{align*}
\frac{d[I_J O]}{dt} &= \frac{\beta J}{n} \cdot (1 - \theta) \cdot Q(I_J|S) \cdot [SO] + d \cdot [I_J S] + (d + \alpha_J) \cdot [I_J I_J] + (d + \alpha_K) \cdot [I_K I_J] \\
&\quad - \left(d + \alpha_J + \frac{r}{n} \cdot (1 - \theta) \cdot Q(S|O)\right) \cdot [OJ] \quad (D.2)
\end{align*}
\]

\[
\begin{align*}
\frac{d[I_J I_J]}{dt} &= 2 \cdot \frac{\beta J}{n} \cdot (1 + (1 - \theta) \cdot Q(I_J|S)) \cdot [SI_J] - 2 \cdot (d + \alpha_J) \cdot [I_J I_J] \quad (D.3)
\end{align*}
\]

\[
\begin{align*}
\frac{d[I_J I_K]}{dt} &= \frac{\beta J}{n} \cdot (1 - \theta) \cdot Q(I_J|S) \cdot [SI_K] + \frac{\beta K}{n} \cdot (1 - \theta) \cdot Q(I_K|S) \cdot [SI_J] \\
&\quad - (2 \cdot d + \alpha_J + \alpha_K) \cdot [I_J I_K] \quad (D.4)
\end{align*}
\]

Parameters are as defined in Appendix B and $\theta$ is $1/n$. Numerically solving these equations assuming equilibrium values for all pairs and $Q(X|Y)$ that do not involve strain J (e.g. in equation D.1, $[SS]$, $Q(S|O)$, and $Q(I_K|S)$), yields the quasi-equilibrium number of state pairs for the invading pathogen. The quasi-equilibrium
$QS/I$ for strain $J$ can then be calculated as

$$Q^0(S|I_J) = \frac{[SI_J]^0}{[I_J]^0}$$

(D.5)
APPENDIX E

Interpreting model parameter values

Here I analyze simulation data using empirical methods in order to compare model parameter values with the demographic rates of real systems. This provides important perspective on the types of systems represented by the spatial models examined.

Host/prey reproduction rate The lowest host or prey reproduction rate used in spatial simulations is 4 and the maximum is 100 (per host generation). In the absence of the pathogen or predator, the host or prey population is predicted to grow exponentially at a rate equal to $r - d$ (called $r_{max}$) where $r$ is the reproduction rate and $d$ is the host natural death rate. Thus, scaling time to be measured in host (or prey) generations (i.e. setting $d = 1$), the minimum $r_{max}$ is 3/generation and the maximum is 99/generation. However, in the spatial models, the realized $r_{max}$ is much lower because of the limited availability of empty sites for host (or prey) offspring to colonize. To determine the relationship between the realized $r_{max}$ and the host reproduction rate parameter, I analyze simulation data using the same method often used to estimate $r_{max}$ from observational data. In natural populations, $r_{max}$ can be estimated from population size data over time when the population starts from rarity. I derive an equivalent “empirical” estimate from spatial simulation data by starting the simulation with no pathogen (or predator) individuals and only one host (or prey) individual. This yields population size data over time starting from rarity, which can be fit with an exponential curve to estimate $r_{max}$.

Fig. E.1 shows the “empirical” estimate of the intrinsic growth rate of the host (or prey) per generation from spatial model simulations as a function of the host reproduction rate parameter. Also shown are the intrinsic growth rates (per generation) of a variety of species from the literature. The empirical estimates of $r_{max}$ from simulations are well within the range of those expected in natural systems. The
higher reproduction rates tend to correspond to plants and arthropods (high reproductive output or long generation times), while the lower reproduction rates tend to correspond to bacteria and protozoans (low reproductive output or short generation times).

Pathogen transmission rate The ES transmission rate predicted by the spatial pathogen-host model ranges from a minimum of just under 4 to a maximum around 150 (per host generation). It is problematic to directly compare these values to real diseases because the transmission parameter is notably the most difficult to estimate for real pathogens. Instead, real pathogens are often characterized by their basic reproduction number ($R_0$), or the average number of secondary infections caused by a single infected individual over its infectious period (Heffernan et al. (2005)). $R_0$ is proportional to the pathogens transmission rate and thus can provide perspective on the range of transmission rates arising from the spatial models.

$R_0$ is often estimated in real systems from incidence data. Assuming that the pathogen is at an endemic equilibrium with the host, the pathogen’s $R_0$ is equal to $1/s$, where $s$ is the proportion of host-host contacts that can result in infection and is often assumed to be equal to the proportion of susceptible hosts in the population (Mollison (1995)). Using this relationship, one can derive an equivalent “empirical” estimate of the pathogen’s $R_0$ from simulation data. Fig.E2 shows the “empirical” $R_0$ of a pathogen (derived from incidence data at equilibrium) as a function of the transmission rate parameter for the spatial pathogen-host model with no transmission-virulence relationship. The resulting $R_0$ values are well within the range of real pathogens. Table E.1 gives the estimated $R_0$ of a number of well-known human diseases for comparison. Note that the ES transmission rate arising from simulations can be higher than the range shown in Fig. E.2a (e.g. for a host reproduction rate of 50 and virulence of 1, the ES transmission rate is 80) potentially encompassing $R_0$ values in the range of measles, one of the most infectious childhood diseases.

The relationship between the “empirical” $R_0$ and the transmission rate differs when there is a transmission-virulence relationship. With a transmission-virulence relationship, an increase in transmission also results in an increase in virulence. Since $R_0$ is inversely related to virulence, the relationship between the empirical estimate of $R_0$ and the transmission rate will not necessarily be positive. See for example Fig. E.2b, which shows the relationship between the “empirical” $R_0$ and the transmission rate for two linear transmission-virulence relationships. In both cases, the “empirical” $R_0$ declines with the transmission rate.

Prey conversion efficiency I performed spatial simulations for prey conversion
Table E.1: Empirical estimates of $R_0$ for a range of human diseases. Data reproduced from Hethcote (2008).

<table>
<thead>
<tr>
<th>Disease</th>
<th>Location</th>
<th>$R_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measles</td>
<td>England and Wales</td>
<td>15.6</td>
</tr>
<tr>
<td></td>
<td>USA</td>
<td>12.3</td>
</tr>
<tr>
<td></td>
<td>Nigeria</td>
<td>17.0</td>
</tr>
<tr>
<td>Chickenpox</td>
<td>Maryland, USA</td>
<td>11.3</td>
</tr>
<tr>
<td>Mumps</td>
<td>Maryland, USA</td>
<td>8.1</td>
</tr>
<tr>
<td></td>
<td>England and Wales</td>
<td>7.0</td>
</tr>
<tr>
<td>Rubella</td>
<td>West Germany</td>
<td>7.7</td>
</tr>
<tr>
<td>Poliomyelitis</td>
<td>USA</td>
<td>4.9</td>
</tr>
<tr>
<td>Smallpox</td>
<td>India</td>
<td>5.2</td>
</tr>
</tbody>
</table>

Efficiencies of 0.2, 0.5 and 1. Empirical quantification of the prey conversion efficiency defined as the ratio of prey eaten to predator offspring produced is uncommon in the literature. More common are estimates of the energy conversion efficiency, or the proportion of prey mass consumed that is converted into predator body mass and used for individual predator growth. However, allometric scaling theory provides a framework within which the prey conversion efficiency can be estimated. It has been proposed that the prey conversion efficiency is proportional to the ratio of the prey to predator body size (Yodzis and Innes (1992)). Using published body size data for a variety of predator and prey species (Cohen et al. (1993)) I calculated the mean prey to predator body size ratio for broad classes of predator and prey (Table E.2). This data does not provide exact prey conversion efficiencies and cannot be directly compared to the conversion efficiencies used in the spatial predator-prey model; however, it does provide a relative understanding of how the conversion efficiency varies between different types of predator-prey interactions.

The greatest conversion efficiencies are for invertebrates eating invertebrates and vertebrates eating vertebrates (with endotherm predators of either endotherm or ectotherm prey having a slightly higher efficiency). Not surprisingly, the lowest conversion efficiencies are for vertebrate predators eating invertebrate prey (vertebrates are on average much larger than invertebrates). Given that the spatial model predicts that the ES attack rate declines with increasing conversion efficiency, the implication is that in a spatial context, large vertebrates eating small invertebrates will evolve a higher attack rate than invertebrates eating equally sized invertebrates.
Table E.2: Mean prey to predator body size ratios. Mean body size data (first value based on body length in cm, second value based on body size in g) were obtained from Cohen et al. (1993).

<table>
<thead>
<tr>
<th>Prey</th>
<th>Invertebrate</th>
<th>Vertebrate Ectotherm</th>
<th>Vertebrate Endotherm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Invertebrate</td>
<td>0.499, 0.02</td>
<td>0.035, 0.0002</td>
<td>0.045, 0.000027</td>
</tr>
<tr>
<td>Vertebrate Ectotherm</td>
<td>0.242, 0.032</td>
<td>0.168, 0.116</td>
<td></td>
</tr>
<tr>
<td>Vertebrate Endotherm</td>
<td></td>
<td>0.336, 0.12</td>
<td></td>
</tr>
</tbody>
</table>

**Predator attack rate** The ES predator attack rate predicted by the spatial models used here range from 10 to 200 (per prey generation). The attack rate determines the per-capita prey consumption rate (number of prey consumed per predator per time). Specifically, at equilibrium the per-capita prey consumption rate is equal to the attack rate times the mean number of predator-prey interactions per predator. In a spatial context, the maximum number of predator-prey interactions per predator is 4 (since each lattice site has only 4 neighboring sites) and the minimum can be much less than 1. Thus, the minimum ES per-capita consumption rate predicted by the spatial model is nearly 0 and the maximum is 800 (per prey generation).

In the literature, the majority of estimates of per-capita consumption rates are for insect predators. For example, after 24 hours of starvation and with unlimited prey, *Cheilomenes sexmaculata* (a ladybug) can consume up to 200 *Aphis craccivora* (aphids) per day (Pervez and Omkar (2005)). Assuming an aphid generation time of about 5.8 days (Gutierrez et al. (1971)), this is equivalent to a maximum per-capita consumption rate of over 1000 prey/predator/prey generation. A rare non-insect example, after 24 hours of starvation and with unlimited prey, *Cancer irroratus* (Atlantic rock crab) can consume 3 *Placopecten magellanicus* (Atlantic sea scallop) per day (Wong and Barbeau (2006)). Assuming a scallop generation time of 5 years (Ansell et al. (1991)) yields a maximum per-capita consumption rate of 5,475 prey/predator /prey generation. In reality, the per-capita consumption rates of these organisms will likely be lower because of limited prey availability and predator satiation. However, these estimates give some perspective on the types of predators that represent the upper range of ES attack rates predicted by the spatial model. At the other end of the spectrum, a field study of *Crotalus viridis* (the Western rattlesnake) found that individual snakes consume about 6 prey items (including...
squirrels, rats, rabbits and mice) per year (Diller and Johnson (1988)). Assuming a rodent generation time of around 150 days (Pianka (2000)) yields an attack rate of 2.5 prey/predator/prey generation.
Empirical estimate of $r_{max}$ Host reproduction rate parameter ($r$)

<table>
<thead>
<tr>
<th>$r_{max}$</th>
<th>Species</th>
</tr>
</thead>
<tbody>
<tr>
<td>19.96</td>
<td><em>Pinus palustris</em> 1,2</td>
</tr>
<tr>
<td>17.72</td>
<td><em>Digitalis purpurea</em> 1,3</td>
</tr>
<tr>
<td>9.60</td>
<td><em>Tribolium confusum</em> 4,4</td>
</tr>
<tr>
<td>9.00</td>
<td><em>Canis domesticus</em> 4,4</td>
</tr>
<tr>
<td>8.50</td>
<td><em>Rhizopertha dominica</em> 4,4</td>
</tr>
<tr>
<td>6.05</td>
<td><em>Magicicada septendecim</em> 4,4</td>
</tr>
<tr>
<td>5.81</td>
<td><em>Ptinus tectus</em> 4,4</td>
</tr>
<tr>
<td>5.80</td>
<td><em>Calandra oryzae</em> 4,4</td>
</tr>
<tr>
<td>5.67</td>
<td><em>Physa gyrina</em> 5,5</td>
</tr>
<tr>
<td>4.43</td>
<td><em>Melanoplus sanguinipes</em> 6,6</td>
</tr>
<tr>
<td>3.48</td>
<td><em>Dipsacus sylvestris</em> 1,3</td>
</tr>
<tr>
<td>3.16</td>
<td><em>Sarracenia purpurea</em> 7,7</td>
</tr>
<tr>
<td>2.25</td>
<td><em>Tetrahymena pyriformis</em> 6,8</td>
</tr>
<tr>
<td>2.25</td>
<td><em>Daphnia pulex</em> 6,9</td>
</tr>
<tr>
<td>2.25</td>
<td><em>Rattus norvegicus</em> 4,4</td>
</tr>
<tr>
<td>2.22</td>
<td><em>Microtus agrestis</em> 4,4</td>
</tr>
<tr>
<td>2.10</td>
<td><em>Homo sapiens</em> 4,4</td>
</tr>
<tr>
<td>1.75</td>
<td><em>Sus scrofa</em> 10,10</td>
</tr>
<tr>
<td>1.49</td>
<td><em>Ranunculus repens</em> 1,11</td>
</tr>
<tr>
<td>0.77</td>
<td><em>Staphylococcus aureus</em> 6,12</td>
</tr>
<tr>
<td>0.69</td>
<td><em>Escherichia coli</em> 6,12</td>
</tr>
<tr>
<td>0.56</td>
<td><em>Bacillus megatherium</em> 6,12</td>
</tr>
<tr>
<td>0.48</td>
<td><em>Chilomonas pramecium</em> 6,13</td>
</tr>
<tr>
<td>0.28</td>
<td><em>Paramecium caudatum</em> 4,4</td>
</tr>
</tbody>
</table>

**Figure E.1:** Estimated host (or prey) intrinsic growth rates from spatial simulations and real systems. Data points (with spline fit) show the empirical estimate of the intrinsic growth rate ($r_{max}$) from spatial simulations as a function of the host reproduction rate parameter ($r$). The dashes to the right of the graph are empirically derived values of $r_{max}$ for a variety of species (text colored by type of organism: black=bacteria; purple=protozoa; red=arthropods; orange=mollusks; blue=mammals; green=plants; superscripts refer to source for $r_{max}$ and generation time). All rates are scaled to the generation time of the host (or prey; 1/d).

Figure E.2: Estimated pathogen basic reproduction number from spatial simulations. Data points (with logistic fit) show the “empirical” estimate of the pathogen’s $R_0$ as a function of the transmission rate parameter ($\beta$). (a) the model assumes no transmission-virulence relationship. The host natural death rate ($d$) is 1 and the pathogen virulence ($\alpha$) is 1. (b) the model assumes a linear transmission-virulence relationship of $\alpha = \beta/3$ and $\alpha = \beta/10$. The host natural death rate ($d$) is 1.
APPENDIX F

Inclusive fitness framework for pathogens

The inclusive fitness of a pathogen in a spatial context where pathogen transmission and host dispersal are local is

$$\Delta \lambda_J \propto \frac{\Delta \beta}{\beta} - \frac{\Delta \alpha}{d + \alpha} + \frac{\beta}{d + \alpha} \cdot \Delta q_{S|J}$$  \hspace{1cm} (F.1)$$

where $\Delta \lambda_J$ is the selection gradient of pathogen strain $J$, $\beta$ is the pathogen transmission rate, $\alpha$ is the pathogen virulence, $d$ is the host natural death rate, and $q_{S|J}$ is the average density of susceptible hosts around a host infected with strain $J$. If the selection gradient is greater than 0, selection will favor an increase in the pathogen’s transmission rate. There are three components to the pathogen’s selection gradient. The first component, $\Delta \beta/\beta$, is the direct benefit of increasing the transmission rate. The second component, $\Delta \alpha/(d + \alpha)$, is the direct cost of increasing the transmission rate due to increased host death by virulence. This only comes into play when the pathogen is subject to a tradeoff between its transmission rate and virulence, such that an increase in $\beta$ results in an increase in $\alpha$. The final component, $\beta/(d+\alpha) \cdot \Delta q_{S|J}$, is the indirect cost of increasing the transmission rate due to increased local competition for susceptible hosts because of decreased density of susceptible hosts around infected hosts.
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