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Chapter 1:  
Introduction To New Insights into Light Scattering

Introduction

Light scattering has long played an important role in characterizing and identifying matter ranging from molecular Bose-Einstein condensates\(^1\) to geological samples on other planets.\(^2,3\) Since light scattering is inherently a two-photon process, it provides the researcher with important information about the structure and dynamics of matter not accessible from single photon interactions such as the absorption of light. Perhaps more interestingly, light scattering from quantum mechanical matter highlights the wave-like character of molecules via the interference between different pathways to final states.\(^4\)

Interest in the interaction of Laguerre-Gauss beams with matter has grown largely due to their possession of a well-defined orbital angular momentum (OAM) within the paraxial approximation.\(^5,6\) Since the conservation of the angular momentum dominates many light-matter interactions, researchers predict that OAM amends rules governing allowed transitions and behavior within these interactions.\(^7-9\) However, there remain gaps in the literature. Researchers have yet to fully examine the scattering of beams carrying OAM.

The scattering of beams carrying OAM may provide new insights in the structure and dynamics of important materials constructed from atoms and molecules. OAM may also allow researchers new levels of control over the behavior of matter in different limits via light-matter interactions. This dissertation attempts to help fill this gap by examining the scattering of LG beams from both classical and quantum mechanical matter.

Laguerre-Gauss Beams and the Orbital Angular Momentum of Light

In the paraxial approximation, the diffractive effects associated with the propagation of a light beam are ignored. Ignoring these diffractive effects allows one to calculate the
transverse electromagnetic (EM) modes of an optical resonator, such as a laser oscillator, as solution to the paraxial Helmholtz equation. For a beam propagating in the z-direction, the paraxial Helmholtz equation becomes,

$$\nabla^2 u(\vec{r}) + 2ik \frac{\partial^2}{\partial z^2} u(\vec{r}) = 0. \quad (1.1)$$

where \(u\) is the EM mode amplitude, the subscript \(t\) indicates the coordinates transverse to the \(z\)-direction and \(k\) is the wavevector of the propagating beam. The transverse EM (TEM) modes of a laser depend on the coordinate geometry chosen for the calculation. In the case of cylindrical coordinates (\(r, \varphi, z\)) the solutions to the paraxial Helmholtz equation are,

$$u(\vec{r}) = C \frac{z_R}{\sqrt{z_R^2 + z^2}} \left[ \frac{r\sqrt{2}}{w(z)} \right]^l L_p^{\ell} \left[ \frac{2r^2}{w^2(z)} \right] \exp \left( \frac{-r^2}{w^2(z)} \right) \times \exp \left( \frac{-ikr^2z}{2(z_R^2 + z^2)} \right) \times \exp \left( -il\varphi \right) \exp \left( i(2p + l + 1)\tan^{-1} \frac{z}{z_R} \right). \quad (1.2)$$

where \(z_R\) and \(w(z)\) follow the same definition as for other Gaussian beams.\(^\text{10}\) It is important to note that a Laguerre polynomial defines the transverse profile of these solutions. Due the presence of this Laguerre polynomial these solutions are called Laguerre-Gauss (LG) beams. Also, the Guoy phase of this beam scales with the radial, \(p\), and azimuthal, \(l\), indices of the Laguerre polynomial. The intensity profile and wavefront of a LG beam are shown in FIG. 1.1.
Most interestingly, the solutions in eqn. (2) possess an azimuthal dependence. This azimuthal dependence leads to a form of angular momentum associated with the transverse profile of the beam. In comparison to the solutions of the Schrodinger equation for the hydrogen atom, which also contain a similar dependence on the \( \phi \)-coordinate, this form of angular momentum is given the name ‘orbital’. In Chapter 7 the connection between this azimuthal coordinate dependence and the angular momentum density of the beam is shown explicitly using the expansion over the vector spherical harmonics.

**The Classical and Quantum Mechanical Scattering of Light Beams Carrying OAM**

Broadly, this dissertation is broken into sections that investigate the scattering of light beams carrying OAM in two different limits. The first, larger section of the dissertation treats the quantum mechanical effects associated with vibrational resonance Raman scattering of LG beams from molecules. The second, smaller section treats the classical scattering of beams carrying OAM from sub-micron metallic particles. In each limit I predict OAM will allow researchers new avenues to control matter via its interactions with light.

To calculate the selection rules for resonance Raman scattering of LG beams from molecules, I use the interaction Hamiltonian developed by Alexandrescu et al.\(^7\) Alexandrescu et al. predict changes in the light-matter interactions of the simplest of all molecules, the \( \text{H}_2^+ \) ion, when this system is placed at the center of the incident LG beam.

![FIG 1.1 Picture of the wavefront and transverse intensity of a p=0, l=1 LG beam. The single radial node at the center of the beam indicates p=0.](image)
I extend their interaction Hamiltonian to the case of a complex molecule placed anywhere within the profile of the LG beam. I show that molecules placed throughout the profile of the beam exhibit the same changes to rules governing allowed vibrational transitions occurring during an electronic dipole transition, otherwise known as vibronic selection rules. These changes occur due to a coupling between the transverse radial variation of the incident field and the quantized vibrations of the molecule. The implications of electromagnetically mediated vibronic coupling are then discussed in the context of the adiabatic approximation and molecular light absorption.

I then use the extended interaction Hamiltonian to calculate an differential LG-scattering cross-section. With this cross-section I predict how an incident LG beam changes the resonance Raman scattering from the totally symmetric vibrations of both simple diatomic and complex polyatomic molecules. I show that there are changes in behavior of both vibrational populations and coherences due to the EM-mediated vibronic coupling between the transverse radial variation of the incident LG and the molecule’s quantized vibrations.

For vibrational populations, the incident LG provides easier access to the excitation of overtone states of totally symmetric vibrations for molecules possessing an electronic excited state minimally displayed from the geometry of the ground electronic, as is the case for many complex polyatomic molecules. In the case of small diatomic homonuclear molecules whose excited electronic states are largely displayed relative to the ground state, I show that the intensity distribution over the excited overtone states of the only totally symmetric vibration changes in response to the incident LG beam. However, the exact changes in this distribution are hard to predict in the case of a general diatomic system.

I also show the EM-mediated vibronic coupling introduces additional pathways to the Raman scattering process. These additional quantum mechanical pathways result in interference effects that modulate the intensity of peaks in the resonance Raman spectrum of a molecule. For a molecule possessing a minimally displaced excited electronic state, I show that the sign and magnitude of these interference effects depend on the size of the spot of the LG beam, the detuning of the incident laser frequency from an electronic
transition and magnitude of the vibrational frequency of interest. This information allows a researcher to tailor the relative intensity of the peaks of different totally symmetric vibrations observed in a resonance Raman spectrum, as well as excite transitions not normally observed in such spectra.

Before discussing experimental tests of the predictions from the EM-mediated vibronic coupling model using resonance Raman scattering from condensed phase diatomic iodine (I₂) and iron(III) tetr phenyl porphyrin chloride [Fe(Ⅲ)TPPCl], I examine the ultrafast dynamics and photochemistry of Fe(Ⅲ)TPPCl. This examination allows one to most appropriately test the predictions of the EM-mediated vibronic coupling model in light scattering. Since Fe(Ⅲ)TPPCl shares a similar structure and optical properties with several protein bound iron-centered porphyrins, researchers have not thoroughly investigated its ultrafast dynamics with the most modern techniques available.¹³-¹⁶

Our investigation using ultrafast, broadband transient absorption (TA) spectroscopy shows that while Fe(Ⅲ)TPPCl shares some structural properties with heme proteins, its excited state dynamics contrast starkly. While all protein bound iron porphyrins internally convert to their electronic ground within 1 ps of excitation, non-radiative relaxation through a sequence of the excited electronic states dominates the ultrafast dynamics of Fe(Ⅲ)TPPCl. We reach this conclusion by examining two attributes of TA measurements: 1) the time dynamics of a zero-crossing (isosbestic point) of the measured difference spectra and 2) a 3 order of magnitude elongation of the lifetime of the longest-lived state at sub-100 K temperatures. Neither of these observations is consistent with sub-ps internal conversion to the electronic ground state of the molecule.¹³-¹⁵

At sub-100 K temperatures and in the presence of toluene, Fe(Ⅲ)TPPCl also displays photochemistry dependent on the frequency and intensity of incident laser light. Investigation of this photochemistry allows one to more clearly delineate between the behavior induced by an LG beam versus that caused by the solvent environment. Using resonance Raman scattering from Fe(Ⅲ)TPPCl dissolved in a glass formed by a 1:1 mixture of toluene and dichloromethane (CH₂Cl₂) at 77 K we show that this molecule undergoes a chemical reaction when the intensity of 413 nm laser light passes a threshold. This reaction produces states in which at least one toluene molecule is bond to
the central iron atom. Also, a product species appears featuring an iron atom in its low-spin state. This state is populated via a spin transition from the initially excited high-spin form of the same molecule. I discuss the use of this photochemical process in opto-magnetic technologies.

This thorough examination of the electronic dynamics and vibrational behavior of condensed phase Fe(III)TPPCl allow meaningful tests of the EM-vibronic coupling model with resonance Raman scattering. Upon testing the predictions of the model with the totally symmetric vibrations I₂ and Fe(III)TPPCl, we find no systematic difference between the resonance Raman spectra measured with TEM₀₀ excitation versus that excited with a LG beam. I discuss the effective ceiling these results provide on the effects predicted from the EM-mediated vibronic coupling model as well as possible errors in the derivation. I also discuss further measurements that may more completely test the predictions of the model specifically including stimulated Raman scattering processes.

Finally, I investigate the use of beams carrying OAM in classical electromagnetic scattering. This investigation starts by calculating the scattering of circularly polarized LG beams from spherical particles in an arbitrary size limit. I show that the angular momentum density of the incident fields is conserved in both the scattered and internal fields. In the limit that particle is much smaller than the incident wavelength, I show that the intensity of the scattered fields is very small. The intensity of the scattered fields in this limit is dramatically reduced relative to plane wave illumination for two reasons.

First, in the limit of a small particle the dipole of the particle dominates EM interactions and higher order multipole contributions to these interactions are strongly attenuated.¹⁷, ¹⁸ Given that the angular momentum density of the incident field is conserved by the scattered fields, an incident LG beam whose angular momentum density is more than 1 unit per unit of vacuum field excitation will not excite the dipole of the particle. The conservation of angular momentum necessitates that the LG beam scatter from the higher order multipole moments of the particle, whose contribution to the interaction is very small. Therefore, the scattering of the LG beam from the particle in this size limit is vanishingly small.
Second, both the scattered fields and the fields internal to the illuminated particle are coherently excited in the incident beam.\textsuperscript{19} In the case of the LG beam, I show that the conservation of angular momentum necessitates the excitation of higher order volume modes of the spherical particle. These higher order volume modes confine more of the excited field to the interface of the particle and its surrounding material. This confinement may be useful in some molecular characterization techniques.\textsuperscript{19-22} The spatial profile of these higher order volume modes also matches that of the transverse radial profile of the incident LG beam. This mode matching between these fields coherent excites the higher order moments of the scattered field. However, the attenuation of these higher order moments in the small particle limit further diminish the intensity of the scattered fields. Both of these processes provide a mechanism to induce transparency in matter through the modulation of the angular momentum density of a light beam. This angular momentum-induced transparency could be useful in the development of metamaterials whose collective EM interactions are dominated by their dipole moments.\textsuperscript{23-27} Small metallic particles also display spectacular optical properties due to the presence of resonant localized surface electromagnetic excitations known as surface plasmon modes.\textsuperscript{19, 28} These surface plasmon modes have allowed for the development of sub-wavelength photonic structures, devices and technologies useful in fields ranging from energy science to optical communication to molecular recognition and characterization.\textsuperscript{20-23, 26-28} In spherical particles, these modes are resonant at frequencies associated with each of its multipole moments. Therefore, there is a connection between angular momentum and frequency-dependent scattering spectra of these particles. Using the conservation of angular momentum, I propose a model for the coherent control of plasmonic scattering spectra using the OAM of light.

To achieve coherent control, I use fractional vortex beams of light, which possess non-integer values of OAM.\textsuperscript{29} In my model, weighted linear combinations of several LG beams possessing different azimuthal indices construct the incident fractional vortex beam. The contribution of each azimuthal index provides a different lowest order angular momentum term in the scattered field. The researcher tunes these lowest order terms with
the weighting distribution. While the dipole term of plasmonic metallic particles still dominates the optical response in incoherent scattering processes, coherent scattering involves interference between angular momentum states providing a mechanism to substantially enhance contributions from the higher order multipole moments. Control over this interference via the weighting distribution in the fractional vortex beam allows for selective tailoring of several attributes of the scattering spectra. These attributes include the Fano parameter and the baseline across extensive portions of the spectrum. This selective tailoring may prove useful in molecular spectroscopy, optical modulation and interconnects as well as nonlinear optics for solar energy science.
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Chapter 2: Spatially Dependent Coupling Between Molecules and Electromagnetic Fields

Introduction
Research into the interaction of Laguerre-Gauss (LG) beams with matter has spanned atomic, molecular and condensed phase systems. This chapter will investigate one-electron interactions of a Laguerre-Gauss (LG) beam with a complex molecule using the Power-Zenau-Wooley formalism of the interaction Hamiltonian. I extend the derivation of Ref. [1] to cases in which the molecule of interest does not share a common coordinate system with the incident LG beam. It is shown that the functional form of the interaction Hamiltonian affects the absorption of light by molecules in the same manner independent of the molecule’s position within the profile of the LG beam.

The main results of Ref. [1] are then re-derived in the case that the molecule and LG do not share the same coordinate systems. In this case special attention is paid to how a LG beam changes the vibrational behavior of molecules upon an electronic transition. A physical model of direct coupling between the spatial variation of the LG beam and the molecule’s quantized nuclear vibration is proposed. This direct coupling works to breakdown the separation of the electronic and vibrational degrees of freedom differently than would be seen in an interaction with a TEM_{00} mode.

Electromagnetically induced breakdown of the strict separation of the electronic and nuclear coordinates leads to changes in which specific vibrational transitions are allowed upon a purely electronic dipole interaction, i.e. changes in the vibronic selection rules. As shown below, these changes occur because the radial variation of the transverse electric field embeds quanta of the quantized normal coordinate vibrations directly into the interaction Hamiltonian. It is shown that these changes to vibrational selection rules occur even when
the molecule is located off the beam’s axis. Other research has shown that the coupling of
the radial variation of a LG beam can affect the selection rules in absorbing molecules.\textsuperscript{6}
Chapter 3 of this dissertation uses the derivations shown below to predict changes in the
selection rules governing resonance Raman scattering. Off-axis coupling between the
incident LG beam and molecules throughout the illuminated sample allows for detection
of changes in vibronic transitions using this traditional spectroscopic technique.

Changes in vibronic transition selections for complex molecules lead to the
appearance of new molecular dynamics and behavior. The detection of these new
dynamics and behavior can be used as a more thorough test of the basic physics implied
in the derivation of the interaction Hamiltonian in Ref. [1]. If new dynamics are detected
they may be fruitful in understanding basic molecular physical processes with important
implications in fields ranging from the biophysics to energy source science.

\textbf{Theoretical Derivations}

The model interaction Hamiltonian derived in Ref. [1] and extended here utilizes the
Power-Zienau-Wooley formalism, or multipolar formalism, of the interaction
Hamiltonian. Due to the functional form and physical model of the Power-Zienau-
Wooley (PZW) canonical transformation, the field variation of a LG beam (or any other
higher order laser mode) enters directly into the interaction Hamiltonian via the
derivation provided in Ref. [1]. This makes new and interesting interactions in molecular
systems much more transparent to the investigator.

There are several excellent reviews of the PZW transformation and its relation to the
typical $\mathbf{A p}$ interaction Hamiltonian, also known as the minimal-coupling interaction
Hamiltonian.\textsuperscript{10-13} It is simply mentioned that there is nothing intrinsically special about
the PZW transformed interaction Hamiltonian or the dynamics explored in context of this
transformation.\textsuperscript{11} The transformation simply allows one to expose augmented quantum
molecular dynamics with a greater ease.

The steps of the derivation in Ref. [1] will be highlighted for the reader’s reference
and more thorough discussion. After the PZW transformation is complete, in the absence
of a magnetic field, the interaction Hamiltonian can be written as\textsuperscript{12}
\[ H_{\text{int}} = -\int \hat{P}(\vec{r}) \cdot \hat{E}(\vec{r}) d^3 \vec{r}. \quad (2.1) \]

where
\[
\hat{P}(\vec{r}) = \sum_\alpha e_\alpha \hat{\alpha} \int_0^1 du \delta(\vec{r} - u\vec{r}). \quad (2.2)
\]
is the macroscopic polarization treated as a sum over effective electric dipoles. This interaction Hamiltonian is valid for any assembly of molecules or ions.

The general \( p=0, l \neq 0 \) LG beam field amplitude has the following functional form,
\[
\hat{E}(\vec{r}) = \hat{E}_0 C_l \mathcal{R}_l^1(\vec{r}). \quad (2.3)
\]
where \( \hat{E}_0 \) is the vector amplitude of the field and the normalization factor \( C_l \) and regular solid spherical harmonics have been defined elsewhere. When this field is entered into the transformed interaction Hamiltonian of Eqn. (2.2), one can take the integral over \( d^3 \vec{r} \) first, thereby giving the material coordinates the spatial dependence of the incident field due to the Dirac delta function. The interaction Hamiltonian becomes,
\[
H_{\text{int}} = -\sum_\alpha e_\alpha C_i \hat{\alpha} \cdot \hat{E}_0 \int_0^1 du \mathcal{R}_l^1(u\vec{r}_\alpha). \quad (2.4)
\]
when the material system is placed on beam’s radial axis and, therefore, shares a common coordinate system with the electric field.

The transition matrix elements due to this LG interaction Hamiltonian have been produced elsewhere in the literature for a pure dipole interaction, but will be reproduced here in a slightly different form to compare to the situation when the quantum system of interest does not share a common origin with the beam. This formulation will also highlight dynamics specific to quantum systems of several internal degrees of freedom. The usually degrees of the freedom of a molecule include the electronic, vibrational, rotational and center of mass, respectively. The unperturbed wavefunction, after suitable approximations, can be written as,
\[
|\Psi\rangle = |e\rangle |\nu\rangle |\chi\rangle |\text{c.m.}\rangle. \quad (2.5)
\]
A molecular, one-electron-LG beam interaction Hamiltonian then becomes, \(^1\)
\[ H_{\text{int}} = -\frac{16\pi^2}{3} C_i e^{iR \cos \Theta} \sum_{\sigma \geq 1} \sum_{l_i} \frac{e_{l_i}}{[(2l_i + 1)!]^2} \left( \frac{R}{w_0} \right)^{l_i} Y^{\text{sign}(l_i)}_l \left( \hat{R} \right) \times \left\{ S_1 \left( \frac{\hat{r}}{w_0} \right)^{l_{1i}} Y^{\text{sign}(l_{1i})}_i \left( \hat{r}_i \right) + S_2 \left( \frac{\hat{r}_i}{w_0} \right)^{l_{2i}} Y^{\sigma}_i \left( \hat{r}_i \right) Y^{\text{sign}(l_{2i})}_i \left( \hat{r} \right) \right\}. \]

where, \( r, r_1 \) and \( R \) are the electronic coordinate relative to a nuclear position, the nuclear position relative to the center of mass and the center of mass coordinates, as defined in Ref. [1]. The transition matrix elements for a quantum system (first order perturbative corrections to the energy) on the beam’s axis in the dipole limit are,

\[ M_{i \rightarrow f} = -\frac{16\pi^2}{3w_0^2} C_i e \sum_{\rho = 1}^{\infty} \sum_{l_i} \frac{M^{(l_i)}_{\rho, m_n}}{[(2l_i + 1)!]^2} \left\{ S_1 M^{(l_i, l_{1i})}_{\rho, m_n} \left\langle \nu \right| \left( r_1 + \nu q \right)^{l_{1i}} m_{n_i} \right\} \left\langle V_i \right| \left\langle \nu \left| \nu \right| \nu \right\} \]

\[ + S_2 M^{(l_i, l_{2i} - 1)}_{\rho, m_n} \left\langle \nu \right| \left( r_1 + \nu q \right)^{l_{2i} - 1} m_{n_i} \right\} \left\langle V_i \right| \left\langle \nu \left| \nu \right| \nu \right\}. \]

where

\[ M^{(l_i)}_{\rho, m_n} = \langle \text{c.m.} | R^l e^{iR \cos \Theta} Y^{\text{sign}(l_i)}_l \left( \hat{R} \right) | \text{c.m.} \rangle. \]

and

\[ M^{(a, b)}_{\rho, m_n} = \langle \chi_i \left| Y^\sigma_i \left( \hat{r}_i \right) Y^{\text{sign}(l_{1i})}_{i} \left( \hat{r} \right) \chi_{f} \rangle. \]

are the center of mass and rotational transition matrix elements, respectively, as defined in Ref. [1]. The \( S_1 \) and \( S_2 \) terms in this equation are unimportant for the current purpose, but have been left present for thoroughness.

The difference in this particular notation from Ref. [1] is the fact that the vibrational and electronic transition matrix elements have been left formally connected. Like many transitions involving large, complex molecules, model in Eqn. (2.7) implies that both the electronic and vibrational states change during the same transition. This is known as a vibronic transition. In the case when there is no coupling between the electronic and vibrational degrees of freedom inherent to the molecule, the allowedness and intensity of specific vibronic transitions is determined by the symmetry of the molecule. That is,
specific vibronic transitions will be allowed that include changes in the state of specific vibrations for each given molecular system.

It is instructive to note what is implied physically by the electronic and vibrational transition matrix elements in the derivation of Eqn. (2.7). Deriving the interaction Hamiltonian via the multipolar form in the manner undertaken by Alexandrescu et al. explicitly couples the transverse spatial variation of the incident EM field to the vibrational degree of freedom of an illuminated molecule. The transition matrix elements in Eqn. (2.7) show this coupling through the appearance of the quantized normal coordinate of the molecule. The molecule’s normal coordinate in the vibronic transition matrix element then changes the selection rules governing which vibrational states of the excited electronic manifold are populated via absorption of the LG beam. The implications of this coupling are discussed more completely below.

For the case of an off-axis interaction, it is important to note what physical condition is set by the Delta function in the transformed macroscopic polarization in Eqn. (2.2). The macroscopic polarization has a non-zero value only when the coordinate matches the distance to each effective dipole from a common origin. This is trivial when the system of interest is located on the beam’s axis of the LG beam. The spatial coordinates are the same for the field and quantum system because they share a common origin relative to the lab. The situation becomes more complex, however, when the system does not share a common origin with the field.

FIG. 2.1 shows the case in which the quantum system of interest is not located on the axis of the incident LG beam (at r=0). The Delta function in Eqn. (2.2) now implies that in the case of an off-axis interaction the transverse radial variation of the beam must match the length of the dipole in the molecule. The transverse radial of the LG mode is the same at the center as in its wings (scales as $r^l$ for $p=0$, $l \neq 0$ beams). Therefore, physical intuition would suspect that the coupling between this transverse variation and the molecules quantized normal coordinates would occur everywhere in beam in the same manner it occurs at the beam’s center.
However, a rigorous derivation of the off-axis transition matrix elements must be used to support this physical intuition.

When the field origin is a distance \( r_{\text{field}} \) from the origin of the quantum system, the spatial coordinate in the transformed macroscopic polarization, Eqn. (2.3) must be handled with care. In this case, we are interested in the macroscopic polarization caused by an electron in this system with reference to the system’s center of mass (c.m.), i.e. the vector,

\[
\vec{r}_{e}^{\text{c.m.}} = \vec{R} - \vec{r}_e. \tag{2.10}
\]

The delta function in the polarization then goes to

\[
\delta\left(\vec{r} - \vec{R} - u\vec{r}_e\right). \tag{2.11}
\]
since we are interested in the effective dipoles of this system with reference to the quantum system’s c.m. By transforming into the field coordinates (which must be done to evaluate the PZW-transformed interaction Hamiltonian), the quantum system’s coordinates become,

\[ \bar{R}_{\text{field}} = \bar{r}_{\text{field}} + \bar{R} \quad (2.12a) \]
\[ \bar{r}_{e\text{field}} = \bar{r}_{\text{field}} + \bar{r}_e \quad (2.12b) \]
\[ u\bar{r}_{e\text{field}} = u\bar{r}_{\text{field}} + u\bar{r}_e \quad (2.12c) \]

The superscript in Eqns. (2.12a)-(2.12c) denotes that the coordinate has been evaluated relative to the coordinate system of the incident LG beam’s electric field. The subscript ‘field’ denotes the coordinates of the incident LG beam’s electric field. The transformed macroscopic polarization becomes,

\[ \bar{P}(\bar{r}) = \sum_{\alpha} e_{\alpha} \bar{r}_{e\text{field}} \int_{0}^{1} du \delta(\bar{r} - \bar{R}_{\text{field}} - u\bar{r}_{e\text{field}}) \]
\[ = \sum_{\alpha} e_{\alpha} (\bar{r}_{e} + \bar{r}_{\text{field}}) \int_{0}^{1} du \delta(\bar{r} - \bar{R} - u\bar{r}_e - \bar{r}_{\text{field}} [1 + u]) \quad (2.13) \]

Based on the earlier definition of the transformed interaction Hamiltonian, Eqn. (2.6), we can now write,

\[ H_{\text{int}} = -eC_{\bar{r}_{e}} \cdot \bar{E}_{0} \int_{0}^{1} du \mathcal{H}_{\text{mid}}(\bar{R} + u\bar{r}_e + \bar{r}_{\text{field}} [1 + u]) \quad (2.14) \]

for a system with one interacting electron. This derivation can be easily extended to multi-electron systems since the PZW transformation treats each charge as a single, linear contribution to the overall polarization.\textsuperscript{10}

For a one electron atomic system, there is only one internal degree of freedom: the electronic state. Off the axis of a LG beam, it should be reasonable then to equate the radial contribution in this interaction Hamiltonian with those from higher orders of the multipole expansion of the electric field. This is evident from the fact that the spatial variation of the electric field is neglected in the first order term, the dipole term, of the multipole expansion. Any spatial variation of the external electric field eliciting an
interaction with a one electron atomic system must therefore do so via higher order contributions to the multipole expansion, as has been concluded elsewhere.\(^2\)

Other one-electron systems, however, have more internal degrees of freedoms. In Ref. [1], the H\(_2^+\) molecular ion (one bound electron with two protons) is highlighted for having both electronic and nuclear internal degrees of freedom. To use the quantum numbers of the molecular quantum system in calculating the changes of physical parameters due to the off-axis LG interaction, we write the electron position relative to the lab in terms of the internal electronic and nuclear coordinates,

\[ \vec{r}_e = \vec{r} + \vec{r}_1. \quad (2.15) \]

where, again, \( \vec{r}_1 \) indicates the position proton 1 relative to the c.m. and \( \vec{r} \) is the position of the electron relative to proton 1. For a particular value of \( l \), the interaction Hamiltonian then becomes,

\[ H_{\text{int}} = -eC_i(\vec{r} + \vec{r}_1) \bullet \vec{E}_0 \int_0^l du \mathcal{R}_l^l(\vec{R} + u[\vec{r} + \vec{r}_1]) + \vec{r}_{\text{field}}[1+u]). \quad (2.16) \]

The regular solid spherical harmonics obey specific sum rules, which produce sums of products of different powers of each coordinate in the interaction Hamiltonian.\(^1\) That is,

\[ \mathcal{R}_l^l(\vec{R} + u[\vec{r} + \vec{r}_1]) + \vec{r}_{\text{field}}[1+u]) \propto \vec{R}^{l-l_i}(u[\vec{r} + \vec{r}_1])^{l_i}(\vec{r}_{\text{field}}[1+u])[l] + \]

\[ \vec{R}^{l-l_i-l}(u[\vec{r} + \vec{r}_1])^{l_i}(\vec{r}_{\text{field}}[1+u])[l] + ... \quad (2.17) \]

Smaller values of \( l \) (\( l=1 \) and \( l=2 \)) lead to non-zero powers of the c.m. and internal coordinates of the molecule that contribute to the interaction. These non-zero powers of the quantum system’s variables in the interaction Hamiltonian are present at the detriment of the field coordinate, as seen in the first term on the right hand side of Eqn. (2.17). For this reason, coupled with the fact that we are implicitly assuming the semi-classical approximation (the field is treated classically), we will ignore the contribution of the field coordinate to the interaction Hamiltonian from this point on.

Alexandrescu et al.\(^1\) have simplified this interaction Hamiltonian in the instance that the field and molecule share a common origin. This allows for a full appreciation of the way in which a LG beam’s radial and azimuthal variation affect the interaction with the
molecule, as we have already seen via the vibronic transition matrix elements in Eqn. (2.8).

In our situation, however, we are effectively evaluating the functional form of the LG beam at one position of azimuthal phase. It seems reasonable to think that integrating the phase variation over the extent of the molecule (as would be done in a transition matrix element) could lead to other interesting effects in optical transitions. These effects are also likely strongly related to the quantized orbital angular momentum that a LG beam carries. For the current treatment, however, we are going to neglect these azimuthal variation effects so as to focus our attention on how the radial variation couples to our system of interest.

The simplified interaction Hamiltonian becomes (ignoring longitudinal effects of the field),

\[
H_{\text{int}} = -\frac{16\pi^2}{3} C_\sigma e \rho e^{i \phi \cos \theta} \sum_{\sigma=\pm 1} \sum_{l=1}^{\infty} \frac{E_\sigma}{(2l+1)!} \left( \frac{R}{w_0} \right)^l Y_h^{l\sigma}(\mathbf{\hat{r}}_1) \left( \frac{r_1}{w_0} \right)^{l-h} Y_{0-\theta-h}^{l\sigma}(\mathbf{\hat{r}}_1) \left( \frac{r_0}{w_0} \right) Y_{l}^{l\sigma}(\mathbf{\hat{r}}_0),
\]

where we are denoting the fact that the phase dependent part of the electric field has been evaluated at one particular point of \( \phi \) in the beam with the superscript 0. The \( S_1 \) and \( S_2 \) terms in this equation are unimportant for our current purpose, but have again been left present for thoroughness.

The affect of the azimuthal phase of the incident field is contained completely within the spherical harmonic functions in the interaction Hamiltonian. Since we have evaluated the electric field’s azimuthal dependence at one phase point (but we can still vary the radial position), these spherical harmonics can now be taken out of the interaction Hamiltonian because they will no longer couple to the quantized degrees of the freedom of the molecule. They are constants.

To understand the ways in which the one electron, off-axis interaction with a LG beam changes vibronic transition of a molecule, we now must calculate the transition matrix elements. Again, we will use the standard unperturbed molecular wavefunction,
found in Eqn. (2.6) to calculate the transition matrix elements. The transition matrix elements for a one electron interaction with a LG beam off the beam’s axis become,

\[
M_{i\rightarrow f} = -\frac{16\pi^2}{3w_0^2} C_e \sum_{l_i} \frac{M^{(l_i)}_{c.m.}}{(2l_i + 1)!} \left\{ S_i M^{(0, \ell_i)}_{\ell_i} \left| f \right| \left( \bar{r}_i + \bar{v}_l q \right)^{\ell_i - \ell_i} r Y_l^0 \left( \hat{r} \right) |i\rangle |v_i\rangle + S_r M^{(\rho, \ell_i-1)}_{\ell_i} \left| f \right| \left( \bar{r}_i + \bar{v}_l q \right)^{\ell_i - \ell_i} r Y_l^{\rho} \left( \hat{r} \right) |i\rangle |v_i\rangle \right\}.
\]

(2.19)

where we have simultaneously substituted the quantized nuclear vibration of the molecule into the interaction term with the equation,

\[
\bar{r}_i = r_i + \bar{v}_l q_i.
\]

(2.20)

where \( r_i \) is the equilibrium position of proton 1. We will neglect changes in the rotational and the c.m. transition matrix elements since there is no longer an azimuthal dependence in the interaction Hamiltonian. Without the azimuthal dependence transitions of the states of these degrees of freedom are not changed in an interesting way.

The transition matrix elements in Eqn. (2.19) have been written in this form to explicitly display an interesting result. Despite the molecule being off-axis this interaction Hamiltonian still a provides an electromagnetic coupling between the electronic and nuclear degrees of freedom. This coupling is due to the radial dependence of the field. Most important is that the amended vibronic transition matrix elements found in Eqn. (2.8) are the same in Eqn. (2.19). Therefore, the derivation used in Ref. [1] predicts that if one were to interact a LG beam with a molecule capable of vibronic transition using the appropriate spectroscopic technique, one would be able to measure the changes in the behavior and dynamics associated with specific vibronic transitions. These changes in the vibronic selection rules would occur irrespective of the location of the molecule in the profile of the incident laser beam.

In the usual treatment of quantum molecular dynamics, one makes several approximations that can be characterized under the standard heading of adiabatic approximations (AA).\(^{7-9, 12}\) Which particular AA one chooses to use formally depends explicitly which specific terms in the unperturbed molecular Hamiltonian are neglected and which are kept. From these terms one can solve for the unperturbed electronic
structure of the molecule. Going through each different AA and discussing their differences is not in our interests. In order to write a wavefunction like that found in Eqn. (2.6), one must make some kind of adiabatic approximation to separate the dynamics of the electronic and nuclear degrees of freedom.

When the electronic and nuclear degrees of freedom of a molecular can no longer be rigorously separated the optical behavior comes from vibronic coupling, generally. Therefore, vibronic coupling describes a great deal of physically distinct processes. These physically distinct processes depend on the specific AA that was originally chosen in order to write out an unperturbed, molecular wavefunction. When vibronic coupling occurs during an electromagnetic interaction the Condon approximation is also relaxed. This approximation does not hold in this case since both the electronic and nuclear degrees of freedom are reacting to the perturbing EM field.\(^\text{7,8}\)

While vibronic coupling plays a small role in smaller molecules, this coupling plays a very important role in larger molecules. This is especially true where certain electronic transitions are forbidden due to symmetry considerations. Benzene, \(\text{C}_6\text{H}_6\), is the most notable example of this phenomenon.\(^\text{7}\) The transition between the ground and first excited electronic manifold of benzene is forbidden due to symmetry of the electronic states. On the other hand, such a transition of sizable intensity is predicted and observed in the electronic absorption spectrum of benzene. This transition becomes allowed when coupling between the electronic transition and specific vibrations shared by both electronic states is considered.

In case the of benzene, the vibronically allowed lowest energy transition is understood in the context of symmetry. As already pointed out, the transition between the electronic ground state and the lowest electronic excited state is forbidden due to the character of those states and that of the transition dipole moment. The symmetry of these parameters of benzene’s structure come from the operations of its point group, \(\text{D}_{6h}\). Physically the coupling between the electronic and vibrational degrees of freedom lowers the effective symmetry of the whole molecule. The transition of interest is no longer as strictly forbidden because the symmetry of the molecule is longer described by the \(\text{D}_{6h}\) point group. In this view, one can physically understand vibronic coupling in a highly
symmetric molecule like benzene as an effective lowering of the symmetry of the entire molecule. Specific ‘motions’ of the nuclei are excited during an electronic transition reducing the symmetry of the molecule resulting in measurable intensity in ‘forbidden’ transitions.

This symmetry-lowering process is not, however, dependent on any properties of the incident electromagnetic field. It is solely dependent on the structure of the molecule of interest. A transition can be observed at a ‘forbidden’ frequency when a vibration of the necessary symmetry interacts with the symmetries of the electronic states and electric dipole involved. The symmetry of these molecular parameters is all that is necessary to understand this process.

When a large, complex molecule interacts via one electron with a LG beam, the extension of the derivation from Ref. [1] predicts what functionally corresponds to a breakdown of an AA. Since the model predicts an AA break down due to the direct coupling of the LG electric field to the vibrational degrees of freedom of the molecule, we can formally call this electromagnetically-mediated vibronic coupling in the traditional sense. We must also relax the Condon approximation since the nuclei of this molecule are reacting to the incident field at the same time as the electronic degrees of freedom.

The physical interpretation of the PZW proposed above in the context of LG beam-molecule interactions then has important implications in understanding the derived EM-mediated vibronic coupling in eqns. (2.9) and (2.19). In the frame of the discussion of the symmetry-lowering in molecular behavior, the transverse variation of the LG beam acts as a symmetry element in the transition matrix elements. This added symmetry element to the transition matrix element comes in the form of a quantum of the molecule’s normal coordinates due to direct coupling with the incident EM field. Adding a symmetry element to the optical transition matrix element changes the rules for allowed transitions resulting in new vibrational behavior in molecules upon an interaction with an LG beam. These changes due to a new form of coupling to a LG beam should then be considered vibronic coupling in the exact same sense understood in the case of molecular symmetry-lowering.
While in traditional treatments one depends on the molecular system to behave in a way in which the AA cannot account for all the dynamics, here the model of Ref. [1] clearly predicts the breakdown of the AA due a EM interaction. This is shown explicitly for a one-electron interaction of a molecule with a LG beam in the above derivation. Since the functional form of the PZW interaction Hamiltonian sums over the involved dipole moments, this treatment extends to larger molecules interacting with the LG field. One simply sums over each of the pertinent electrons populating the highest occupied molecular orbital and represents the position of a nucleus as a sum over the molecule’s quantized vibrations. The one electron molecular interaction with a LG beam is fully extendable to a larger molecule where vibronic coupling will play a more significant role.

Most importantly, for highly symmetric molecules this model predicts a LG interaction can couple to specific nuclear vibrations that will change the absorption of specific frequencies of light. Since highly symmetric molecules have the strictest rules for transitions between electronic states, introducing a field that can couple to specific nuclear vibrations will have the effect of lowering the symmetry of the entire molecule and, therefore, augment the molecule’s absorption spectra. The specific changes depends on the symmetry of the specific molecule since such considerations will determine which transition are allowed or forbidden. It is reasonable to think that some kind of effect will present in all highly symmetric, large molecules. Using a LG beam to determine if specific vibronic transitions are reduced or increased in intensity can serve as a meaningful test of the model first presented in Ref. [1] and then extended here.

The above treatment also shows that since the radial variation of a LG beam is not relegated to the center of the beam’s profile, this effect of affecting symmetry of the transition matrix elements should exist off the beam’s center. This is important since at the beam’s center the electric field amplitude drops to zero, thus driving the dipole interaction to zero as well. Since this effect of symmetry-lowering is no longer dependent on molecule ‘sensing’ the full azimuthal variation of the beam, this model predicts a discernable effect in traditional spectroscopic measurements that could utilize LG beams.

Complex molecules also raise concerns over the results derived in this chapter. The number of normal coordinates increase more rapidly than the number of atoms in the
molecule (3N-6 vs. N). Therefore, as the number of atoms in a molecule increases, the number of vibrational degrees of freedom of the molecule will increase more dramatically. With many quantized vibrations, it is difficult to say to which normal coordinates the radial variation of a LG beam couple based on the derivations above. Since only a small number of vibrations are excited in an electronically allowed transition, it could be that one of these such modes must be aligned in a specific manner with respect to the incident direction of the LG beam.

As will be more fully discussed in Chapter 3 and elsewhere, the position of any nuclei in a polyatomic molecule can be written as a linear combination of the molecule’s quantized normal coordinates. Therefore, it seems reasonable to begin a physical understanding of these amended EM interactions with the assumption that all of a molecule’s normal coordinates can couple to the radial variation of the LG beam. From that point, specific spectroscopic tests can allow for the distinction in the changes in the behavior in specific types, combinations or numbers of vibrations.

While thus far in the literature optical absorption has been used to understand how the derived changes could manifest themselves, it is not a spectroscopic technique sensitive to changes in the vibrational behavior of molecules. For this reason, Chapter 3 will use the interaction Hamiltonian and transition matrix elements derived above to calculate an effective Raman scattering cross-section and predict changes in the resonance Raman spectra of molecules. As a sensitive vibrational spectroscopic technique that necessitates an electronic transition, resonance Raman scattering spectroscopy offers itself as an ideal tool to test the predicts for on and off-axis amending vibrational behavior of molecules.

**Conclusions**

Despite the fact that the radial dependence of the electric field of higher order laser beams, most notably the Laguerre-Gauss (LG) beams, has been neglected in past treatments of material interactions, we show here that this dependence mediates new and interesting phenomena in the field of molecular physics, even off the beam’s axis. These new phenomena are inherently due to the presence of quantized internal degrees of
freedom beyond the electronic states found in molecular systems. Because of this fact, we expect that other systems that display similar internal degrees of freedom will be modulated in a similar fashion when interacting with higher order, radially dependent laser fields.

Specific to the molecular discussion, a radially dependent electric field of a LG beam will contribute a vibronic-like coupling in large, complex molecule. EM-mediated vibronic coupling is similar to its molecular-structure counterpart in name and process. Through its transverse radial variation, the LG beam adds a symmetry element to the overall interaction. This addition leads to the activation and de-activation of specific electronic transitions in the optical region of the EM spectrum depending on the specific molecule of interest. These predictions may lead to deeper understanding of molecular inter- and intra-actions useful in fields ranging from spectroscopy and molecular electronics to biophysics and pharmaceutical sciences.
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Chapter 3: Inelastic Scattering of Laguerre-Gauss Beams From Molecules

Introduction
As shown in Chapter 2, the introduction of Laguerre-Gauss (LG) beams affects molecular behavior. Using the interaction Hamiltonian developed by Alexandrescu et al. for on-axis interactions and the extension of that interaction Hamiltonian for off-axis interactions, the functionally, radially varying electric field of a LG beam affects the coupling between the electronic and vibrational degrees of freedom of a polyatomic molecular system during the absorption of a LG beam, otherwise known as vibronic coupling.\(^1\) This prediction of radial coupling is similar to those made in the case of x-ray spectroscopy of molecules.\(^2\)

However, changes in vibronic structure and processes due are difficult to resolve via molecular absorption measurements. In contrast to absorption, light scattering processes access changes in the vibrational dynamics and behavior of a molecule.\(^3\) The intensity of inelastic light scattering is enhanced when the scattering process occurs on resonance with an electronic transition. Based on these considerations, resonance Raman scattering from model molecular systems will be used to test the predictions of the interaction Hamiltonian discussed in Chapter 2.

The theoretical developments of Chapter 2, therefore, must be extended to inelastic light scattering. This chapter will follow as a thorough introduction to Raman scattering, the resonance condition in Raman scattering and development of the effective scattering transition probability induced by an incident LG beam. From there, the physical implications of the inelastic LG beam scattering are discussed as well as the prediction of changes to specific observables measured in the inelastic light scattering from the molecule’s totally symmetric vibrations.

To predict how an LG beam will change the resonantly enhanced Raman scattering spectrum of a molecule, changes in both the populations and coherences of
totally symmetric vibrations are examined. First, it is shown that the spectra of overtones for molecules highly displaced excited electronic states will show the largest changes due to LG excitation. Also, these effects are largest for vibrations with lower frequencies. Second, interference effects are examined and predictions for changes in ‘baseline’ spectra are proposed. It is shown that the interferometric modulation of the intensity of peaks present in scattering spectra using plane wave excitation can be controlled by changes to the weighting of different quantum pathways introduced by the LG excitation.

By amending selection rules for vibronic transitions, LG beams allow researchers to access information not typically allowed via light scattering. Given the highly controllable and large parameter space that higher order laser modes offer, the coupling between the radial variation of an electric field and a molecule’s vibrations also provides other possible mechanisms for controlling the behavior of a molecule. Such control could allow researchers to better understand biomolecules, more fully characterize and identify unknown molecular samples and provide insight into molecular materials important to fields ranging from energy science to information technology.

**Resonance Raman Scattering**

The quantity of interest in scattering processes is the differential cross-section, determined using the Kramers-Heisenberg-Dirac equation.\(^3,4\) Generally for a interaction between an incident EM field and a single particle populating in a distinct final state, the one uses differential scattering cross-section to calculate the probability of scattering light in a frequency range of \(d\omega'\) along the wavevector \(k'\) direction through a solid angle \(d\Omega\).

In the case of the minimally coupling interaction Hamiltonian, this scattering transition probability becomes\(^4\),

\[
\frac{d^2\sigma}{d\Omega d(h\omega_k)} = \left(\frac{e}{mc}\right)^2 \sum_N \frac{\langle F|\vec{A} \cdot \vec{p}|N\rangle\langle N|\vec{A} \cdot \vec{p}|I\rangle}{E_N - E_i - h\omega_k - ih\Gamma_0} \frac{\langle F|\vec{A} \cdot \vec{p}|N\rangle\langle N|\vec{A} \cdot \vec{p}|I\rangle}{E_N - E_f + h\omega_k - ih\Gamma_0} \times \delta(E_f - E_i + h\omega_k - h\omega_k).
\]

(3.1)

where \(I, N, F\) indicate the initial, intermediate, and final states of the particle, respectively, and \(E_i, E_f,\) and \(E_N\) indicate the energy of the initial, final, and intermediate states of the molecule, respectively. \(\omega_k\) is the frequency of the incident light along the
wavevector $k$ direction and the phenomenological decay rate, $\Gamma_0$, has been added due to the finite lifetime of the immediate state. In the case of inelastic, or Raman, scattering, the delta function maintains the conservation of the incident energy between the scattered light and the excited final state.

The two factors of the $A\cdot p$ interaction appear in eqn. (3.1) for a straightforward reason. Light scattering necessitates both the annihilation and creation of separate excitations of the vacuum field states. This occurs directly from a single higher order $A\cdot A$ term appearing in the minimal coupling interaction Hamiltonian, leading to Thomson scattering. Contributions from Thomson scattering to the cross-section have been ignored in eqn. (3.1) since this chapter treats incident light frequencies close to an electronic resonance frequency. Products of the vector potential, $A$, lead to terms containing both annihilation and creation operators when the fields are quantized. Therefore, two factors of the $A\cdot p$ preserve the number of photons correctly for a light scattering processes.\footnote{This equation}  

In the case of molecules interacting with EM fields, the quantity within the squared brackets of eqn. (3.1) is known as the molecular polarizability, $\alpha$. To see how Raman scattering occurs in molecules, the eigenstates of the molecule are decomposed into their vibrational and electronic contributions. For plane wave illumination, the functional form of $\alpha$ is cast into a new light by writing it as,

$$\alpha_{\alpha\beta} \propto \sum_{\epsilon \nu} \frac{\langle \nu_f | g | \vec{\mu} \cdot \vec{\varepsilon}_\alpha | \epsilon \rangle \langle \epsilon | \vec{\mu} \cdot \vec{\varepsilon}_\beta | \nu_i \rangle}{E_\epsilon + E_{\nu_i} - E_{\nu_f} - i\hbar \Gamma_0} + \frac{\langle \nu_f | g | \vec{\mu} \cdot \vec{\varepsilon}_\alpha | \epsilon \rangle \langle \epsilon | \vec{\mu} \cdot \vec{\varepsilon}_\beta | \nu_i \rangle}{E_\epsilon + E_{\nu_i} - E_{\nu_f} - E_L - i\hbar \Gamma_0} \left[ \frac{\langle \nu_f | g | \vec{\mu} \cdot \vec{\varepsilon}_\alpha | \epsilon \rangle \langle \epsilon | \vec{\mu} \cdot \vec{\varepsilon}_\beta | \nu_i \rangle}{E_\epsilon + E_{\nu_i} - E_{\nu_f} + E_L - i\hbar \Gamma_0} \right].$$

(3.2)

where the energy of the incident light is now denoted by $E_L$. The vibrational states are denoted by $\nu$ and electronic states by lower case letters. The other degrees of freedom of the molecule are ignored for the moment.

The resonance condition is met when,

$$E_\epsilon + E_{\nu_i} - E_{\nu_f} = E_L. \quad (3.3)$$

On resonance, the denominator of the first term of eqns. (3.1) and (3.2) becomes significantly smaller causing the scattering from this term to dominate the intensity scattered by the molecule. Physically, since a distinct electronic excited state is
participating in the scattering process as an intermediate state, the Feynman diagram in which the intermediate state is produced via an emission process makes no contribution in the resonant case.\(^4\) While this treatment is instructive, using the general formalism coming out of eqn. (3.1) allows understanding how changes in the transverse mode of the excitation field can affect an effective scattering probability, as is discussed below.

As seen in Chapter 2, in order to write a unperturbed wavefunction, one must invoke the adiabatic approximation.\(^5\) Once this approximation is made, eqn (3.1) is transformed into the multipolar interaction Hamiltonian to determine an effective scattering transition probability in the case of LG beam excitation. Examination of the effective transition probability allows prediction of the selection rules governing this scattering process as well as the the consequences of those changes.

In resonance Raman scattering there are two equivalent models that predict changes in spectra due to vibronic breakdown of the adiabatic approximation.\(^3\) An expansion of the electronic transition dipoles in the nuclear normal coordinates gives analytical solutions to adiabatic breakdown as,

\[
M^i_{ge} = M^i_{ge}(0) + \sum_j \left( \frac{\partial M^i_{ge}(Q)}{\partial Q_j} \right)_0 Q_j + ..., \quad (3.4)
\]

where,

\[
M^i_{ge} = \langle g | \bar{\mu} \cdot \vec{e}_a^i | e \rangle. \quad (3.5)
\]

is the electronic transition matrix element coupled to the field along the \(i^{th}\) linear polarization direction. This formalism of corrections to the adiabatic approximation can be physically understand via coupling between the nuclear and electronic degrees of freedom of a molecule. As the coupling between these degrees of freedom becomes stronger (the larger the value of the derivative in eqn. (3.4)), the higher order terms in the above expansion provide a larger contribution to the resonance Raman scattering process. When these expanded matrix elements are entered back into eqn. (3.2), the molecular polarizability in the resonance condition becomes,
\[ \alpha_{\text{op}} \propto \sum_{E, n} \left\{ \frac{M^{\text{e}}_E(0)M^{\text{e}}_E(0)}{E_e + E_{v_n} - E_{v_j} - i\hbar\Gamma_0} \langle v_j \mid v_n \rangle \langle v_n \mid v_j \rangle + \sum_j \left( \frac{\partial M^{\text{e}}_{E_e}}{\partial Q_j} \right)_0 M^{\text{e}}_{E_e}(0) \langle v_j \mid Q_j \mid v_n \rangle \langle v_n \mid v_j \rangle \right\}. \]

(3.6)

to first order in the \( j \)th normal coordinate of the molecule’s vibrations.

We use a molecular system that does not change symmetry upon the electronic excitation to give an example of where the different terms in eqn. (3.6) enhance the scattering from specific vibrational modes. This is the case when only the equilibrium bond lengths of a polyatomic molecule increase on the excited state. For a typical system that does not change symmetry upon resonant excitation, only the totally symmetric vibrational modes of the molecule possess an asymmetrically displaced excited state potential energy surface with respect to that of the ground state. Asymmetric displacement of the excited electronic state means that the ground and excited electronic states do not share a common basis set of vibrational states. Different vibrational basis sets mean that the vibrational overlap integrals are not subject to strict orthogonality relationships. This relaxation of selection rules allows transitions between different states of these totally symmetric vibrations.

The intensity of these transitions depends on the overlap of the vibrational states involved. The vibrational overlap is related to the Franck-Condon factor for the associated states. For this reason, transitions allowed via this physical mechanism are called Franck-Condon active vibrations. While the nontotally symmetric modes of the molecule are not Franck-Condon active normally, physical mechanisms such as specific Jahn-Teller distortions can activate non-totally symmetric vibrations via similar terms in the molecular polarizability.

When the resonance condition is met, the first term in this polarizability is known as the Franck-Condon, or Albrecht ‘A’, term. In the type of molecular system of interest here, the ‘A’ term in the molecular polarizability in eqn. (3.6) enhances inelastic scattering from totally symmetric vibrations. Given the above discussion, this makes
sense physically. When the ‘A’ term is inspected, we see that it is functionally dependent on the overlaps between the initial and intermediate and intermediate and final vibrational states, respectively. Since only the totally symmetric vibrations of our example system are possess non-zero Franck-Condon overlaps between states of differing quantum numbers, we expect that the scattering process excites the totally symmetric vibrations of the molecule. So called Franck-Condon progressions are easily visible in resonance Raman spectra in such situations³.

The lack of an asymmetric displacement of the potential surfaces of the non-totally symmetric modes means that the ground and excited electronic states share the same basis of vibrational states. However, excited electronic states possess two symmetric potential energy surfaces about the equilibrium geometry of some non-totally symmetric vibrations. These symmetric, doubled-welled potential energy surfaces allow for excitation of overtones and even multiples of overtones of these vibrations via a Franck-Condon mechanism. In the case of the fundamental of these vibrations however, the is no Franck-Condon mechanism allowing resonance Raman activity.

The second and third terms of eqn. (3.6) (collectively known as the Herzberg-Teller or Albrecht ‘B’ term³), however, contain a contribution from breakdown of the adiabatic approximation. This is seen through the functional dependence of these terms the jth normal coordinate of the molecule. While this form looks functionally different from the discussion concerning benzene in Chapter 2, the essential physics are the same. Coupling of the normal coordinates to the electronic dipole transition itself are allowing transitions otherwise forbidden due to symmetry of the molecule.

The ‘B’ term denotes the second and third terms on the right hand side of eqn. (3.6). In first of these two terms, the excitation transition (along the σ-direction) is dependent on the Franck-Condon overlap, while the emission transition (along the ρ-direction) has one unit of the normal coordinate embedded in the vibronic transition matrix element. This means that upon the electronic excitation to a state possessing a single, non-displaced potential energy well, only the transition between the vibrational ground states of each respective electronic state is allowed. However, the vibrational population can transition to the first excited state of a nontotally symmetric mode on the electric ground
potential surface when the scattered photon is emitted. The difference in the selection rules is due to the presence of the normal coordinate, $Q$, in the vibronic transition matrix element.

Conversely, for the same type of molecule the third term of eqn. (3.6) contains one unit of a normal coordinate in the excitation transition while the emission transition depends on the Franck-Condon overlap. The normal coordinate now allows for the excitation of a nontotally symmetric mode during the electronic transition. When the photon is scattered only the first excited vibrational state on the ground manifold can be populated because the vibrational quantum number cannot change without a unit of the normal coordinate for the electronic states treated here. Again, the selection rules for this transition are restricted by the fact that the ground and excited electronic states share the same basis sets of vibrational states.

One can also construct the resonant molecular polarizability from the combinations of first order perturbative corrections to the molecular electronic wavefunction:

$$|g\rangle' = |g\rangle + \sum_j \sum_{rs \epsilon} \frac{H_{gr}^j Q_{L}}{E_g - E_r} |r\rangle,$$  \hspace{1cm} (3.7)

becomes the correction to the unperturbed wavefunction, $|g\rangle$, where,

$$H_{gr}^j = \langle g | \left( \frac{\partial \hat{H}}{\partial Q_j} \right) |r\rangle.$$  \hspace{1cm} (3.8)

is known as the vibronic coupling matrix element and $Q_j$ is the $j^{\text{th}}$ normal coordinate of the molecule. To first order in the $j^{\text{th}}$ normal coordinate, the resonant molecular polarizability becomes,

$$\alpha_{g\epsilon} \propto \sum_{E,v} \frac{M^\sigma_{gr} (0) M^\epsilon_{gr} (0) \langle v_j | v'_{s\epsilon} \rangle \langle v_{s\epsilon} | v_i \rangle}{E + E_{v_s} - E_{v_i} - E_l - \text{i}h \Gamma_0} + \sum_j \frac{H_{gr}^j}{E - E_r} \left[ \frac{M^\sigma_{gr} (0) M^\epsilon_{gr} (0) \langle v_j | v'_{s\epsilon} \rangle \langle v_{s\epsilon} | Q_j | v_i \rangle}{E + E_{v_s} - E_{v_i} - E_l - \text{i}h \Gamma_0} \right] + \frac{M^\sigma_{gr} (0) M^\epsilon_{gr} (0) \langle v_j | Q_j | v_i \rangle \langle v_{s\epsilon} | v_{s\epsilon} | v_i \rangle}{E + E_{v_s} - E_{v_i} - E_l - \text{i}h \Gamma_0}.$$  \hspace{1cm} (3.9)

The Herzberg-Teller formalism produces an interesting picture. When a state $r$ is close in energy to state $e$, they can be mixed by a nontotally symmetric vibration to give higher order terms in the molecular polarizability. The $r$ state effectively takes away some
intensity from the transition between the ground state and state e. At the same time, this embends a unit of the normal coordinate of that vibration in the vibronic transition matrix element to amend the vibrational selection rules during the electronic transition. Physically, this the same phenomenon seen for the model in which the electronic transition dipole is expanded in the normal coordinates of the molecule, as discussed earlier.

Understanding the baseline Raman scattering behavior of a molecular system allows for a full appreciation for the ways that the model proposed by Alexandrescu et al. and extended in Chapter 2 affects resonance Raman scattering from molecules. In order for this appreciation to begin, the calculation of effective scattering transition probability caused by the LG interaction must be completed. From there, any ‘new’ physics should be more transparent.

**Light Scattering Due to LG Beams**

As seen in Chapter 2, Alexandrescu et al. have proposed that when a LG beam interacts via one electron with a diatomic molecular, the interaction Hamiltonian can be written as

\[
H_{int} = -\frac{16\pi^2}{3} C_\text{e} e^{iR\cos\theta} \sum_{\sigma = \pm 1} \sum_{l_i} \frac{\epsilon}{2(l_i + 1)!} \left( \frac{\hat{R}}{w_0} \right)^{l_i} Y_{l_i}^{\text{sgn}(l_i)} \left( \hat{R} \right) \left( \frac{r_1}{w_0} \right)^{l_0-l_i} Y_{l_0-l_i}^{\text{sgn}(l_0-l_i)}(\hat{r}) Y_1^{\sigma}(\hat{r}) + S_2 \left( \frac{r_1}{w_0} \right)^{l_0-l_i} Y_1^{\sigma}(\hat{r}) Y_{l_0-l_i-1}(\hat{r}) Y_{l_0}^{\text{sgn}(l_0)}(\hat{r}) \right),
\]

(3.10)

when the molecule is located on the radial axis of the beam. In eqn. (3.10), R, r_1 and r correspond to the center of mass, first nuclear and electronic (relative to the first nuclei) positions, respectively. The azimuthal variation of the LG wave front is captured in the spherical harmonic functions in this interaction Hamiltonian. S_1 and S_2 do not depend on the variables of the molecule, but are kept for completeness in this instance.

Eqn. (3.10) is derived using a canonical transformation of the typical \( A \cdot p \) interaction Hamiltonian used throughout the spectroscopy literature\(^6\). As shown in Chapter 2, when the canonical transformation is completed, the interaction Hamiltonian will contain the molecular coordinates, degrees of freedom, as variables in its functional form. This can be understood physically as the dipole electronic transitions mediating a coupling.
between the transverse field variation and the internal degrees of freedom of the molecule.

It was also shown in Chapter 2 that in the off-axis geometry, when the molecule is not located exactly on the radial axis of the LG beam, the electronic dipole transition still mediates a coupling between the radial variation of the transverse electric field and the vibrational degrees of freedom. Since this coupling occurs off-axis it should be much easier to detect than changes to the other degrees of freedom, which necessitates being on the beam’s axis. Also, given that Raman spectroscopy excited in the resonance condition produces information on the vibrational activity of the molecule of interest, this treatment focuses on the ways in which the LG beam amends the expected structure and dynamics of vibrational Raman processes.

In order to understand how this interaction Hamiltonian affects resonance Raman scattering, the one must calculate the probability that a molecule scatters a photon and populates a final state distinct from the initial state. Explicitly, after making the canonical transformation from eqn. (3.1) the scattering probability becomes,

\[
\frac{d^2\sigma^{LG}}{d\Omega d(h\omega_k)} = \sum_N \left| \langle F | H_{\text{int}}^{LG} | N \rangle \langle N | H_{\text{int}}^{LG} | I \rangle \right|^2 + \frac{\langle F | H_{\text{int}}^{LG} | N \rangle \langle N | H_{\text{int}}^{LG} | I \rangle}{E_N - E_I - h\omega_k - i\hbar\Gamma_0} \times \delta(E_f - E_I + h\omega_k - h\omega_s).
\]  

(3.11)

Again, when one invokes the resonance condition the left hand term in the brackets of eqn. (3.11) dominates the scattering process. For interactions with the LG beam in which the angular momentum of the beam’s polarization couples to the electronic degree of freedom to preserve the selection rules for a purely electronic dipole transition, only the first term in the brackets of eqn. (3.10) contributes. To concentrate on the vibrational and electronic degrees of freedom of the system, eqn. (3.10) is re-written as,

\[
H_{\text{int}}^{LG} = \sum_{\rho=\pm1} \epsilon_{\rho} \sum_{l_1} C_{l_1} \left\{ \sum_{s=0}^{l_1-l_1} \left( \sum_{j} Q_j \right)^s \right\} eY_1^{\rho}(\hat{r}).
\]  

(3.12)

where the nuclear coordinate relative to the center of mass, \(r_1\), has been replaced by a sum over the normal coordinates as in Ref. [1]. That is,

\[
\hat{r}_1 \propto \sum_j \vec{Q}_j.
\]  

(3.13)
This replacement allows for the extension of the interaction Hamiltonian to N-atom, polyatomic molecules with 3N-6 normal coordinates. Highlighting this formulation of the PZW transformed scattering probability for a molecule-LG beam interaction allows for a more transparent appreciation for the way in which the coupling between electronic and vibrational degrees of freedom is affected by the nature of the incident light field. To understand the changes in the vibrational dynamics of the molecule with respect to changes in the incident laser mode,

\[
|I\rangle = |g\rangle |v_i\rangle \quad (3.14a) \\
|N\rangle = |r\rangle |v_n\rangle \quad (3.14b) \\
|F\rangle = |g\rangle |v_f\rangle . \quad (3.14c)
\]

as initial, intermediate and final unperturbed states, respectively, for electronic and vibrational degrees of freedom. The reader should note that these forms for the unperturbed wavefunctions assume a strict separation of the different molecular degrees due to an adiabatic approximation.

Using eqn. (3.11) and eqns. (3.14a)-(3.14c), the transition matrix elements are,

\[
\langle N| H_{\text{int}}^{\text{LG}} |I\rangle = \sum_{\rho=1}^{\infty} \sum_{L=0}^{I} C_i \langle v_s | \langle e | \sum_{x=0}^{L=I_s} \left( \frac{L!}{L_s!} \right) \left( \sum_j Q_j \right)^x \left( \sum_{j=0}^{L=I_s} \epsilon | Y_j^\rho (\hat{r}) \rangle | g \rangle \langle v_i | . \quad (3.15)
\]

and,

\[
\langle F| H_{\text{int}}^{\text{LG}} |N\rangle = \sum_{\sigma=1}^{\infty} \sum_{L=0}^{I} C_i \langle v_f | \langle g | \sum_{x=0}^{L=I_s} \left( \frac{L!}{L_s!} \right) \left( \sum_j Q_j \right)^x \left( \sum_{j=0}^{L=I_s} \epsilon | Y_j^\sigma (\hat{e}) \rangle | e \rangle \langle v_n | . \quad (3.16)
\]

using the interaction Hamiltonian in eqn. (3.12). To simplify matters, we only examine the numerator of the left hand term in the brackets of eqn. (3.11). This numerator corresponds to the state tensor, $S_{\sigma \rho}$, for $\sigma$ and $\rho$ excitation and scattering polarizations states, respectively. Taking the product of these transition matrix elements to find the effective state tensor$^{10}$,
for a LG beam of arbitrary l-value. The state tensor can be further simplified defined with respect to linear polarizations. For linear polarization, the indices \( \sigma \) and \( \rho \) in eqn. (3.17) both equal zero, since linear polarization indicates the case in which there are zero quanta of angular momentum due to the beam’s polarization. Therefore,

\[
S_{\sigma \rho} = \langle F | H_{\text{int}}^{L} | N \rangle_{\sigma} \langle N | H_{\text{int}}^{L} | I \rangle_{\rho} =
\]

\[
\sum_{\sigma, \rho \geq 1} \langle v \rangle \langle g | e \rangle \sum_{l=0}^{\infty} \sum_{s=0}^{\infty} C_{l} \left( \sum_{j=1}^{l} \left( \sum_{j=1}^{l} \right) \right) e \langle v | g \rangle | v \rangle,
\]

where \( \sigma \) and \( \rho \) now indicate the different linear polarizations of the incident and scattered photons and \( E_{0} \) is the electric field amplitude in each case. This form of the state tensor makes use of a purely electronic dipole interaction with both the incident and scattered fields. This point is highlighted by writing eqn. (3.18) as

\[
S_{\sigma \rho} = \langle F | H_{\text{int}}^{L} | N \rangle_{\sigma} \langle N | H_{\text{int}}^{L} | I \rangle_{\rho} = \langle g | e \rangle \langle e | e \rangle \langle g \rangle,
\]

The definition for the electronic transition dipole moment defined in eqn. (3.5) is used for the remainder of this discussion.

While much of this chapter will focus on how LG beams change the behavior of totally symmetric vibrations, excitation of non-totally vibrations is necessary in characterizing many biologically relevant molecules. Therefore, it is instructive to cast the effective state tensor in a form that allows for elucidation of changes to non-totally symmetric vibrations at a later time if experiments confirm the predicted changes in totally symmetric vibrations. To see how this interaction begins to look similar to the
vibronic formalism introduced earlier, the electronic transition matrix elements in eqns. (3.18) and (3.19) are expanded to first order in the pertinent normal coordinates of the molecule. The state tensor becomes,

\[ S_{op} = \sum_j \langle v| C_j \sum_{l=0}^{n-1} \left( \sum_{l} Q_j \right)^l \langle v_j | v_0 \rangle \langle v_0 | C_{l} \sum_{l=0}^{n-1} \left( \sum_{l} Q_j \right)^l \langle v_j | v_0 \rangle \rangle (M_q^e(0)) \langle M_{q,l}^e(0) \rangle + \langle v| C_j \sum_{l=0}^{n-1} \left( \sum_{l} Q_j \right)^l \langle v_j | v_0 \rangle \langle v_0 | C_{l} \sum_{l=0}^{n-1} \left( \sum_{l} Q_j \right)^l \langle v_j | v_0 \rangle \rangle \left( \frac{\partial M_q^e}{\partial Q_j} \right)_0 M_q^e(0) \]

\[ + \langle v| C_j \sum_{l=0}^{n-1} \left( \sum_{l} Q_j \right)^l \langle v_j | v_0 \rangle \langle v_0 | C_{l} \sum_{l=0}^{n-1} \left( \sum_{l} Q_j \right)^l \langle v_j | v_0 \rangle \rangle \left( \frac{\partial M_q^e}{\partial Q_j} \right)_0 M_q^e(0) \] (3.20)

The way the Franck-Condon and Herzberg-Teller terms change is more visible when eqn. (3.20) is explicitly evaluated for a p=0, l=1 LG beam. The state tensor becomes,

\[ S_{op} = \sum_j \langle M_{q,l}^e(0) M_{q,l}^e(0) \rangle \langle v_j | v_0 \rangle \langle v_0 | C_j \sum_{l} Q_j \langle v_j | v_0 \rangle + C_{l} C_0 \langle v_j | v_0 \rangle \langle v_0 | C_{l} \sum_{l} Q_j \langle v_j | v_0 \rangle + C_{l} C_0 \langle v_j | v_0 \rangle \langle v_0 | C_{l} \sum_{l} Q_j \langle v_j | v_0 \rangle \rangle \left( \frac{\partial M_q^e}{\partial Q_j} \right)_0 M_q^e(0) \langle v_j | v_0 \rangle \langle v_0 | v_j \rangle \rangle \left( \frac{\partial M_q^e}{\partial Q_j} \right)_0 M_q^e(0) \]

(3.21)

The state tensor in eqn. (3.21) for a p=0, l=1 LG beam helps determine the selection rules allowing transitions between specific vibrational states. Selection rules are completely determined by the state tensor and the conservation of energy, both present in scattering transition probability. Therefore, to understand the spontaneous, resonantly enhanced scattering from a molecule, ‘A’ terms from eqn. (3.21) are inserted into eqn. (3.11) to produce,

\[ \frac{d^2 \sigma_{fg}}{d \Omega d(h \omega_k)} = \sum_{v_n} M_{q,l}^e(0) \left[ \langle v_f \mid v_n \rangle \langle v_n \mid v_f \rangle (C_f + C_o)^2 + C_f C_o \langle v_f \mid v_n \rangle \langle v_n \mid \sum Q_j \rangle \langle v_f \rangle \right]^2 \left( \frac{E_e + E_v \mid v_f \rangle - E_v - E_L - i h \Gamma_0}{E} \right) \]

\[ \times \delta \left( E^\nu_v - E_v + E_L - h \omega_k \right) \] (3.22)
The effective scattering probability in eqn. (3.22) for a p=0, l=1 LG beam is the main result of this chapter. It represents the inelastic scattering interaction of a LG beam with a molecule with a complex set of quantized vibrations. The ways in which the effective state tensor and the transition probability affect vibrational populations and coherences in resonance Raman scattering are discussed below.

**Discussion**

The form of eqn. (3.22) is important since it highlights a change in the effective scattering probability of the molecule due to the LG interaction Hamiltonian. Eqn. (3.22) should be compared with the Franck-Condon or Albrecht ‘A’ term of the scattering process of a plane wave. This term is similar to the ‘A’ term discussed above in that it does not depend on a derivative of the electronic transition dipole moment with respect to the normal coordinates of the molecule. As pointed out from eqns. (3.6) and (3.9), the ‘A’ term does not have contributions from the normal coordinates in the standard treatment of the interaction with the electric field of a plane wave. However, when a LG beam is used for scattering, the ‘A’ term of eqns. (3.21) and (3.22) do contain units of the normal coordinates of the molecule in the vibronic transition matrix elements. Embedded quanta of the molecule’s vibrations change how vibrational transitions are allowed and forbidden during the scattering process relative to the selection rules for a plane wave excitation.

The functional form of the effective scattering transition probability can be understood in a straightforward manner. The electronic dipole transition mediates a coupling between the transverse, radial variation of the LG electric field and the vibrational degrees of freedom of the molecule. This coupling results in a vibronic-like coupling between the electronic and nuclear degrees of freedom due explicitly to the radial variation of the electric field of the LG beam. This is evident in the formulation outlined above since the canonically transformed interaction Hamiltonian embeds the internal coordinates of the molecule in the field–molecule interaction itself when the incident field possesses a radially varying transverse profile.

When a plane wave excites the resonantly enhanced Raman scattering process, the ‘A’ term is dependent of the Franck-Condon vibrational overlaps in the excitation and emission processes. For this reason, only the totally symmetric vibrations of the
molecules are the resonantly enhanced by the ‘A’ term of the molecular polarizability. When a LG beam is used to excite the electronic transition, however, the term that lacks a derivative with respect to the molecule’s vibrations is not only dependent the Franck-Condon overlaps. Therefore, using a LG beam to excite such an electronic dipole transition opens the door to new possibilities in vibronic selection rules governing Raman scattering.

There are two physical manifestations through which one measures the effects of an incident LG beam on Raman scattering process based upon the effective scattering transition probability in eqn. (3.22). Both physical manifestations produce changes in scattering spectra via changes in selection rules governed by parameters of the molecules. (i.e. displacement of the excited electronic state, symmetry of the molecule, Jahn-Teller distortions, etc.). First, by embedding units of vibrational quanta into the vibronic transition matrix elements, the LG beams changes the vibrational states that participate and their weight of participation in the scattering process. Highly lying intermediate states possess larger overlaps with vibrational overtones on the ground electronic state. Therefore, this mechanism modulates the vibrational populations that participate in the scattering process.

Second, as seen in eqns. (3.1), (3.11) and (3.22), scattering experiments necessitate the square of the molecular polarizability for prediction of measurable quantities. As seen in eqn. (3.22) scattering a LG beam off a molecule changes the weight of different terms in the effective scattering transition probability relative to the case of plane wave excitation. The LG beam modulates quantum mechanical pathways to specific vibrational final states that participate in the scattering process. More than one quantum pathway to the same final state leads to interference phenomena in the scattering process. Therefore, the LG modulates the interference present in the scattering process due to the additional terms introduced in the effective scattering transition probability, as seen in eqn. (3.22).

Interference phenomena have been observed in Raman scattering from molecules for several decades. In the case of the incident LG beam, this interference phenomenon comes from amended vibronic transition matrix elements via a coupling between the transverse radial variation of the beam and the molecule’s vibrational degrees of freedom.
This mechanism modulates the vibrational coherences that participate in the scattering process.

To predict how an LG beam will change the resonantly enhanced Raman scattering spectrum of a molecule, changes in both the vibrational populations and coherences of totally symmetric are examined. First, the changes in the populations of different states and overtones of totally symmetric vibrations are examined. It is shown that the spectra of overtones for molecules highly displaced excited electronic states will show the largest changes due to LG excitation. Also, these effects are largest for vibrations with lower frequencies. Second, interference effects are examined and predictions for changes in ‘baseline’ spectra are proposed. It is shown that LG beams can control the ‘natural’ interference present in scattering process using plane wave excitation. This control comes from changes in the participating quantum pathways introduced by the LG excitation.

A simple model will help clarify predictions for changes in the vibrational populations and coherences in the resonance Raman scattering due to excitation by a LG beam. We use a molecule with one totally symmetric vibration and one non-totally symmetric vibration to elucidate these predictions. The sum over normal coordinates in eqn. (3.13) then becomes,

\[ \sum_j Q_j = Q_1 + Q_2. \]  

(3.23)

where \( Q_1 \) is a totally symmetric vibration and \( Q_2 \) is a non-totally symmetric vibration. For ‘A’ term enhanced scattering, one simply focuses on \( Q_1 \) vibration since the Franck-Condon overlap is responsible for vibronic transitions involving this totally symmetric vibration.

In a spontaneous scattering experiment, the molecule can interact with a LG beam only via the excitation pathway. Such an experiment depends on the inherent coupling of the excited molecule to the vacuum field to cause the spontaneous emission of a photon. Since the LG basis set does not describe the vacuum field, there is no expectation that the transverse, radial variation of the electric field couples to the vibrational degrees of freedom during the electronic dipole emission transition. In order to get contributions from the other pathways in eqn. (3.20), a stimulated or coherent Raman scattering experimental setup with two LG beams must be used.
To identify changes in the molecular polarizability and, therefore, scattering transition probability that will lead to observable differences in a measured resonance Raman spectrum, we make comparisons between the state tensor in the case of a l=0 excitation beam to that of a l=1 excitation beam. This comparison also takes into consideration the fact that a vibrational quantum is only embedded into the excitation transition matrix element. Eqn. (3.21) then becomes

$$S_{00}^A = M_{GE}^2(0)M_{GE}^2(0)\langle v_f^1|v_n^1\rangle\langle v_f^1|v_n^2\rangle\langle v_f^2|v_n^2\rangle \quad l=0,$$

(3.24a)

$$S_{00}^A = M_{GE}^2(0)M_{GE}^2(0)\times\left[\langle v_f^1|v_n^1\rangle\langle v_f^2|v_n^2\rangle + D\langle v_f^1|v_n^1\rangle\langle v_f^1|Q_2|v_n^1\rangle\langle v_f^2|v_n^2\rangle\langle v_f^2|v_n^2\rangle\right] \quad l=1. \quad (3.24b)$$

for plane wave (l=0) and LG beam (l=1) excitation. The subscripts i, n, and f denote the initial, intermediate and final vibrational states participating in the scattering process and the superscripts denote the symmetry of the normal coordinate tied to that transition matrix element as defined in eqn. (3.23). That is, the superscript 1 is the totally symmetric coordinate $Q_2$ and the superscript 2 is the non-totally symmetric coordinate $Q_2$. The coefficients for each term in the state tensor have been normalized to the coefficient of the first term in eqn. (3.24b) for the sake of simplicity. The coefficient $D$ is related to the $l$-dependent pre-factor in the interaction Hamiltonian shown in eqn. (3.10). It is weighted by the inverse of the waist of the incident beam. The role of $D$ in determining the physics predicted here is discussed below.

It is clear that whereas there is only one term that contributes to the state tensor for the case of a l=0 excitation beam, a l=1 LG beam introduces a new term into the state tensor that now contributes to the scattering process. In the case of a l=0 LG incident beam, there is a finite set of intermediate states that contribute to the scattering process. The size of this set of states is determined by the amount of displacement between the ground and excited electronic states. For smaller displacements, only a small set of intermediate states will contribute non-zero Franck-Condon overlaps. A larger displacement increases the number of intermediate states whose Franck-Condon overlaps is large enough in magnitude to make sizable contribution to the scattering process.
However, at any level of displacement the $l=1$ LG beams embeds a quantum of the totally symmetric normal coordinate in the vibrational transition matrix elements in eqn. (3.24b). This embedded vibrational quantum results in a new, second term in the state tensor that changes how states participate in the scattering process. Instead of the molecule being entirely dependent on the value of the Franck-Condon overlap to determine which intermediates contribute, the excitation beam itself can set the value of the vibrational overlaps and change the nature of the scattering process fundamentally.

Using the simple two vibrational model for comparison of the scattering in the cases of $l=0$ and $l=1$ excitation beams, we make predictions for changes in the vibrational populations and coherences participating in the scattering process. First, by introducing a vibrational quantum of the totally symmetric coordinate $Q_1$ into the transition matrix element, the second term of eqn. (3.24b) changes the selection rules for the excitation of intermediate states. Thus, this term in eqn. (3.24b) means that different states are excited on the excited electronic manifold of vibrational states when a LG beam is used. By exciting states that are not typically participating in the scattering process with plane wave excitation, the LG beam changes which final states will be populated at the end of the process.

This conclusion is seen more clearly using concrete vibrational states. Assume that only the ground and first excited vibrational states of the excited electronic manifold play a role in the inelastic scattering process excited by a plane wave. This means that the final state of the scattering process is either the first or second vibrationally excited state on the ground electronic state, or

\[
|F_1\rangle = |g\rangle |1\rangle, \quad (3.25a) \\
|F_2\rangle = |g\rangle |2\rangle. \quad (3.25b)
\]

For some molecules, the excited electronic is displaced from the equilibrium geometry of the ground state by a very small amount. While small displacements results in non-zero overlaps and allow ‘A’ term enhancement in resonance Raman scattering, the overlap between the vibrational ground states on each respective electronic manifold dominate the selection rules for allowed vibrational transitions. In that case given $l=0$ excitation, the sum over the state tensor becomes,
Only two intermediate states on the excited electronic manifold, the ground and first excited vibrational states, contribute to determining the population of the final state. It is also clear that the amount of population reaching this final state depends only on the Franck-Condon overlaps between the participating vibrational states. The spectrum produced by this excitation beam (l=0) will be known as the ‘baseline’ spectrum.

As described above, for the case of a minimally displaced excited electronic state, the first and second terms in the brackets of eqn. (3.26) dominate the selection rules. The vibrational overlaps participating in each pathway to the final state are comparable in magnitude, a fact that leads to interesting effects in the discussion below. For small displacements, the third term is often neglected since it rare to see this overtone due to small value of both of its Franck-Condon overlaps.

In the case of l=1 excitation, the roles of the intermediate states are reversed. The sum over the state tensor becomes,

\[
\sum_n S^A_{\alpha\beta} = M^\sigma_{ge}(0)M^\rho_{ge}(0)[\langle 1|0\rangle\langle 0|0\rangle + \langle 1|1\rangle\langle 1|0\rangle + \langle 2|1\rangle\langle 1|0\rangle]
\]

\[l = 0. \quad (3.26)\]

Now the dominant vibrational overlap is between the ground and first excited vibrational states of the ground and excited electronic states, respectively. This change is due to the presence of the vibrational quantum embedded in the transition matrix by the l=1 LG beam. Since the first excited vibrational state now plays a larger role as an intermediate state due to this increased vibrational overlap, a significantly larger population reaches the second final state, denoted in eqn. (3.25b). The difference in final states is seen in FIG. 3.1.
For a molecule possessing an excited minimally displaced from the ground state, enough population could reach this alternative final state that a new peak appears in the resonance Raman scattering spectrum. If this overtone appears, it would represent a new peak in the ‘baseline’ spectrum described above. Depending of the frequency of the vibration of interest, this mechanism will necessitate tuning the frequency of the excitation laser. This happens because the resonance of the two vibronic transitions will differ due to the difference in the vibrational intermediate state. Larger vibrational frequencies will need larger laser detuning, while smaller frequencies need smaller detunings from the 0-0 transition resonant frequency.

In contrast, many small, diatomic molecules show very large displacements of their excited electronic states with respect to the ground state equilibrium structure. This large displacement leads to large Franck-Condon factors between the ground vibrational state.
of the ground electronic state and highly excited vibrational states of the excited electronic state. Since the potential energy surfaces of molecules are inherently anharmonic, highly excited vibrational states are also more closely spaced together. Therefore, many overtones of the single, totally symmetric vibration of diatomic molecules are observed in their resonance Raman spectra.

In analogy to the case of a small displacement, LG beam excitation affects the ‘baseline’ spectrum of molecules characterized by highly displacement excited electronic states. In most similarity with the above discussion, a LG beam will introduce a new, higher order overtone to the resonance Raman spectrum of a diatomic molecule not present in the ‘baseline’ spectrum. Since the LG beam also affects the vibrational overlaps by embedding quanta of the normal coordinate, the relative intensities of the overtone peaks in the ‘baseline’ spectrum should also be modulated. This modulation could appear as a shifting of the intensity to lower or higher order overtones depending on the excitation frequency, the displacement of the excited electronic state and the spacings of the vibrational states in both the ground and excited electronic states.

As described above, the Raman scattering of a LG beam from a molecule also leads to changes in the ways that vibrational coherences participate in the scattering process. In order to appreciate these changes, the fundamental excitations of the resonantly enhanced scattering from a totally symmetric vibration of a molecule with a small excited electronic state displacement is investigated. Excitation with a l=0 laser mode is compared to that of a l=1 LG beam.

One on the one hand, the interaction with a fundamental, l=0 laser beam, excites a specific set of quantum pathways that lead to the final state in eqn. (3.25a). These pathways are completely dependent on the Franck-Condon overlaps in the left hand set of vibrational transition matrix elements in eqn. (3.22). On the other hand, the right hand set of vibrational transition matrix elements from eqn. (3.22) show that a l=1 LG beam amends the weight with which these intermediate states contribute to the scattering process. Changing the set of intermediate states leads to changes to the quantum mechanical pathways in the scattering process. These changes modulate interference effects taking place.
For the case of a molecule with a minimally displaced excited electronic state, the molecular polarizability for each type of excitation beams becomes,

\[
\alpha_{\text{m}}^l \approx M_{\mu}^\mu(0)M_{\mu}^\mu(0) \frac{C_0^2}{\hbar} \left[ \frac{\langle 1|0\rangle\langle 0|0\rangle}{\Delta + i\Gamma_0} + \frac{\langle 1|1\rangle\langle 1|0\rangle}{(\nu - \Delta) + i\Gamma_0} \right] \quad l = 0, \quad (3.28a)
\]

\[
\alpha_{\text{m}}^l \approx M_{\mu}^\mu(0)M_{\mu}^\mu(0) \frac{(C_0 + C_1)^2}{\hbar} \left[ \frac{\langle 1|0\rangle\langle 0|0\rangle}{\Delta + i\Gamma_0} + \frac{D\langle 1|0\rangle\langle 0|Q_0^1\rangle}{\Delta + i\Gamma_0} + \frac{\langle 1|1\rangle\langle 1|0\rangle}{(\nu - \Delta) + i\Gamma_0} + \frac{D\langle 1|1\rangle\langle 1|Q_0^1\rangle}{(\nu - \Delta) + i\Gamma_0} \right] \quad l = 1. \quad (3.28b)
\]

where energy of the Q\(_1\) is denoted by \(\nu\) in the denominator, \(\Delta\) is the detuning from the electronic transition and \(\Gamma_0\) is the linewidth of the electronic transition, respectively.\(^3\) The states of the non-totally symmetric vibration Q\(_2\) make no contribution to this process due to strict selection rules governing its transitions.

Taking into consideration the explicit value of the vibrational overlaps for a small displacement and the complex denominators in eqn. (3.28a), the two terms make quantitatively similar contributions to the scattering process. This was also the case in considering population behavior and leads to interference that affects the scattering transition probability, the ‘natural’ interference. However, when a \(l=1\) LG beam is scattered off this molecule, the fourth term has a large value for the vibrational overlap due to the embedded vibrational quantum of Q\(_1\). The embedded quantum of the vibration now changes the weights of the connections between different states relative to plane wave excitation. These changes allow for modulation of the ‘natural’ interference present in the plane wave case. The difference in the two pathways in eqn. (3.28b) is shown in FIG. 3.2.
The excitation of the electronic dipole transition with a LG beam now changes the weighting of different quantum pathways for the population of the first excited vibrational state on the ground electronic potential of this totally symmetric vibration. Interference between these pathways plays a role in modulating the intensity of the peaks measured in a spontaneous resonance Raman experiment using a LG beam relative to the ‘baseline’ spectrum.

The necessary phase relationships between the quantum pathways to observe interference are set by the complex energy denominators of the contributing terms in eqn. (3.28b). If the terms share the same sign, there will be constructive interference and the intensity of the peak corresponding to Q₁ increases in the measured Raman spectrum. When the two terms have opposite signs, the quantum pathways deconstructively interfere and the intensity of the Q₁ peak decreases.
Specific terms in the complex energy denominators of eqns. (3.28a) and eqn. (3.28b) play a role in determining the sign of the interference caused by the incident LG beam. The molecule fixes the energies of the electronic and intermediate states as well as the lifetime of the intermediate states. However, the researcher controls both the energy of the laser and the frequency of the vibration of interest. Specific laser detunings and vibrational frequencies change the sign and magnitude of this interference effect. FIGs. 3.3 and 3.4 show the detuning dependence of this interference effect for vibrational frequencies of 1500 cm\(^{-1}\) and 500 cm\(^{-1}\), respectively. Changing the laser detuning and vibrational frequency of interest modulates the scattering transition probability as well as the differential scattering cross-section.

![Graph](image)

FIG.3.4 Magnitude of contribution of second and fourth terms in eqn. (3.28b) to the differential scattering cross-section as a function of laser detuning (\(\Delta\)) for a 1500 cm\(^{-1}\) vibration and a linewidth (\(\Gamma_0\)) of 3.4 THz for three values of the coefficient D: D=0.1 (blue), D=0.01 (red), and D=0.001 (green). The inset shows an enlarged view of the region of negative laser detuning where the magnitude of the interference contribution becomes negative.

That is, FIG.s 3.3 and 3.4 show a plot of the equation,
\[
\frac{d\sigma^\text{interference}}{d\Omega} \propto \frac{|\langle 1|0\rangle + D\langle 1|Q, 0\rangle|^2}{(\nu - \Delta)^2 + \Gamma_0^2} \\
+ 2\langle 1|0\rangle\langle 0|0\rangle\langle 1|1\rangle\{\langle 1|0\rangle + D\langle 1|Q, 0\rangle\}\frac{[\Gamma_0^2 + (\nu - \Delta)\Delta]}{[\Gamma_0^2 - (\nu - \Delta)\Delta]^2 + (\nu - 2\Delta)^2 \Gamma_0^2}.
\] (3.29)

FIG. 3.4. Magnitude of the contribution of second and fourth terms in eqn. (3.28b) to the differential scattering cross-section as a function of laser detuning (\Delta) for a 500 cm\(^{-1}\) vibration and a linewidth (\Gamma_0) of 3.4 THz for three values of the coefficient D: D=0.1 (blue), D=0.01 (red), and D=0.001 (green). The inset shows an enlarged view of the region of negative laser detuning where the magnitude of the interference contribution becomes negative.

FIG.s 3.4 and 3.4 highlight several important aspects of this interference effect. First, the overall magnitude of this effect is sensitive to the frequency of the vibration of interest. While not shown explicitly on the scale in either figure, inspection of eqn. (3.29) shows that the peak of this effect near the vibronic resonance laser detuning is not dependent on the frequency of the vibration of interest. However, the second term of eqn. (3.29) is functionally dependent on the frequency of the vibration of interest. As this...
frequency becomes smaller, so does the denominator of the second term resulting in a larger contribution to the scattering process.

This physically corresponds to the quantum mechanical pathway through the first excited vibrational intermediate state taking intensity from the pathway through the vibrational ground intermediate state. This intensity sharing is dependent on the linewidth of the electronic resonance. $\Gamma_0$ must be comparable with the vibrational frequency such that the two different resonant quantum pathways occur within the same absorption feature. This becomes more likely for lower frequency vibrations. When both vibronic resonances occur within the linewidth of the electronic absorption, these transitions should show larger susceptibility to control via the inelastic scattering of LG beams.

Second, the laser detuning at which the interference effect becomes most negative is dependent on the frequency of the vibration of interest. This behavior comes from the change in the frequency of the resonant vibronic transition. For different vibrational frequencies, the vibronic resonance shifts, causing the interference between different vibronic resonances to shift in the spectrum as well. Shifts in the interference due to changes in the vibronic resonance frequency then shift the minimum of the detuning profile of this effect.

Third, the position and magnitude of the minimum of the detuning profiles can depend on both the frequency of the vibration of interest and the value of $D$. In the case of the 1500 cm$^{-1}$ vibration, this minimum shows a small shift to less negative laser detuning as the value of $D$ is reduced. However, this shift is more pronounced in the case of the 500 cm$^{-1}$ vibration. This minimum also decreases in magnitude as the value of $D$ is reduced, likely reaching its ‘natural’ value when $D=0.001$.

Finally, FIGs. 3.3 and 3.4 both show a dramatic dependence on the value of $D$. Therefore the modulation of the interference effect by the LG beam is highly sensitive to the value of $D$. As $D$ becomes smaller, eqn. (3.29) is dominated by the interference terms due to the ‘natural’ contribution of the first excited vibrational intermediate state. That is, the contribution from this intermediate state that is present with plane excitation. The dominance of this ‘natural’ contribution is visible in the lack of significant difference between the red and green detuning profiles for both vibrational frequencies.
Physically, the value of $D$ is dominated by the ratio of the characteristic length scale of the molecule (~0.01 nm to 1 nm) to the waist of the incident LG beam, $w_0$. Based on the above calculations, optimal values of $D$ allowing detection of the predicted effects in the resonance Raman scattering from a single molecule range from 0.01 to 0.1. However, two parameters of experimental considerations limit $D$ to much smaller values.

First, resonantly enhanced Raman scattering from molecules necessitates an electronic transition. The vast majority of molecules show electronic transitions in region between 260 nm and 1000 nm. Therefore, diffraction limit does not allow beams that excited electronic transitions in molecules to be focused to spots smaller than 100 nm to 500 nm. For an extremely large molecular absorption cross-section characterized by a radius of 1 nm, the value of $D$ would not be larger than 0.01. Second, the radial variation of the transverse profile of the LG beam comes out of the paraxial approximation in which diffractive effects are neglected. The paraxial approximation limits the use of high numerical aperture optics in focusing LG beams to small spot sizes while preserving the functional radial variation of the electric field used in developing the predicts made in this chapter.

While these considerations may seem to dominate the physics predicted here, Chapter 2 showed that since the transverse radial variation of the incident LG beam is the same throughout the beam. With that understanding, many orders of magnitude of the molecules will show the behavior derived here. Therefore, even for small values of $D$ the resonance Raman spectra measured in the lab will show effects associated with the coupling of the radial variation of the electric field of a LG beam to the quantized, totally symmetric vibrations of the molecule irradiated by the beam.

Non-totally symmetric vibrations are usually enhanced in a resonance Raman measurement due to the breakdown of the molecule’s symmetry. This occurs in response to electronic and nuclear degrees of freedom of the molecule no longer being rigorously separated, as in an adiabatic approximation. The ‘B’ term accounts for these dynamics, as discussed earlier. While non-totally symmetric vibrations were not rigorously investigated in this chapter, given the treatment of totally symmetric vibrations it seems that similar effects will be seen in non-totally symmetric vibrations.
The full derivation of the effects of an incident LG beam on the behavior of non-totally symmetric vibrations is left for a later time. If experiments confirm the effects predicted above for totally symmetric vibrations, a full treatment of non-totally symmetric vibrations is necessary. Such a treatment would be very useful in understanding how a LG is used to control different invariants of the molecular polarizability, especially the anti-symmetric invariant. This type of control is useful in more fully elucidating the behavior and dynamics of several biologically relevant molecules.

**Conclusions**

This chapter developed the resonance Raman scattering of a LG beam from the totally symmetric vibrations of molecules. The coupling between the transverse radial variation of the LG beam and vibrations of the molecule embeds unit of vibrational quanta in the vibronic transition matrix elements used to calculate the scattering transition probability. For totally symmetric vibrations, embedded units of vibrational quanta affect the behavior of both vibrational populations and coherences contributing to the scattering process.

For the case of a molecule characterized by an electronic excited state minimally displaced from the ground state equilibrium geometry, the embedded unit of vibrational quanta from a p=0, l=1 LG beam allows more sizable amounts of populations to reach overtones states of the vibration of interest. This occurs because the vibrational quantum amends the value of the vibrational overlaps between different states on the two relevant electronic states. Sizable population reaching higher excited vibrational intermediate states results in the appearance of new peaks in the ‘baseline’ spectra of molecules characterized by this type of electronic structure.

For diatomic molecules with large electronic excited state displacements, the embedded vibrational quantum not only produces new peaks in ‘baseline’ spectra, but also redistributes populations into the already excited overtone peaks. This population redistribution affects the relative intensity of the overtone peaks. Changes in the relative intensities of these peaks will depend on specific parameters of the molecule of interest including the magnitude of the excited state displacement, the anharmonicity of the
excited state potential energy surface and vibrational frequency of the single, totally symmetric vibration.

For the case of a molecule characterized by an electronic excited state minimally displaced from the ground state equilibrium geometry, the incident LG beams changes the weighting of different vibrational coherences participating in the scattering process. Changes in the weighting of different quantum pathways modulate the interference effects affecting the behavior of the differential Raman scattering cross-section of the ‘baseline’ spectra. This modulation is dependent on the laser detuning from the resonant electronic transition, the frequency of the vibration of interest and magnitude of the coefficient D.

As a function of laser detuning this interference effect shows both positive and negative peaks. The position and magnitude of these peaks depend on the vibrational frequency and magnitude of D. For higher vibrational frequencies, the maximum of the detuning profile appears farther from zero detuning, due to larger energy vibronic resonance. However, the peak of the interference effect scales inversely with the magnitude of the vibrational frequency due to intensity stealing in the case of comparable vibrational frequencies and electronic transition linewidths. The position of the negative peak of the interference peak shows the same dependence. For higher frequency vibrations the peak appears farther from zero detuning than lower frequency vibrations. This behavior is due to the difference in the vibronic resonance for different vibrational frequencies.

As D decreases, the overall magnitude of this interference modulation effect diminishes dramatically. Since D is related to the ratio of the characteristic length scale of the molecule to the waist of the LG beam, large values of D are hard to produce in the visible regime where many molecular electronic resonances occur. Coupled with the nature of the paraxial approximation, detection of the predicted effects will be difficult. Detection of these effects depends on the ability of molecules to couple to the transverse profile of the incident electric field throughout the entire profile of the LG beam. Detection of the effects predicted in this chapter is undertaken in Chapter 6 of this work.
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Chapter 4: 
Condensed Phase Ultrafast Transient Dynamics of Fe(III)TPPCl

Introduction
The optical properties of synthetic and natural metalloporphyrins have been extensively studied for over 50 years. Their optical and electronic properties have found use in applications ranging from light harvesting and energy conversion to medical therapeutics to molecular electronics. As a model example of a high-spin, five-coordinate Fe(III) species, iron (III) tetraphenylporphyrin chloride has been studied using a variety of spectroscopic techniques. However, time-domain optical spectroscopy measurements of this system’s excited state dynamics in condensed phase have been few and far between.

Early time-domain measurements of the excited state dynamics of Fe(III)TPPCl in condensed phase provided researchers with enough information to propose a simple, two-level model.\(^1\)\(^2\) The first state was given a \(\sim 100\) fs lifetime based on considering the structure of the excited state absorption (ESA), but could not be spectrally resolved with \(>1\) ps pulses. The second state was labeled triplet of the porphyrin ring and assigned a lifetime on the order of 10’s of ps.

A more recent study of the gas phase time dynamics of several different MTPPs and metallo-octaethylporphyrins (MOEPs) provides an order of magnitude higher time resolution.\(^3\) From gas phase photoelectron and ion mapping, another two-state, transient decay model of Fe(III)OEPCl is proposed. The states in this model, however, are associated with charge transfer (CT) processes occurring between the central metal atom and porphyrin ring rather than only on the porphyrin. The faster time scale (50 fs) being associated with a ring-to-metal excited CT state and retrodonation from the metal to the ring leading to a (d,d\(^*\)) excited state localized on the metal center that decays in less than 5 ps. This CT model is based on the fact that distinctly different dynamics are observed in ZnTPP. The authors claim that this difference comes from the fact that Zn has completely
filled $d$-orbitals, which cannot participate in similar CT processes. The authors of this study note that peripheral substitution (phenyl vs. ethyl in this case) had little effect on the magnitude of the measured lifetimes in gas phase, differentiating the gas phase Fe-centered systems from condensed phase Zn-centered systems dissolved in toluene.$^4$

The models proposed in previous studies of Fe$^{(III)}$TPPCl are based upon the four-orbital scheme of the porphyrin electronic states first developed by Goutermann.$^5$ In this scheme two nearly degenerate highest occupied molecular orbitals (HOMO’s) of $a_{1u}$ and $a_{2u}$ symmetry, respectively, and a degenerate pair of lowest unoccupied molecular orbitals (LUMO’s) of $e_{1u}$ symmetry give rise to four electronic transitions. The strongly allowed electronic transitions are associated with near ultraviolet (UV) to high-energy visible absorption denoted as the Soret or B resonance. The weak or forbidden transitions are designated as the Q transitions.

A recent study using modern calculations, UV-vis and magnetic circular dichroism (MCD) spectroscopies proposes that the electronic structure of Fe$^{(III)}$TPPCl is significantly more complex than the more simple four-state Goutermann model. FIG 4.1 shows the absorption spectrum of this molecule along with assignment of different transitions based on this more recent study.
FIG. 4.1. The room temperature absorption spectrum of Fe(III)TPPCl in CH$_2$Cl$_2$ (black dashed line) and a mixture of toluene and CH$_2$Cl$_2$ (green solid line). The three crosses represent the three excitation wavelengths used in resonance Raman measurements reported here (413 nm, 488.0 nm, 514.5 nm). The color-coded circles represent the assignments from Paulat and Lehnert. The peaks indicated by blue circles are predominantly out-of-plane polarized charge transfer transitions. The very weak transitions indicated by green circles are in-plane transitions involving charge transfer and ππ* character. The peak indicated with purple is an in-plane and out-of-plane polarized mixture of charge transfer and ππ* character. The bands indicated in red are in-plane polarized ππ* states arising primarily from the HOMO-LUMO transitions of Goutermann’s four state model. The peaks indicated by dark blue circles are higher in-plane polarized ππ* transitions. The peaks indicated in orange are not well assigned.

This complexity also reflects itself in the enhancement of specific vibrations in rR spectrum. The resonance Raman spectroscopy of Fe(III)TPPCl is consistent with the above assignments. Excitation at 514.5 nm in resonance with the $Q_v$ transition results in a spectrum characterized by enhancement of the anomalously polarized non-totally symmetric vibrations of $a_{2g}$ symmetry, and other non-totally symmetric modes of $b_{1g}$ and $b_{2g}$ symmetry. The observed bands provide insight into the nature of the vibronic
coupling/Jahn-Teller distortions necessary to produce intensity in the electronic transition. Excitation on the red-edge of the Soret band at 454.5 nm gives rise to a Raman spectrum dominated by intensity in totally symmetric vibrations characteristic of A-term excitation in resonance with an allowed electronic transition.\textsuperscript{7}

The results of this study have yet to be applied to transient dynamics of the excited states of Fe\textsuperscript{(III)}TPPCl. An especially important possibility from this recent study is the role of out-of-plane ligand-to-metal charge transfer (LMCT) states from the axially-ligated Cl atom in the ultrafast excited state dynamics.

The excited state electronic and vibrational properties physiologically important heme-proteins have been extensively studied using a variety of ultrafast, spectroscopic techniques as well. As molecules closely related to the Fe\textsuperscript{(III)}TPPCl, the time decay dynamics of iron heme centers in hemoglobin (Hb), myoglobin (Mb) and Cytochrome c (Cyt c) have been characterized by several research groups down to resolution below 50 fs.\textsuperscript{8-19} While there are obvious structural similarities between these systems, it has yet to be determined if these natural heme systems can serve as pertinent dynamical models for synthetic iron-centered porphyrins.

The studies of excited state dynamics of iron-centered heme proteins share similar observations. First, hemes centered with both the Fe\textsuperscript{(II)} and Fe\textsuperscript{(III)} show sub-ps internal conversion to the ground electronic state when excited on both the Soret and Q resonances. This conversion is slightly faster in the Fe\textsuperscript{(II)}-centered Mb and Cyt c systems then in Fe\textsuperscript{(III)}-centered Cyt c. Second, longer-lived transients (τ\textgreater1ps) of these systems correspond to vibrational relaxation processes on the ground electronic state. Narrowing and shifting of transient difference spectra measured on these time scales has been used to reach this conclusion. Third, many biologically relevant heme proteins display excitation frequency and chemical-dependent photolysis of axial ligands. This bond breaking process depends on both the type of ligand in the axial position and the wavelength of the incident laser pulse.

With a more complete understanding of the electronic structure of this system and modern technology, we have undertaken the measurement of the transient excited state
dynamics of Fe(III)TPPCl in three solvent environments at room temperature (toluene, dichloromethane (DCM) and a 1:1 mixture of toluene and DCM) as well as the mixture environment at low temperature. The results reported here for the temperature, solvent and frequency-dependent excited state dynamics of Fe(III)TPPCl are contrast with those of heme proteins. This five-coordinate iron porphyrin halide shows a sequential electronic relaxation. The longest-lived excited electronic state relaxes on time scales longer than 10 ps at room temperature and longer than 500 ps at low temperature. Vibrational relaxation largely occurs on the excited electronic states participating in the sequential relaxation process. There are no indications of vibrational relaxation after the electronic relaxation displaying the longest lifetime. Also, there is no evidence from our measurements that axial photolysis plays a role in the excited state dynamics.

As a model system for both high-spin, five-coordinate metalloporphyrins and physiologically relevant heme centers, the ultrafast dynamics of Fe(III)TPPCl provide essential insights into the use of porphyrins in a range of important applications.

**Experimental Methods**

Temperature dependent transient absorption (TA) experiments were taken on two different laser systems. Low temperature broadband TA was taken using 790 nm output of a home-built Ti:Saph ultrafast oscillator kit (Kapteyn-Murnane Labs Inc.). The high repetition rate output of the oscillator was amplified with the standard 1 kHz Chirped Pulse Amplification technique using a homemade multipass Ti:Saph amplifier, compressed in time, and split into pump and probe arms. The pump arm was frequency-doubled to ~400 nm to excite the sample on the Soret resonance. The probe arm path was lengthened by specific amounts with a precision mechanical delay stage to set specific time delays between the arrivals of the pump and probe, respectively. Before reaching the sample, the probe focused into a 5 mm thick piece of CaF₂ creating a broadband white light source. This allowed for broadband spectral measurement of probe transmission changes of the sample in response to the excitation of the pump.
Pump-probe concentrations of the samples were designed to produce an optical density of between 0.5 and 1 at the pump wavelength and were placed in a capped static spectrophotometric cell. They were cooled using a custom-built Teflon reservoir filled with liquid N₂. Cooling occurred via conduction due to contact with the reservoir. The sample was routinely cooled to -185°C, or 88 K measured using a thermocouple. In order to reduce condensation of water vapor on the sample cell and optics, the sample and reservoir were enclosed in a Plexiglas box purged with Dri-rite filtered N₂ gas. Room temperature measurements were also taken to test the reproducibility of this setup.

Due difficulties in the low temperature TA measurements, difference spectra were measured at specific pump-probe time delays. As the measurement went on, evidence appeared of the build up of photoproduct in the measured difference spectrum. The amount of averaging necessary to produce large enough signal to noise ratio (SNR) precluded our ability to measure a typical trace of the full transient dynamics of the system over the time delays made available by the length of our delay stage. Between collected difference spectra, the sample cell was moved vertically to ensure that the pump and probe were overlapped in a fresh part of the sample. This worked to help prevent the depletion of the molecule’s ground state in any specific portion of the sample while the measurement was taken. Also, the difference spectrum measured for time delays before the arrival of the pump was subtracted from every other difference spectrum to correct for the formation of long-lived photoproduct in the sample.

Room temperature TA measurements exciting the vibronic overtone of the Q resonance were also taken with this same ultrafast system. The compressed output of the multipass amplifier was split into two arms with a 70/30 beamsplitter and the more powerful arm was used to pump a noncolinear optical parametric amplifier (NOPA). The weaker arm was used to pump the CaF₂ crystal to produce a broadband continuum probe in same fashion as the low temperature measurements. The NOPA was optimized to output pulses centered near 520 nm with an autocorrelation of ~200 fs. The autocorrelation was measured using phase-matched two-beam, Type-II second harmonic generation in a 100 um think crystal of BBO and OceanOptics USB2000 silicon diode-
array spectrometer. The sample was flowed through a 1 mm path-length cell at a high enough rate to ensure that each pulse interrogated a fresh portion of the sample and reduced photo-damage. These measurements were done in a wider range of solvents, not being restricted by the constraint of glass formation. Sample concentrations were made to match those used in the low temperature Soret excited measurements.

Room temperature TA experiments exciting on the Soret transition near 400 nm were also undertaken using the combination 1 kHz regenerative and multipass amplified 790 nm output of a similar, but distinct Ti:Saph oscillator. Probe and pump arms were created in the same fashion as described above. A broadband white light probe was also made in CaF$_2$ and used for determining changes in probe transmission in response to the pump excitation of the sample.

**Experimental Results**

Ultrafast time resolved spectroscopy has been used to investigate the photochemical pathways in metal porphyrins for over thirty years.$^{1-4, 10-16, 18-39}$ Very little work however, has been reported for Fe$^{(III)}$TPPCl. A very early study following excitation at 353 nm indicated ultrafast ground state recovery coupled with the formation of a triplet state population with ca. 3% efficiency. $^1$ This study, however, does not address the wavelength, solvent, or temperature dependence reported here. We therefore set out to measure the transient absorption spectrum of Fe$^{(III)}$TPPCl as a function of solvent, temperature, and excitation wavelength.

**A. Low temperature difference spectra**

The polycrystalline nature of the sample in neat DCM introduced scatter and precluded the measurement of the transient absorption spectrum in neat CH$_2$Cl$_2$ at 88K. In contrast, a nice glass formed with the 1:1 mixture of toluene and DCM and allowed measurement of both the steady state and transient absorption spectra of this sample in a transmission geometry. Transient absorption spectra were obtained for Fe$^{(III)}$TPPCl in a 1:1 mixture of toluene and DCM at 88K and room temperature. As stated above, set time delays were used, with the probe coming before the pump and with the probe coming 0.7 to 0.75 fs,
50 ps, or 500 ps after the pump. The steady state absorption and transient difference spectra obtained in are summarized in FIG. 4.2. The low temperature difference spectra have been smoothed using a 5 nm FWHM Gaussian to reduce pixel-to-pixel noise in the spectra.

FIG. 4.2. (a) Absorption spectra of Fe(III)TPPCl obtained for room temperature solution using a standard UV-vis spectrophotometer (red) and a femtosecond white-light continuum (blue) compared with the spectrum obtained at 88K using a femtosecond white-light continuum. (b) Room Temperature difference spectra obtained following excitation of Fe(III)TPPCl in 1:1 mixture of toluene and DCM with a 400 nm pump pulse. (c) Difference spectra of Fe(III)TPPCl in 1:1 mixture of toluene and DCM at 88K following excitation with a 400 nm pulse. The trace labeled “Before Zero” (black) represents the difference spectrum for formation of a photoproduct with a lifetime ≥ 1 ms. The traces plotted at positive time delay have been corrected for the long-time residual difference observed before zero and represent the difference spectrum caused by the excitation pulse immediately prior to the probe. (d) Comparison of the difference spectrum obtained at room temperature and at 88K. The low temperature difference spectra in two measurements at 750 fs and 700 fs (red) are compared to room temperature solution (light blue) in the upper traces. The room temperature spectrum was obtained using the same apparatus as used for the low temperature measurements and has been scaled to match the intensity of the 88K trace. There is a chirp to the continuum, which distorts the precise time delay at each wavelength, but the chirp is the same for all three spectra plotted. The lower traces show a comparison of the difference spectra obtained at 50 ps and 500 ps in the low temperature glass with the 25 ps spectrum obtained in room temperature solution. Again the room temperature spectrum has been scaled to match the
intensity of the low temperature spectrum. The black dashed line is the species associated difference spectrum of the longest lived species in solution (vide infra).

The room temperature spectra are consistent with the previously reported data. The excited state decays back to ground state with no perceptible signal after 50 ps. The behavior of the transient difference spectrum at 88K is similar to the behavior in room temperature solution. The spectra obtained at 750 fs are essentially identical at 88K and at room temperature. The species responsible for this spectrum decays on a ps time scale forming a longer-lived excited state. This longer-lived state decays on a time scale of ca. 16 ps in room temperature solution (see below) but persists for more than 500 ps at 88K.

Of more immediate significance to the resonance Raman measurements reported above, the transient difference spectra obtained for Fe$^{(III)}$TPPCl at 88K when the probe pulse is nominally before the excitation pulse, demonstrates the accumulation of a photoprodct with a lifetime > 1 ms. It is likely that this difference spectrum corresponds to the photoprodct observed in the Raman spectra (vide infra). There is a small increase in intensity in the region of the $Q_v$ band at 507 nm and a significant bleaching in the region to the red of the Soret band.

**B. Transient dynamics in room temperature solution.**

In order to better understand the excited state dynamics in Fe$^{(III)}$TPPCl a transient absorption study of the excited state dynamics in the room temperature solution was performed. Transient absorption spectra were obtained for Fe$^{(III)}$TPPCl in dichloromethane, toluene, and a 1:1 mixture of dichloromethane and toluene. Pump wavelengths of 400 nm and 520 nm were used to excite the sample. Typical traces obtained with magic angle polarization are shown in FIG. 4.3 for the data obtained in a 1:1 mixture of dichloromethane and toluene. The data for the neat solvents is similar. For high pulse energies, above 1.5 uJ/pulse, a long-lived absorption persists across the visible region of the spectrum. When the pump intensity is decreased this long-lived signal disappears and the difference spectrum decays to baseline within a few 10’s of picoseconds. Under linear excitation of the one-photon allowed states of Fe$^{(III)}$TPPCl no long-lived photoproducct is observed.
The transient absorption data was analyzed by using a 5 nm Gaussian smoothing function to reduce the pixel to pixel noise in the spectra and selecting line-outs every 5 nm from 365 nm to 600 nm. These traces were fitted to a model consisting of three exponential decay components using a global analysis program described elsewhere. Removing one component from the analysis resulted in a clearly inferior fit while adding a fourth decay component did not result in a well defined time constant or a significant improvement in the fit. We cannot, however, rule out the presence of an additional decay
component <0.25 ps. It is possible that the 0.5 ps component identified here does not reflect the initial internal conversion of the state excited at 400 nm. The minimum of three required decay components is illustrated clearly in the traces plotted in FIG. 4.3. The decay associated difference spectra (DADS) corresponding to these three components are shown in the left hand column of FIG. 4.4.

The influence of solvent on the decay of Fe(III)-TPPCl at room temperature is minor, reflected primarily in the time constant for the long component. The decay is fastest in toluene at 13.2 ps and slowest in DCM at 18.5 ps, with the decay in the 1:1 mixture falling between these two extremes. The spectrum, however, is unaffected by the solvent. Similar difference spectra are observed for the longer two components following excitation at 520 nm in the Qv band (see FIG. 4.5).
FIG. 4.4. Decay associated difference spectra (DADS, left) and species associated difference spectra (SADS, right) for Fe$^{III}$TPPCl in a 1:1 mixture of toluene and DCM (top), DCM (middle) and toluene (bottom) observed with 400 nm pump excitation.

<table>
<thead>
<tr>
<th></th>
<th>400 nm excitation</th>
<th>520 nm excitation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tau_1$ (ps)</td>
<td>$\tau_2$ (ps)</td>
</tr>
<tr>
<td>Toluene</td>
<td>0.53</td>
<td>1.94</td>
</tr>
<tr>
<td>1:1 mixture</td>
<td>0.5</td>
<td>2.1</td>
</tr>
<tr>
<td>DCM</td>
<td>0.58</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Table 4.1. Decay constants (ps) obtained from the global analysis of transient absorption signal following photoexcitation of Fe$^{III}$TPPCl in room temperature solution.

FIG. 4.5. Decay associated difference spectra (DADS, top) and species associated difference spectra (SADS, bottom) following excitation of Fe$^{III}$TPPCl at 520 nm in toluene (left), a 1:1 mixture of toluene and dichloromethane (middle) and dichloromethane (right).

Given a model accounting for the three decay components, the decay associated spectra plotted in FIGs. 4.4 and 4.5 can be used to estimate species associated difference spectra. The simplest model capable of accounting for the transient absorption data obtained following excitation of Fe$^{III}$TPPCl is a simple sequential decay $A \rightarrow B \rightarrow C \rightarrow$ ground state. The initial species, $A$, decays on a time scale of ca. 0.4-0.6 ps
to form B, which decays on a 1.7-2.3 ps time scale to form C. The final excited state C decays back to the ground state.

\[
S_A(\lambda) = I_1(\lambda) + I_2(\lambda) + I_3(\lambda),
\]

\[
S_B(\lambda) = I_2(\lambda) \frac{k_1 - k_2}{k_1} + I_3(\lambda) \frac{k_1 - k_3}{k_1},
\]

\[
S_C(\lambda) = I_3(\lambda) \frac{(k_1 - k_3)(k_2 - k_3)}{k_1 k_2}.
\]

The SADS corresponding state C is independent of solvent and excitation wavelength. The SADS corresponding to state B has at most a slight dependence on solvent or excitation wavelength. \(S_B(\lambda)\) may exhibit a slight difference in the relative magnitudes of the positive peaks at 390 nm and 450 nm and the bleach at 415 nm. The general features are identical for all three solvents and both excitation wavelengths. SADS corresponding to state A show the largest dependence on excitation wavelength. This is not unexpected, and may reflect the initial population of different excited states at 400 nm and 520 nm. In addition, it is possible that there is another fast internal conversion component <0.25 ps following excitation at 400 nm. The state designated A here, is then the state populated by this internal conversion.

**Discussion**

The excited state electronic and vibrational properties of porphyrins, metalloporphyrins and physiologically important heme-proteins have been extensively studied using a variety of ultrafast, spectroscopic techniques.\(^1\) As molecules closely related to the \(\text{Fe}^{(\text{III})}\)TPPCl, the time decay dynamics of iron heme centers in hemoglobin, myoglobin and cytochrome c have been characterized by several research groups down to resolution below 50 fs.\(^8\) While there are obvious structural similarities between these systems, it has yet to be seen if these natural heme systems can serve as pertinent dynamical models for synthetic iron-centered porphyrins. One of the dominant process
driving biological heme dynamics is ligand dissociation and recombination, the role of which is not clearly understood in the case of the dynamics of Fe
\(^{\text{III}}\)TPPCI.

Ultrafast TA has been measured for free-base tetraphenylporphyrin (H
\(_2\)TPP) and a number of metalloc tetraphenylporphyrins (MTPP) in condensed phase.
\(^{3, 4, 9, 13, 24, 25, 33, 43, 51, 54, 60, 62}\) Without the central metal present, free-base tetraphenylporphyrin (H
\(_2\)TPP) shows ground state recovery on ms time scales.
\(^{54}\) This long time scale as compared to Fe
\(^{\text{III}}\)TPPCI is assigned to the efficiency of intersystem-crossing (ISC) from the lowest excited singlet state, assigned S
\(_1\) in the literature, to the lowest triplet state of the porphyrin macro cycle and the inability of this state to internally convert to the ground state. Dynamics initiated in H
\(_2\)TPP by Soret excitation (397 nm) first occur in the sub-ps domain, however. The initially excited state is given an upper limit of 10 fs using the Strickler-Berg equation and estimated fluorescence quantum yield from steady-state fluorescence measurements, as has been done elsewhere.
\(^{68}\) Zewail and co-workers also use time-dependent fluorescence measurements to give the state populated by Soret excitation an upper bound of \(\sim 50\) fs. In addition, the authors use the fact that they observe the same qualitative changes in absorption of single-color probes for both Soret and Q excitation to deduce that the same states must be populated within the resolution of their measurement, relegating the lifetime of the initially populated below their pulse length (\(\sim 96\) fs).
\(^{54}\)

Zewail and co-workers also investigated the Soret-excited ultrafast transient dynamics of the four-coordinate ZnTPP.
\(^{33}\) In contrast to other transition metalloporphyrins, Zn has a completely filled \(d\)-shell atomic orbital’s. The fluorescence from the state initially excited on the Soret resonance has been reported for almost 40 years in this model metalloporphyrin. While H
\(_2\)TPP shows more complex ultrafast TA dynamics upon Soret excitation at 397 nm, the four-coordinate ZnTPP only shows two decay components whose lifetime is shorter than 1 ns. The faster of these two is nearly two orders of magnitude larger than that observed in H
\(_2\)TPP (\(\sim 1.5\) ps in benzene). Clearly the presence of the \(d^{10}\) configured central metal atom stabilizes the initially excited state.
This is also seen in the fact that the fluorescence yield from the $S_2$ is much more easily measured than in $H_2TPP$.\textsuperscript{33, 54}

These authors’ reports of $>1$ ps lifetime of the initially excited state using the second harmonic of Ti:Saph output have been confirmed by other researchers.\textsuperscript{4} Further studies showed that the impulsive excitation of the $S_n$ state with sub-50 fs pulses results in the formation of a coherent vibrational wavepacket. Based on the lifetime of the initially excited state, a stimulated Raman process creating vibrational coherences on the ground state was proposed. Resonance Raman measurements confirm that this wavepacket exists on the ground state and persist with lifetimes varying from a few to several hundred fs and is dependent on the chirp of the pump pulse. The explicit chirp-dependence is also an indication of a ground state wavepacket.

From these studies two major conclusions are drawn. First, the ultrafast decay dynamics of the TPP itself are complex and range in time scales from 10’s of fs to 10’s of ps. Second, the presence of a centrally coordinated metal atom can stabilize the TPP excited state initially populated on the Soret transition as well as other excited electronic states. These two pieces of information are useful in understanding the dynamics of higher-coordinated MTPP featuring metal atoms with unfilled $d$-orbitals.

Early time-domain measurements of the excited state dynamics of $\text{Fe}^{(\text{III})}\text{TPPCl}$ in condensed phase provided researchers with enough information to propose a simple, two-level model.\textsuperscript{1, 2} The first state was given a $\sim100$ fs lifetime based on considering the structure of the excited state absorption (ESA), but could not be spectrally resolved with $>1$ ps pulses. The second state was labeled triplet of the porphyrin ring and assigned a lifetime on the order of 10’s of ps.

A more recent study of the gas phase time dynamics of several different MTPPs and metallo-octaethylporphyrins (MOEPs) provides an order of magnitude higher time resolution.\textsuperscript{3} From gas phase photoelectron and ion mapping, another two-state model transient decay model of $\text{Fe}^{(\text{III})}\text{OEPCl}$ is proposed. The states in this model, however, are associated with charge transfer (CT) processes occurring between the central metal atom and porphyrin ring rather than only on the porphyrin. The faster time scale (50 fs) being
associated with a ring-to-metal excited CT state and retrodonation from the metal to the ring leading a (d,d*) excited state localized on the metal center that decays in less than 5 ps in Fe^{III}OEPCl. This conclusion is based on the fact that distinctly different dynamics are observed in ZnTPP. The authors claim that this difference comes from the fact that Zn has a completely filled d-orbital, which cannot participate in similar CT processes. The authors of this study note that peripheral substitution (phenyl vs. ethyl in this case) had little effect on the magnitude of the measured lifetimes in gas phase, differentiating the gas phase Fe-centered systems from condensed phase Zn-centered systems dissolved in toluene.

The model proposed in each of these studies is based upon the four-orbital scheme of the porphyrin electronic states first developed by Goutermann, as described in the Introduction of this chapter. The more recent study providing insight into a more complex electronic structure of Fe^{III}TPPCl than the simpler four-state Goutermann model has yet to be applied to transient dynamics of the excited states of Fe^{III}TPPCl. An especially important possibility from this more recent study is the role of out-of-plane ligand-to-metal charge transfer (LMCT) states from the axially-ligated Cl atom in the ultrafast excited state dynamics. As we shall see, the complexity of this molecule’s electronic structure will be paramount in photochemistry and excited states probed via rR spectroscopy.

Holten and co-workers were the first to systematically investigate the TA dynamics of several different transition metalloporphyrins. Through several studies, broadband difference spectrum of porphyrins containing transition metals of differing coordination, oxidation state and spin state were measured and examined. Unfortunately, the most modern technology for such measurements only allowed time resolution on the level of 10’s of ps.

Important information was nevertheless uncovered. Many of the excited states investigated exhibit difference spectra similar to the DADS displayed in FIGs. 14 and 15 above. There is a strong bleach of the ground state Q and Q_v transitions in the region between 500 and 600 nm for many systems. A strong increase in absorption is also seen
in the region between 420 and 480 nm. The flashes used for ps TA measurements in these studies, however, could not usually reach the bleach of the Soret band near 400 nm. This is a dominant feature in DADS and SADS excited at both the 400 nm and 520 nm pumping frequencies in FIGs. 4.4 and 4.5.

Many of Holten’s studies observed transients that were assigned to states not initially excited by the pump flash. The lifetimes of these initial states were then given an upper limit of the flash width, usually between 10 and 40 ps. Longer-lived species corresponding in most cases to different coordination and oxidation states of the central metal atom were easily identified and assigned based on static UV-vis spectra and the reconstruction of the excited absorption spectra (ESA).

Since the pioneering studies of Holten and co-workers, several studies have examined the ultrafast (sub-ps) decay of natural iron-centered heme proteins.\textsuperscript{8, 10-13, 15-18, 20, 29, 32, 71} In a study similarly investigating broadband ultrafast TA, Hochstrasser and co-workers attributed all of the electronic dynamics in deoxy myoglobin (Mb) containing a reduced central Fe\textsuperscript{(II)} atom to a sub-100 fs lifetime when excited at 405 nm.\textsuperscript{8} The observed difference spectra start out red-shifted, but narrow and blue-shift as the probe delay increases, causing the zero-crossing to the red of the Soret bleach to blue-shift in time as well. It was proposed that these dynamics are the signature of a ‘hot’ electronic ground state. Two longer-lived states were assigned to initial dephasing and then subsequent cooling of ‘hot’ ground state vibrations. After dephasing, energy is transferred to vibrations of the porphyrin ring that were not excited during the Soret transition as well as to the protein environment of Mb. This conclusion was partly based upon the lack of any change in the anisotropy of the probe transmission in the spectral region of the Q resonance of this system.

Champion and co-workers reproduced these results with excitation at both 400 and 580 nm and a broadband probe spectrum that extended into bluer wavelengths.\textsuperscript{32} Their study provided insight into two aspects of Mb dynamics. They showed that the identity of the axial ligand to the central Fe atom determines whether or not photolysis occurs. NO\textsuperscript{-} readily photolyzes, while water does not. They also show that a wider range of Mb
systems show dynamics on time scales longer than 0.2 ps that are consistent with relaxation of a vibrationally excited ground electronic state. For the photolyzed MbNO system they use disparate temporal behavior of absorption and bleach features in the transient difference spectra to show that in order for a sequential, intermediate excited electronic state model to account for the observed dynamics, several excited states would need to contribute. They claimed that this necessity for several contributing excited states made the model of the ‘hot’ vibrational ground electronic state more reasonable.

More importantly, they show that the isosbestic point (zero-crossing of the difference spectrum) of the non-photolyzing metMB and deoxyMB evolve in a similar fashion to the results of Hochstrasser and co-workers. In the vicinity of the absorption feature to red wavelegnths of the Soret resonance of the ground state the zero-crossing difference spectrum of each species shifts to bluer wavelengths by circa 10 nm very rapidly (<10 ps). This shift is a characteristic of vibrational relaxation in a given electronic state. Since the isosbestic point continues to shift until the ground electronic state is fully recovered, Champion and co-workers conclude that the ground state vibrational cooling accounts dynamics on time scales longer than 0.3 ps and 0.4 ps for deoxy-Mb and metMb, respectively.

Measurements probing broadband TA of six-coordinate, Fe(II) porphyrin centers in Cytochrome c (Cyt c) showed similar dynamics.\textsuperscript{11} After an ultrafast ligation of the methionine (\( \leq 40 \) fs) with a calculated quantum yield of 80\%, broad peaks appear that are characteristic of a five-coordinate species. The features of measured difference spectra, however, do not shift in frequency as a function of probe delay. The authors use this stability and the similarity of the reconstructed absorption spectrum of the product state to that of the five-coordinate model heme microperoxidase-8 (MP-8) to further propose that a five-coordinate ground photoprodut state is formed through photolysis and subsequent vibrational cooling.

In this study, there are none of the proposed signatures of a vibrationally ‘hot’ six-coordinate ground state. This lack of a signatures coupled with the non-unity quantum yield of methionine photolysis seem to imply that there are sub-1.5 ps (quoted temporal
resolution of the study) nonradiative relaxation pathways between the state initially excited at ~400 nm and the fully vibrationally relaxed ground electronic state of the six-coordinate, Fe$^{II}$ species. This very fast electronic relaxation is also confirmed via a very small, but measurable fluorescence (quantum yield 5x10$^{-7}$) from the S$_1$ (Q) state upon Soret excitation. The quantum yield of Q fluorescence upon direct excitation is, however, 3x10$^{-6}$. These disparate fluorescence quantum yields mean that nonradiative relaxation pathways from the initially excited state other than the S$_2$-S$_1$ internal conversion are approximately 7 times as efficient. These pathways include both direct relaxation to the S$_0$ ground state and photolysis of the methionine ligand to the five-coordinate species.

In contrast to the Fe$^{II}$ Cyt c, later measurements investigated the Fe$^{III}$ oxidation state of Cyt c upon 266 nm and 405 nm excitation.$^{19}$ This studied confirmed the existence of a 0.3 ps internal conversion lifetime from the initially excited state as well as a 4 ps lifetime associated with vibrational cooling of the ground electronic state, but did not discuss any photolysis of the axial ligands. The longer decay time of the internal conversion may be tied to the lack of competing photolysis pathways in this system. Furthermore, this studied showed the vibrationally excited state possessed enough excess thermal energy to overcome an energy barrier to the reduced Fe$^{II}$. The reduction of the iron atom did not occur via an excited electronic state.

The ultrafast dynamics of oxygen-bound hemoglobin (HbO$_2$) have also been investigated using ultrafast, visible TA spectroscopy.$^{12}$ Kobayashi showed the photolysis of the O$_2$ ligand occurs very rapidly with a measured lifetime of 45 fs. Broadband excitation of this dissociation also excites vibrational coherences of the excited HbO$_2$ that persist for up 100 fs. These coherences correspond to the O=O stretching vibration and the time delays to which that are observable in the difference spectra help to confirm the lifetime of the O$_2$ bound state. The lifetime of the photolyzed Hb species was established as 680 fs, though the authors do not explicitly designate this as the lifetime of the electronically excited Hb state. In that time scale water ligates to the Hb species to produce metHb, whose signatures in the difference spectra appear in less than 1 ps. Longer lifetimes are assigned to two stages of vibrational cooling of the product state.
Studies examining the ultrafast dynamics of biological iron-centered hemes share two major characteristics. First, the models propose a <0.1-0.3 ps lifetime of the initially excited state. The internal conversion of this state to the next highest excited singlet state competes with at least two nonradiative pathways: photolysis of an axial ligand and direct conversion to the ground state via CT states between the heme ring and Fe atom. Sequential internal conversion has been estimated via fluorescence quantum yields for some of these systems. Second, the models propose a sequence of 0.5-10 ps lifetimes assigned to different stages of vibrational dephasing and cooling. This cooling is characterized by spectral red-shifting and narrowing of and the disparate temporal behavior of the different features of the measured difference spectra.

Champion’s group has also examined the ultrafast dynamics of two different high-spin, five coordinate iron (III) porphyrin halides. Using femtosecond coherence spectroscopy (FCS), his group has fully characterized the low frequency, ‘soft-modes’ of the porphyring ring with frequencies less than 400 cm⁻¹ that are excited with broadband, ultrafast pulses. As the molecule coherent vibrates at allowed frequencies (Raman selection rules apply), the measured probe transmission is modulated at the same frequencies. The fitted kinetic traces are then subtracted off the data and a Fourier transform calculates the vibrations coherently excited by the pulse. Such a measurement can identify the vibrational mode of axial ligands and determine the extent to which photolysis has occurred.

In contrast to the case of ferrous Cyt c, some Mb species and HbO₂, the vibrational information from the FCS measurements shows that the Fe-halide bond of Fe(III)PCl or Fe(III)PBr is not photolysed after excitation on the Soret transition. A vibration measured at 343 cm⁻¹ in Fe(III)PCl was assigned to two closely-spaced Fe-Cl and porphyrin out-of-plane distortion combination modes via DFT calculations. These vibrations appear at very early times in the measurement (<500 fs). Since sub-ps photolysis and geminate recombination of the axial ligand is unlikely given the recombination dynamics measured in heme proteins, it is very likely that the Cl is not photolyzed upon Soret excitation of Fe(III)PCl. Given that the peripheral substitution of the porphyrin marcocycle should not
significantly affect the metal-halide bonding, it seems reasonable to conclude that photolysis does not play a significant role in the transient dynamics of excited Fe(III)TPPCl.

With this information on the transient, ultrafast dynamics of other iron-centered porphyrin analog systems in hand, we can begin to unravel the excited state dynamics of Fe(III)TPPCl from above. First, for 400 nm excitation, we measure an initial, fast lifetime of 0.53 ps in toluene, 0.5 ps in the 1:1 mixture of toluene and DCM and 0.58 ps in DCM. The temporal instrument function over a given 5 nm probe bandwidth ranges between 0.2-0.25 ps. This instrument function is limited by the fits at early times, which are problematic due to cross-phase modulation between the pump and probe in the sample. In the absence of a photolysis pathway upon excitation, the lifetime of the initially excited state should be longer than in system in which photolysis occurs. For the case where no photolysis pathway exists, the fastest lifetime measured in ferric Cyt C is 0.3 ps.\textsuperscript{19}

Again, from the FCS measurements of Fe(III)PCl,\textsuperscript{13} it seems likely that there is not a measureable photolysis pathway in Fe(III)TPPCl. With time resolution shorter than 0.3 ps, our measurement seems to show that this circa 0.5 ps lifetime in the decay of Fe(III)TPPCl is an internal conversion, either between the initially and other excited states or the initially excited state and the ground electronic state of the molecule. To decipher between these competing processes, spectrally resolved transient information from the broadband probe is necessary.

In analyzing the transient dynamics of the photolyzed MbNO, Champion and co-workers compare the temporal changes in the spectral region to the blue of the Soret transition (~385 nm) to those of the spectral region to the red of the Soret transition (~435 nm).\textsuperscript{32} Based on this comparison they conclude that a vibrationally ‘hot’ electronic ground state is the most likely identity of the measured photoprodult. The changes in these two regions move in opposition directions in their measurement on differing time scales. They claim that the decay of a single intermediate, electronic state would show changes in absorption of the same sign and at the same rate. These authors also compare the transient dynamics measured at 400 nm and 420 nm to draw the same conclusion.
In these regions of the difference spectrum of Fe(III)TPPCl excited on the Soret transition measured at room temperature in a 1:1 mixture of toluene and DCM, similar behavior is observed, as seen in FIG. 4.6. ( Fits in the first 0.2-0.25 ps show anomalous behavior due to nonlinear mixing of the pump and probe at early times, as discussed above.)
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**FIG. 4.6.** Comparison of probe transmission between (upper panel) 385 nm and 435 nm absorption features and (lower panel) 400 nm and 420 nm ground state bleach features of Fe(III)TPPCl in 1:1 mixture of toluene and DCM. The difference in the temporal behavior in these pairs of probe wavelengths was used to show the features did not correspond to the same state and promote the model of 1-10 ps vibrational cooling of the ground electronic state of MbNO.

Comparing the temporal behavior of these pairs of spectral features in the difference spectra of Fe(III)TPPCl, we see that differing dynamics are present in each case. The absorption feature at 385 nm rises visibly faster than that at 435 nm. As in the case of Mb, these two features cannot correspond to a single state. The same is true of the comparison of the bleaches at 400 nm and 420 nm. While the ground state Soret bleach
decays from its initial appearance, there is a rise to the bleach at 400 nm. Again, as pointed out by Champion, these features cannot describe the dynamics of a single state. The similarity between these traces and those presented by Champion is striking considering that each respective measurement was pumped on a different electronic transition.

The longer time constants from the global fit of the three solvents also points to similar results to those seen in biological hemes.\textsuperscript{8, 10-12, 19, 32} The third time constant is Table I. is strongly solvent dependent. This decay is fastest in toluene and slowest in DCM, with the 1:1 mixture falling between the two. Possible co-facial packing of the toluene solvent molecule could provide a mechanism for increased transfer of energy to the solvent environment in these measurements. As a polar solvent, DCM molecules encounter more repulsion and may not dissipate energy away from the ring as easily as toluene. The probe anisotropies across the probe region also do not show any significant dynamics after a few hundred fs, similarly to the transient dynamics of Mb measured by Hochstrasser and co-workers.\textsuperscript{8, 10-12, 19, 32}

Based on the work of Champion and Hochstrasser, the rm. T TA dynamics of Fe\textsuperscript{III}TPPCl excited at 400 nm seem to mimic those of biological hemes. These dynamics would then be explained well by a fast internal conversion (~0.5 ps) followed by two slower vibrational relaxations of the electronic ground state with lifetimes of ~2 ps and ~15 ps, respectively.

At least two aspects of the TA results do not fit with the accepted models of Fe-centered heme proteins, however. First, difference spectra at 88 K show anomalous results based upon a dominant thermal relaxation of the electronic ground state at longer times (>0.5 ps). As seen in FIG. 4.2(c), at probe delays of ~500 ps there is still a substantial difference spectrum present in the sample. This difference spectrum closely resembles that of the state B in the sequential model presented in the Results section B.2. The presence of this long-lived feature in the low temperature transient dynamics is inconsistent with a model proposing circa 1 ps vibrational relaxation of the electronic ground state of this system.
Mizunati and Kitagawa have studied the vibrational energy relaxation (VER) of several transition metalloporphyrins.\textsuperscript{72} They have proposed a model for intermolecular vibrational energy relaxation based on time-resolved resonance Raman measuring the transient dynamics of the anti-Stokes scattering in photo-excited systems. This model claims that very-fast dissipation of vibrational energy is caused by interactions between the excited metalloporphyrin and solvent environment. A slower time constant is due to a solvent-solvent interactive rate-determining step in the full vibrational relaxation of the photo-excited chromophore. This solvent-solvent interaction is dependent on the solvent thermal conductivity.

With this model in mind, there are two distinct physical possibilities for this long-lived state at 88 K: 1) a vibrationally ‘hot’ ground electronic state insulated from its environment by a significantly smaller thermal conductivity of the glass form of the solvent than that of the room temperature solvent environment or 2) an excited electronic state/s normally populated in rm. T transient dynamics whose lifetime/s become elongated at 88 K. As stated above, the contribution to the long time (VER) component is dependent on the solvent’s thermal conductivity. To determine if the nature of the state appearing in the low T TA measurements, we must find a method to estimate the thermal conductivity of the 1:1 mixture of toluene and DCM around 88 K.

Research into the formation, dynamics and properties of dielectric, amorphous solids has been ongoing for over 70 years.\textsuperscript{73-78} However, explicit measurements of the thermal properties of the glass used in these measurements have not been made as of yet. This fact makes comparison to similar and dissimilar glasses a necessity in providing the clearest possible picture of the measured excited state dynamics. Some of the most recent research into glasses formed from ethanol and glycerol shows that thermal conductivity does not vary by more than a factor of 10 from room temperature values.\textsuperscript{76, 77} This variation in the magnitude of the thermal conductivity has also been seen in a range of inorganic glasses.\textsuperscript{74, 78} One organic polymer (PMMA) whose structure and, possibly, properties resemble those of the glass we use in our measurements shows an even smaller change in its thermal conductivity over the temperature range 80-290 K.\textsuperscript{74}
Mizunati and Kitagawa show that a decrease in the thermal conductivity of the solvent of a factor of 10 leads to an increase in the lifetime of the VER much smaller than a factor of 10 for a model system.\textsuperscript{72} We observe a change in the lifetime of the B state in our measurements of larger than a factor of 100. Based on the simplistic model of Mizunati and Kitagawa one would expect a change in the thermal conductivity of several orders of magnitude in order to produce such a substantial increase in the lifetime based on a VER analysis alone. A change in the thermal properties of the solvent environment, however, is very unlikely.

The lack of a very dramatic change in the thermal diffusivity of the solvent environment in the glass phase makes the conclusion that a vibrationally excited ground state could persist for 100’s ps in a solvent environment at 88K highly improbable. This conclusion can also be reached from simple physical intuition. With no change in the excitation wavelength, the same amount of energy is being deposited into the chromophore. However, a dramatic decrease in the thermal energy of the solvent molecules creates a much larger temperature gradient between the solute and solvent. Physical intuition of thermal diffusion leads one to conclude that this increased temperature gradient will decrease, not increase, the lifetime associated with intermolecular VER. As the gradient gets larger, the energy will flow ‘downhill’ more quickly, not more slowly.

Based on both the lack of clear evidence of very large changes in the thermal conductivity of other glasses (both organic and inorganic) and the physical intuition of thermal diffusion at low temperatures, the low temperature difference spectrum measured at \~500 ps probe delay likely comes from an excited electronic state or states. From the discussion above and Champion’s work on Mb, however, we know that the dynamics of the absorption and bleach features in the region between 380-440 nm cannot occur from a single state. The data then seem to point in the direction of at least two contributing electronic states to the transient dynamics measured at both rm. and low temperatures. These states have only recently been identified and assigned in the region to the red of the Soret transition excited in these measurements.
The second inconsistency with the application of the accepted model for heme dynamics to those of Fe\textsuperscript{(III)}-TPPCl concerns the evolution of the zero-crossing to the red of the Soret bleach in the measured difference spectra. As stated above, the isosbestic point between the Soret bleach and the absorption feature to redder wavelengths in the difference spectrum of both metMb and deoxyMb continues to rapidly evolve to bluer wavelengths until the ground state is fully recovered. The conclusion from this facet of the measurement is that the thermal relaxation implied by the blue-shift must be occurring on the ground electronic state.

In contrast to the case of metMb and deoxyMB, Fe\textsuperscript{(III)}-TPPCl shows a different evolution of this isosbestic point. FIG. 4.7 shows a representative time series of the evolution of the difference spectrum of Fe\textsuperscript{(III)}-TPPCl excited at 400 nm and measured in a 1:1 mixture of DCM and toluene. Time delays between 5 and 50 ps are shown with 5 ps time steps.

FIG. 4.7. Representative time series of difference spectra of Fe\textsuperscript{(III)}-TPPCl excited at 400 nm in a 1:1 mixture of toluene and DCM. For time delays longer than 5 ps the isosbestic point near 420 nm shows shifts much smaller and less rapid than observed in non-photolyzed Mb systems indicative of a dominant electronic non-radiative relaxation pathway on these time scales.
From FIG. 4.7 is clear that as the ground electronic state recovers, Fe(III)TPPCl does not show a shift of this isosbestic point at a rate or magnitude similar to those observed in Mb systems by Champion and co-workers. The solvent-dependent kinetic traces of this isosbestic point are shown in FIG. 4.8.

![Kinetic traces of isosbestic point to the red of the Soret bleach as a function of the solvent environment.](image)

FIG. 4.8. Kinetic traces of isosbestic point to the red of the Soret bleach as a function of the solvent environment. Each solvent shows evolution of the zero-crossing on two distinct time scales: 1) a more rapid and larger shift for time delays less than 5 ps and 2) a less rapid and smaller shift on time scales longer than 5 ps. A clear trend at longer times is difficult to assign due to smaller signal-to-noise at those probe delays.

While trends in FIG. 4.8 are clearly identified at early times, they are harder to decipher at longer times. There also seems to be a solvent-dependent variation in the extent to which such a long-time trend can be seen. Both of these aspects of FIG. 8 are due to the fact that the signal around the zero-crossing at the latest probe time delays is much smaller than measured at earlier times. The apparent solvent dependence is largely due to the fact that the largest signals were measured in DCM. Therefore, the DCM kinetic trace contains less noise at the latest times.

At early times, FIG. 4.8 shows that the isosbestic point shifts by almost 10 nm in every solvent. This shift also occurs as rapidly as observed in Mb derivatives. From these
observations it seems that vibrational cooling is playing a significant role in the non-radiative relaxation.

On time scales longer than 5 ps, however, the zero-crossing evolves very differently than those of the Mb systems. The isosbestic point significantly slows its shift to bluer wavelengths. In the mixture of the two solvents it seems that the isosbestic might begin to shift back to redder wavelengths, although the small signal-to-noise ratios at those time delays mean that further measurements would be needed to substantiate that trend. The time series difference spectra from 5-50 ps in FIG. 4.7 also does not show any shifts characteristic of vibrational relaxation. By 10 ps the feature centered at 435 nm shows neither the peak shifts nor narrowing that signify vibrational relaxation.

The dynamics of the position of this zero-crossing show similar behavior when excited on the $Q_v$ near 520 nm. FIG. 4.9 shows the comparison of these dynamics when Soret excited to $Q_v$ when the sample is dissolved in a 1:1 mixture of toluene and DCM. The same time steps are shown as in FIG. 4.8. (0.5-50 ps time delay)

![Graph showing the comparison of the dynamics of the isosbestic point to redder wavelengths of the Soret bleach of Fe(III)TPPCl for Soret excitation near 400 nm to $Q_v$ excitation near 520 nm in a 1:1 mixture of toluene and DCM. The traces are very similar for probe time delays up to 35 ps.]
From FIG. 4.9, one clearly sees that this isosbestic point shows the exact same qualitative behavior for both excitation wavelengths in the first 5 ps of evolution. While this similarity in the trends does not conclusively mean that the same relaxation processes are taking place at the same time delays for both excitation wavelengths, it seems unlikely that two completely different combinations of electronic and vibrational relaxations would result in qualitatively indistinguishable dynamics of this zero-crossing. Therefore, we tentatively conclude that by 0.5 ps after excitation the same electronic states are populated upon excitation at either wavelength. This puts an upper limit on the lifetime of the state initially excited at 400 nm and shows that the entire electronic relaxation is substantially longer than this lifetime.

Both the appearance of a much longer-lived signal at low temperature and the lack of the characteristic features of vibrational relaxation at room temperature disagree with the model of very rapid (<0.3 ps) electronic relaxation to the ground state followed by sequential vibrational relaxation on longer time scales. As discussed above, studies on the VER of transition metal porphyrins cannot account for a lifetime 100 times longer at low temperatures based upon changes in the thermal conductivity of the solvent. Physical intuition also leads one to question how and why a vibrationally excited ground electronic state would persist so much longer at significantly lower temperatures.

The characteristics of the room temperature measurements also do not conform to the standard observations of heme proteins dynamics. While there is a rapid and large shift of the isosbestic point red of the Soret bleach for the first 5 ps after the arrival of the pump pulse, this shift slows dramatically at longer times. The observed spectral features also do not show the characteristic narrowing as the ground state fully recovers at significantly longer times. The spectrum simply decays, indicative of an electronic non-radiative decay channel as the longest process in the dynamics of the photo-excited molecule. For time delays longer than 0.5 ps this longer lifetime decay is not dependent on the wavelength of excitation.

If the longest-lived state is an excited electronic state, the states populated before that relaxation must also be excited electronic states. Therefore, the ultrafast dynamics of
Fe(III)TPPCl are dominated by some sort of sequential excited electronic state relaxation. The fastest processes also show significant thermal cooling, indicated by the strong shift to the blue by the isosbestic point of interest explored above.

As discussed in the introduction, Paulat and Lehnert have investigated the electronic structure and optical transition of Fe(III)TPPCl via DFT calculations, rm. T UV-vis measurements and low and rm. T magnetic circular dichroism (MCD) measurements. In addition to several prototypical ππ* excitations, they identify 6 different types of charge transfer (CT) transitions in which either the porphyrin ring or axial Cl atom donate an electron to the central Fe atom (LMCT states). The out-of-plane LMCT transitions involving Cl are especially important in the context of the comparison of our results to those involving biological hemes. Since much smaller atoms are bound to the central Fe atom in heme systems and photolysis plays a significant role in transient dynamics, out-of-plane axial LMCT transitions may not be possible.

For their analysis, Paulat and Lehnert calculate several excited states of Fe(III)TPPCl from TD-DFT methods to assign the observed optical transitions. These calculations show several electronic states populated via different LMCT processes that lie in energy between the states populated on 400 nm and 413 nm excitation and those populated with Q_v. This region is especially important in the context of the photochemistry elucidated from rR scattering, as discussed below. Upon a LMCT process, the toluene solvent environment could provide enough energy stabilization that at least two of the excited states in this energy region would live for dramatically longer at low temperatures.

The fact that there are several states in this energy region also strengthens the argument that several different electronic states are participating in both the rm. and low temperature transient dynamics. Such a dynamical model would agree with the temporal behavior exposed in FIG. 4.6. With several states very close in energy, the potential energy surface crossings are likely very complex, including internal conversion to out-of-plane Fe-Cl LMCT states. There are also likely different energy barriers to relaxation along different reaction coordinates that are sensitive to the thermal energy of the solvent.
environment. With this sensitivity these barriers could trap population for substantial periods of time lengthen the lifetimes of contributing excited states at 88 K.

As Fe(III)TPPCl is a large, complex molecule, the assignment of these states, surface crossings and energy barriers is difficult. The data from the above measurements alone does not allow us to assign which excited states should be contributing or the height of the barriers that trap population at low temperatures. We are only able to show that proposed models for the ground state vibrational cooling of other metalloporphyrins on time scales longer than 5 ps cannot account for the observed difference spectra at low temperature or the observed dynamics an important zero-crossing.

One cannot, however, easily extrapolate these results to the transient dynamics of biological heme proteins. A complete comparison would necessitate measured dynamics excited in a range of energies not explored above. Also, as stated previously, axial ligation dynamics are very important in the ultrafast transient behavior of several hemes. With small diatomic molecules composed of N, C and O and water axial ligands, biological hemes are not offered the same types of LMCT transitions and states as systems possessing halide axial ligands like Cl and Br. Since Cl and Br are significantly larger with many more electrons than first row non-metals, their atomic structure affords more flexibility in CT processes. As pointed out by Paulat and Lehnert, many of the states and transitions in the region to lower energy of both Soret the Qv resonances in Fe(III)TPPCl contain out-of-plane LMCT character. These states do not exist in biological hemes due to the differences in the axial ligands in each case.

In both of these energy regions exist several CT transitions and states that do contain porphyrin-Fe LMCT character. With the observations from the measurements explored above we have no way to explicitly rule out that porphyrin-Fe LMCT transitions and states could provide enough non-radiative pathways in biological hemes to account for the observed dynamics in several studies. The presence of aspects inconsistent with the model of ultrafast (<0.1-0.3 ps) internal conversion to the electronic ground state followed by sequential vibrational cooling in the measurement above may mean ultrafast, excited state dynamics some in hemes and Fe-porphyrins need re-evaluation. This new
information could help to elucidate dynamics and behavior in a range of molecular systems important to biology, materials science, electrical engineering and optics.

**Conclusions**

Temperature and solvent dependent broadband, ultrafast transient absorption measurement were measured with Soret (∼400 nm) and Q, (520 nm) pump excitation to elucidate the excited state dynamics of Fe(III)TPPCl. Measurements were made in three solvent environments at room temperature: neat toluene, neat DCM and a 1:1 mixture of toluene and DCM. At low temperature measurements were made in a 1:1 mixture solvent environment of toluene and DCM.

A three state model is proposed to account for the observed dynamics based on a global spectral analysis of the room temperature measurements. The shortest-lived state shows a distinct dependence on the excitation energy, likely due to the difference in the initially populated state in each case. The two longer lifetimes show stronger dependence on the solvent environment with DCM displaying longer lifetimes than toluene. The mixture solvent shows intermediate values for these lifetimes.

Measurements show the lifetime of longest-lived state increases dramatically at low temperature. While this state decays in less than 20 ps at room temperatures, it displays a strong signal in measurements at 500 ps probe delay at low temperature (88 K). Subsequent calculations in Chapter 5 using power dependent resonance Raman scattering measurements place a range of lifetimes for this state between 1 ns and 10 us.

At room temperature, the isosbestic point to redder wavelengths of the Soret bleach in the measured difference spectra does not vary as substantially for Fe(III)TPPCl as similarly structured heme proteins. The position of the isosbestic point is close to constant over the time range that the longest-lived state decays (5-50 ps). A constant isosbestic point during the decay in such a measurement is an indication of a dominant electronic decay mechanism.

An electronic decay mechanism for the longed-lived state at room temperature implies that the ultrafast excited state dynamics of Fe(III)TPPCl differ from those of heme...
proteins. In hemes, the dominant relaxation pathway is sub-ps internal conversion to the ground electronic state followed by its vibrational cooling. The dynamics of the isosbestic to the red of the Soret bleach indicate an electronic relaxation on time scales of 10’s of ps. Observations of longer-lived transient at lower temperatures are also consistent with a dominant sequential electronic relaxation model for the ultrafast dynamics of Fe$^{III}$TPPCl. This result sheds new light onto the ability of heme proteins to correctly model the ultrafast dynamics of synthetic iron porphyrins.
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Chapter 5: Low Temperature Photochemistry of Fe(III)TPPCl

Introduction

Metalloporphyrins and their analogs are among the most extensively studied systems in chemistry. Interest in the chemical, electronic, optical, and photochemical properties of porphyrin-ring molecules arises from their widespread use in applications spanning from biology to molecular electronics and light harvesting to chemical catalysis. While many metalloporphyrins have been well characterized using the plethora of spectroscopic techniques available to the modern researcher, questions concerning important excited state dynamics and reactivity remain. Among these questions is: What is the connection between optically mediated electronic transitions and the spin dynamics and behavior of the centrally-ligated transition metal atoms and how can such a connection be controlled?

Over the past 40 years, spin crossover transitions in transition metal-complexed molecules have garnered intense interest. It has been shown that varying temperature, pressure and exposure to light can lead to a transition of the spin of several different transition metal atoms ligated in spin crossover systems. The response of the magnetic moment of a molecule to its surrounding temperature is the most extensively studied mechanism for inducing an atomic spin state transition. At low enough temperatures, the spin state of the atom changes due to changes in the interactions between the metal atoms and their surrounding ligands.

Within a specific range of temperatures, the magnetic moments of the spin crossover molecules also show hysteresis effects. That is, within this temperature range the magnetic moment of the molecule differs when temperature is decreased versus when it is increased. Researchers have proposed that this hysteresis represents an avenue to molecular materials for information storage in analogy to memory systems based on the hysteresis loops of magnetization in response to applied magnetic fields.
In the process of developing this molecular magnetic materials, researchers have found that within the temperature range over which hysteresis occurs optical interactions can couple differing spin states of ligated transition metal atoms via intersystem crossing relaxation pathways. As an example of one form of the coupling of optical and magnetic properties, light induced excited spin-state trapping (LIESST) was first demonstrated over 25 years ago in Fe(II) centered spin-crossover complexes.\textsuperscript{35} In that form of LIESST, an optically allowed transition from the low-spin (LS) ground state produces the high-spin (HS) form of the Fe(II) via an intersystem crossing along non-radiative relaxation pathway. Some spin crossover molecules show that this intersystem crossing occurs on sub-ps time scales.\textsuperscript{41} At low temperatures steady state light illumination at particular frequencies drives large amounts of population through the spin crossover transition. The long lifetime of the HS state produces a photostationary state.

LIESST and similar processes coupling the optical and magnetic properties of molecules containing transition metal are the basis for hundreds of studies of magneto-optical properties of spin crossover molecules and development molecular magneto-optical materials. However, researchers have also been left to finds ways to identify, characterize and scale-up synthetic protocols for embedding inorganic light-induced spin crossover structures into functional materials for magneto-optical technologies. Other molecular moieties may provide a better platform from which functional magnetic molecular materials are developed.

Since metalloporphyrins represent the basic units of many chemically and photochemically efficient molecular structures in biology, a great deal of effort has gone into developing materials for catalysis, light harvesting and molecular electronics based on metalloporphyrins. These materials range from supramolecular structures of photoinduced electron transfer,\textsuperscript{42} to self-assembled thin films,\textsuperscript{43} to Fe-porphyrin-like nanotube structures for oxygen reduction catalysis.\textsuperscript{44} Recent research highlights the possibility of using metalloporphyrins for opto-magnetic technologies via selective photo-associative and dissociative channels.\textsuperscript{45} Matching the suitability of metalloporphyrins for functional materials in technological devices with an ability to optically control their magnetic state may provide the necessary avenue to real-world
magneto-optical materials for bio-sensing, solar energy conversion and information technology and storage.

In the work reported here resonance Raman (rR) and transient absorption (TA) spectroscopies are used to investigate the low temperature excited electronic dynamics and photochemistry of iron (III) tetraphenylporphyrin [Fe(III)TPPCl]. Measurements were performed at room temperature and at low temperature, 77 K and 88 K. Raman spectra obtained with 413 nm Soret band excitation at 77K show both a solvent and power dependence that has yet to be elucidated in the literature\textsuperscript{46-51}. The power dependence indicates photochemistry in which at least three products are formed. The formation of all three photoproducts is well described by a 2-photon model based on light absorption from an excited electronic state populated in the room temperature ultrafast transient dynamics of Fe(III)TPPCl. Low temperature extension of the lifetime of this electronic state accounts for the difference in the photochemistry of this molecule at low and room temperatures.

Two features of the observed changes in the rR spectra are novel. First, the intensity of two high frequency toluene solvent vibrations shows a nonlinear dependence on the incident laser power. This nonlinear power dependence indicates a resonant enhancement likely due to exciplex formation between toluene and the photo-excited Fe-porphyrin. This phenomenon has been observed with iron porphyrins in similar, but distinctly more reactive solvent environments.\textsuperscript{52}

Second, a two sets of a triplet of structure-sensitive Raman vibrations are consistent with the formation of a spin admixture [high-spin (HS) and low-spin (LS)] of six-coordinate Fe(III) species. The LS state is populated via a spin crossover transition through nonradiative relaxation of the initially populated six-coordinate HS Fe(III)TPP. Both states likely include coordination of at least one toluene solvent molecule. According to the limits of the 2-photon model, the range of possible lifetimes of this mixture of spin states is 10 ms to 10 s. This result represents the first demonstration of coupling between the optical and magnetic properties of an iron-centered porphyrin molecule.
**Experimental Methods**

Fe(III)TPPCl was synthesized using literature techniques.\textsuperscript{48, 49} Purification was achieved by column chromatography on silica, eluted first with 100% CH\textsubscript{2}Cl\textsubscript{2} to remove free H\textsubscript{2}TPP and then +5% MeOH to elute Fe(III)TPPCl. Metallated bands were combined and then washed twice with 1M HCl. The organic layer was dried with Na\textsubscript{2}SO\textsubscript{4} and roto-vapped to dryness.

For resonance Raman scattering measurements, 1 mM solutions of Fe(III)TPPCl were prepared in both 1:1 mixtures of toluene and DCM and neat DCM. Both solvents were used as received. These samples were pipetted into quartz EPR tubes and immersed in liquid nitrogen in a custom-made cold finger apparatus allowing the pump laser beam a clear window to the sample. Between gathered spectra, the sample EPR tube was moved both azimuthally and vertically such that a new portion of the sample was illuminated for each spectrum.

Resonance Raman (rR) spectra were taken at both the Soret and first vibrational overtone of the Q resonances (Q\textsubscript{v} resonance for short). Wavelengths of 413.4 nm, 488.0 nm, and 514.5 nm from Spectra Physics continuous wave Ar-Kr ion laser were used for pumping these respective transitions. Scattered light was collected with a 2 inch diameter collection lens, collimated, passed through a Kaiser Optical Inc. holographic notch filter for rejection of both pump light and Rayleigh scattering and then free-spaced coupled into a Princeton Instruments Tri-Vista Raman Spectrometer fitted with a liquid nitrogen cooled CCD detector. The spectrometer was used in double additive mode with two 1800 gr/mm gratings for production of high-resolution spectra. Several scans, generally eight to twenty, were taken for each frequency window and laser power. Cosmic ray spikes were removed from the individual traces before averaging them together to produce the final spectra reported here.

Power dependent rR spectra excited with 413 nm laser light were collected in three spectral windows centered at: 350 cm\textsuperscript{-1}, 800 cm\textsuperscript{-1} and 1425 cm\textsuperscript{-1}. Reproducible changes predominantly occurred in the highest of these spectral windows. To reliably compare the changes in the rR scattering between the different energy windows, test spectra in the
highest energy window were taken randomly in between the collection of spectra in the two lower energy windows. This was done to verify that systematic power dependent changes were still occurring for particular incident laser powers. While this done not allowed for quantitative comparison of the intensity of individual bands in different spectral windows, it does allow qualitative comparison of the any changes that occur in each of the individual windows as a function of power. Low temperature transient absorption (TA) measurements outlined in Chapter 4 were also used to aid in elucidating the observed photochemistry.

**Experimental Results**

The Raman spectrum of Fe(III)TPPCl at 77 K in a 1:1 mixture of toluene and CH₂Cl₂ excited at 413.1 nm in the Soret band resonance are plotted in FIG. 5.1 for both high power (ca. 7 mW) and low power (ca. 1.5 mW) excitation.
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FIG. 5.1. Parallel polarized resonance Raman scattering spectrum of Fe(III)TPPCl in 1:1 mixture of toluene and CH₂Cl₂ at 77 K excited at 413.14 nm for two differing incident laser powers ca. 1.5 mW (blue) and 7 mW (red).

The low power 413 nm Raman spectrum is dominated by the totally symmetric polarized transitions observed in the 454.5 nm spectrum reported previously. ⁵⁰ There are some important differences however. The 1235 cm⁻¹ ring breathing vibration is significantly more intense, several B₂g and/or B₁g transitions appear. Intensity is also observed in a
large number of weak transitions, these may include fundamentals, overtones, and combination bands. Of particular note, intensity is observed in a 778 cm\(^{-1}\) mode assigned to the overtone of the 390 cm\(^{-1}\) Fe-N breathing mode. The increase in overtone or combination modes and the appearance of non-totally symmetric \(B_{1g}\) and \(B_{2g}\) vibrational modes are consistent with an excitation wavelength near the peak of a Jahn-Teller distorted Soret excited electronic state.\(^{51}\)

Of more significance for the issues under consideration in this chapter is the strong power dependence in the Raman spectrum between 1100 cm\(^{-1}\) and 1700 cm\(^{-1}\). This region is characteristically sensitive to the oxidation and spin state of the central iron atom and the overall charge of the porphyrin ring.\(^{52-54}\) The power dependence observed with 413 nm excitation is shown in FIG. 5.2.

The strongest peak at 1557 cm\(^{-1}\), corresponding to a combination of interior carbon ring vibrations, decreases in relative intensity as the incident laser power is increased. Along either side of this vibration appear peaks that increase in intensity as the laser power is increased. In the 1425 cm\(^{-1}\) region of the spectrum a group of peaks appear as the laser
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power is increased. At lower energies, both the 1365 cm$^{-1}$ and 1235 cm$^{-1}$ peaks grow in intensity and shift to slightly lower frequency as the incident laser intensity is increased. There is a shoulder near 1350 cm$^{-1}$ that grows in, as well as broadening of the peak centered at 1235 cm$^{-1}$ as power is increased. A peak at 1296 cm$^{-1}$ also appears as power is increased.

FIG. 5.3 shows the same spectral region of the Raman spectrum of Fe$^{(III)}$TPPCl with incident laser power varied over the same powers and cooled to the same temperature. These two spectra were taken in neat CH$_2$Cl$_2$, however, which crystallizes instead of forming a glass at LN2 temperatures.

![Graph showing Raman scattering](image)

FIG. 5.3. High energy vibration region of the resonance Raman scattering from Fe$^{(III)}$TPPCl dissolved in neat CH$_2$Cl$_2$ excited at 413.1 nm at LN2 temperatures.

FIG. 3 clearly shows none of the same changes in the rR spectra seen in the 1:1 mixture of toluene and DCM as a function of the incident laser power.

Power dependent resonance Raman spectra were also collected from the sample dissolved in the 1:1 mixture of toluene and CH$_2$Cl$_2$ under the same experimental conditions in the same spectral region, but excited on the Q$_v$ resonance at both 488.0 nm and 514.5 nm. FIG. 5.4 shows the resonance Raman scattering for two 488.0 nm incident laser powers of 50 mW and 350 mW.
FIG. 5.5 shows the resonance Raman scattering excited at 514.5 nm for three incident laser power of 30 mW, 110 mW and 250 mW.

The spectra collected at different powers were scaled to the intensity of the solvent toluene peak at 1610 cm\(^{-1}\) in the highest incident power spectrum for both excitation
wavelengths. The spectra excited at both 488.0 and 514.5 nm do not show any of the same power dependence as the spectra excited at 413.1 nm. There are some qualitative changes in spectra as seen in the CH$_2$Cl$_2$ solvent peak at 1410 cm$^{-1}$. We believe these changes occur due to local heating effects in the low temperature glass at the highest laser fluences.

As oxygen-containing molecules have been shown to coordinate to the central iron atom in Fe$^{(III)}$TPPCl$^5$, control measurements using a sample washed with acetone were taken to observe changes in shifts of characteristic structure-sensitive bands in the rR spectra. FIG. 5.6 shows the measured rR spectrum of Fe$^{(II)}$TPPCl dissolved in a 1:1 mixture of toluene and DCM when the sample EPR tube was washed with acetone before sample deposition.
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FIG. 5.6. Resonance Raman spectrum of Fe$^{(III)}$TPPCl dissolved in 1:1 mixture of toluene and DCM in acetone-washed EPR tube excited at 413.1 nm at LN2 temperatures.

A qualitatively different rR spectrum is measured in this case showing changes that are characteristic of a five-coordinate, high-spin Fe$^{(II)}$ species, as discussed below.

The photoproduction observed in the data plotted in FIG.s 5.1 and 5.2 does not appear to be permanent. When the intensity of the laser is reduced while remaining focused on the same area of the sample the spectrum recovers to the spectrum obtained with low power illumination of a fresh area of the sample. In addition the features in the spectrum are not a function of the length of the illumination time. Thus the data reflects formation
of a photostationary mixture of ground state $\text{Fe}^{(\text{III})}\text{TPPCl}$ and a photoproduct state under steady state illumination.

Resonance Raman spectra of five-coordinate, $\text{Fe}^{(\text{III})}$ porphyrins photoproducts following Soret band excitation have been reported in the literature.\textsuperscript{4, 5, 55-63} These have been attributed primarily to iron reduction from oxygen or nitrogen-containing solvent molecules. The features observed in the presence of toluene, however, are qualitatively and quantitatively different from those reported in the literature in the presence of oxygen or nitrogen.

The power dependent spectra in the 1:1 mixture of toluene and $\text{CH}_2\text{Cl}_2$ can be decomposed into two different species associated spectra. A singular value decomposition (SVD) algorithm was used to accomplish the separation of the spectra:\textsuperscript{64}

$$
A = U \cdot S \cdot V^T = U' \cdot V^T
$$

where the data matrix $A$ containing the Raman spectra as a function of power is decomposed into $U$, a matrix of the basis spectra, $S$, a diagonal matrix containing the singular values, and $V^T$, a matrix containing the basis amplitude vectors. Only two of the basis spectra contained significant signal, while the remaining vectors were predominantly noise. The two basis spectra obtained from the SVD analysis are rotated to obtain physically meaningful spectra under the assumption that the spectrum obtained at the lowest power represents the linear resonance Raman spectrum of $\text{Fe}^{(\text{III})}\text{TPPCl}$ and one of the two basis vectors should correspond to this species.

$$
F = U' \cdot P^T
$$

$P$ is a $2 \times 2$ rotation matrix and the matrix $F$ contains the resulting basis spectra. The two basis spectra are shown in FIG. 5.7. The spectrum labeled $F_1$ is essentially the spectrum obtained with 1 mW excitation while the spectrum labeled $F_2$ is a difference spectrum representing the conversion of $\text{Fe}^{(\text{III})}\text{TPPCl}$ into the photoproduct.
The difference spectrum $F_2$ can be used to estimate the photoproduct spectrum, $S_{\text{prod}}$ by adding the appropriate amount of the ground state spectrum $F_1$ back into $F_2$.

$$S_{\text{prod}} = F_2 + \alpha F_1$$  \hspace{1cm} (5.3)

There are two clear limits constraining the value for $\alpha$. (1) The product spectrum must be everywhere positive. Therefore the minimum possible value for $\alpha$ is the value that makes this true. (2) The spectrum obtained at the highest power used in these experiments cannot be more than 100% photoproduct. Therefore the maximum value for $\alpha$ is obtained by assuming that the spectrum obtained at the highest power is entirely due to the photoproduct. These limits for the photoproduct spectrum are compared in FIG. 5.8.
FIG. 5.8. The photoproduct spectrum derived from the SVD analysis of the power dependent data. The spectrum plotted in blue uses the minimum $\alpha$ required to ensure that the spectrum is everywhere positive. The spectrum plotted in green assumes unit conversion to photoproduct in the Raman spectrum obtained with 8 mW excitation. The spectrum plotted in red is an intermediate estimate for the photoproduct.

Most of the Raman bands observed in FIG.s 5.2, 5.7, and 5.8 are attributed to either Fe$^{(III)}$TPPCl or the photoproduct/s. There are a few weak transitions, however, which arise from the 1:1 toluene:DCM solvent. There are a few weak transitions, however, which arise from the 1:1 toluene:CH$_2$Cl$_2$ solvent. Of particular note, the band at 1210 cm$^{-1}$ is a totally symmetric phenyl-methyl stretching mode of toluene. When deuterated toluene (C$_7$D$_8$) is used in the solvent mixture this band shifts to 1174 cm$^{-1}$ as shown in Figure 6. This band is relatively well separated from both the Fe$^{(III)}$TPPCl vibrational bands and the photoproduct bands. The totally symmetric C=C stretching band observed at 1605 cm$^{-1}$ in toluene and 1583 cm$^{-1}$ in deuterated toluene is also observed in the photoproduct spectrum. While the resonance enhancement of the Fe$^{(III)}$TPPCl ground state and the photoproduct are not identical, the intensity of the solvent band should increase linearly with laser power. However, if solvent molecules participate in a photochemistry, some Raman-active solvent bands become resonantly enhanced. Bands assigned to ligated solvent molecules have been observed in resonance Raman spectra of iron porphyrin compounds when the excitation wavelength is resonant with a charge transfer band.\textsuperscript{47,52} The toluene bands at 1210 cm$^{-1}$ and 1605 cm$^{-1}$ in the product spectrum demonstrate one of two distinct possibilities: 1) toluene acts as a ligand to the iron
porphyrin in the photoproduct or 2) the resonance enhancement of the photoproduct at 413 nm is approximately one fifth that of Fe$^{(III)}$TPPCl. This decrease in the resonance enhancement results in an increase in the relative intensity of the solvent bands. These possibilities will be discussed in greater detail in the discussion section below.

![Power Dependent Raman Spectrum](image)

**FIG. 5.9.** (a) Comparison of the spectrum of Fe$^{(III)}$TPPCl obtained with 4 mW excitation toluene (blue) or deuterated toluene (red) in the solvent. The totally symmetric phenyl-methyl stretching mode is indicated with the arrows. The solvent spectra are offset below the Fe$^{(III)}$TPPCl spectra, 1:1 CH$_2$Cl$_2$: perdeuterotoluene (red dashed) or CH$_2$Cl$_2$:toluene (blue dashed). (b) Comparison of the Fe$^{(III)}$TPPCl and solvent spectra around the 1557 cm$^{-1}$ band. Solvent bands are also observed in this spectral region although they are not well separated from the Fe$^{(III)}$TPPCl bands.

**Discussion**

1. **Model for the Power Dependent Raman Spectrum**

The resonance Raman scattering from Fe$^{(III)}$TPPCl in a 1:1 mixture of toluene and CH$_2$Cl$_2$ clearly shows effects due to the presence of one or more long-lived photoproduct states at low temperatures. From Chapter 4, the difference spectra for different pump-probe time delays in low absorption transient absorption measurements also show distinct changes consistent with photochemistry, as well as long-lived (t>500 ps) excited electronic states. Therefore, the two measurements provide information about the nature of the product formed and the mechanism of its formation in a low temperature glass environment.
There are three key observations. First, the power dependent rR scattering at low temperature shows a significant solvent dependence. In the poly-crystalline CH$_2$Cl$_2$ environment at 77 K, the rR spectrum of Fe$^{III}$-TPPCl shows no discernible power dependence. In the presence of toluene, however, several power-dependent features appear in the high-energy spectral window of 1150-1600 cm$^{-1}$. This dependence on toluene seems to imply a role for solvent molecules in the formation of the photoproduct/s giving rise to the power-dependent scattering.

Second, the appearance of triplets of polarized peaks near 1555 cm$^{-1}$ and 1445 cm$^{-1}$ along with shoulders to both the higher and lower energy sides of the strong peak at 1363 cm$^{-1}$ implies the existence of at least three distinct chemical products. The SVD analysis of the power dependent spectra was able to efficiently project the data onto only two components. This leads to a separation into a component that depends approximately linearly on the laser power (the ground state of Fe$^{III}$-TPPCl) and a component that shows a uniform nonlinear dependence on laser power. There is no evidence for additional high order processes. Thus all products are produced in comparable yield from the photoexcitation process.

Third, rR scattering from both the Soret and $Q_{v}$ transitions provides a clear distinction between the ability of each excitation frequency to produce the photoproducts. While the $\pi\pi^*$ Soret transition excited at 413 nm produces a power dependent rR spectrum with incident laser powers between 1 and 10 mW, much larger power increases at 488 nm or 514 nm excitation produce no change in the observed spectra. Large enough laser powers at 488 nm and 514 nm were used to produce significantly more excited states than with 413 nm excitation.

These observations lead to two possible models for the photochemistry of Fe$^{III}$-TPPCl: a 1-photon model or a 2-photon model. In the case of a 1-photon model, the excitation of the ground state forms an excited state that either returns to the ground state of the compound or produces the observed products. Alternatively, in the 2-photon model the excitation of the ground state forms an excited state that absorbs a second photon to produce a state from which the observed products are formed. These two models are sketched in FIG 5.10.
The low temperature TA measurements also provide useful information. The difference spectrum observed at time delays of 50 and 500 ps demonstrate formation of a long lived excited state with a lifetime on the order of 1 ns or longer. This excited state has an absorption spectrum with a slightly red-shifted Soret band, but displaying structures and intensities otherwise similar to that of the ground state. This difference spectrum corresponds to formation of the state labeled “E’’ in FIG. 5.10. The state “P” is either produced directly following one-photon excitation at 413 nm or following two-photon excitation at 413 nm, first by the ground state and then by an excited state. The long-lived difference spectrum from the low temperature TA measurements exhibits a decrease in the intensity on the red-side of the Soret band and an increase in the intensity of the Qv band between 490 nm and 530 nm.

The data in FIG 5.2 can be fit to a linear combination of the ground state (GS) and product state (PS) Raman spectra shown in FIG. 5.8. Without knowledge of the relative Raman enhancement of each species it is impossible to precisely analyze the photochemical mechanism quantitatively. Despite this limitation, the observed spectra place strict limits on the range of acceptable decompositions.
FIG. 5.11. Comparisons of the basis spectra for the ground state and photoproduct (right) and the population as a function of laser power (left) for a range of relative resonant enhancements. The upper row assumes that the toluene bands are not resonantly enhanced in the product spectrum. This provides a lower limit for the intrinsic intensity of the photoproduct spectrum. The middle row assumes that the integrated intensity of the 1557 cm\(^{-1}\) \(v_2\) region is constant. The intensity of the product spectrum is approximately a factor of three larger than in the top row. The bottom row assumes an additional factor of three increase in the intensity of the photoproduct spectrum.

The populations of the states in FIG. 5.10 can be modeled using a master equation approach to the dynamics. For the 1-photon model:

\[
\dot{n}_G(t) = -k_1 n_G(t) + k_2 (1 - \phi) n_{E_2}(t) + k_3 n_p(t), \quad (5.4a)
\]
\[
\dot{n}_{E_1}(t) = k_1 n_G(t) - k_2 n_{E_1}(t), \quad (5.4b)
\]
\[
\dot{n}_{E_2}(t) = k_2 n_{E_1}(t) - k_3 n_{E_2}(t), \quad (5.4c)
\]
\[ \dot{n}_{p}(t) = \phi k_{3} n_{E_2}(t) - k_{4} n_{p}(t). \] (5.4d)

The rate constant \( k_1 \) describes production of the electronic state excited from the ground state. This rate constant depends on the power of the incident laser beam \( (P) \), the excitation frequency \( (\nu = c/\lambda) \), and number of molecules in the excited volume \( (N) \). The number of molecules in the excited volume depends in turn on the concentration of the sample \( (C) \) and the effective volume \( (V) \), determined by the extinction coefficient at the excitation wavelength and the size of the focus.

\[
k_1 = \frac{r_{ph}}{N} = \frac{P}{h\nu(CN_{\nu}V)} \] (5.5)

From Chapter 4, the rate constant \( k_2 \) for decay of the initially excited state at room temperature is ca. 1 ps\(^{-1}\). Since our low temperature transient absorption measurements from Chapter 4 show that the initially excited state is not populated at 50 ps probe delay, we know \( k_2 \) must be greater than 0.02 ps\(^{-1}\) at 88K. However, any rate constant larger than 0.02 ps\(^{-1}\) still models the data well.

At low temperature, the rate constant for decay of \( E_2 \) is \( k_3 \leq 1 \text{ ns}^{-1} \). The rate constant \( k_4 \) for decay of the product state must less than 1000 s\(^{-1}\), but \( \geq 0.1 \text{ s}^{-1} \) since steady state is reached in the Raman measurements with an integration time on the order of minutes. However, the amount of product does not depend on the precise integration time. There is a trade-off between the quantum yield, \( \phi \), for formation of the product and the rate constant for decay of the product. For this model it is assumed that \( k_4 = 0.1 \text{ s}^{-1} \) and the quantum yield of product formation, \( \phi \), is \( 10^{-4} \) to \( 10^{-5} \). If \( k_4 \) is larger, the quantum yield must be larger as well to achieve the same steady state population.

As illustrated in FIG. 5.11, the 1-photon model does not fit the observed power dependence. The amount of photoproduct population formed in this model increases more quickly than the observed data. This model only agrees with the data at the highest incident power where most of the population has been driven into the product state.

The 2-photon model with photoproduct formation from absorption from the excited electronic state \( E_2 \) however, does fit the observed power dependence reasonably well. In
this case we assume that the rate constant for absorption from \( E_2 \) is the same as that for absorption from the ground state. This approximation is justified by the small \( \Delta A \) observed in the transient absorption measurements for this state. Using the 2-photon model, the rate equations for the populations are:

\[
\dot{n}_G(t) = -k_1 n_G(t) + k_3 n_{E_2}(t) + k_4 n_p(t),
\]

(5.6a)

\[
\dot{n}_{E_1}(t) = k_1 n_G(t) - k_2 n_{E_1}(t)
\]

(5.6b)

\[
\dot{n}_{E_2}(t) = k_2 n_{E_1}(t) - k_3 n_{E_2}(t) - k_1 n_{E_2}(t)
\]

(5.6c)

\[
\dot{n}_p(t) = k_1 n_{E_2}(t) - k_4 n_p(t)
\]

(5.6d)

Similarly to the 1-photon model, \( k_2 \) in the 2-photon model must be greater than 0.02 ps\(^{-1}\) based on our measurements, but the model’s fit to the data is not sensitive to its precise value above that threshold and below 1 ps\(^{-1}\). The rate constant, \( k_4 \), for decay of the product state, must be less than 1000 s\(^{-1}\) and greater than \( \geq 0.1 \) s\(^{-1}\). Assuming that \( k_4 = 0.1 \) s\(^{-1}\) (i.e. lifetime = 10 s) the rate constant \( k_3 \) for decay of \( E_2 \) is adjusted to match the observed data. The 2-photon fits in FIG. 5.11 find \( k_3 = 0.125 \) to 0.5 ns\(^{-1}\) making the lifetime of \( E_2 \) is between 2 and 8 ns. If the lifetime of the product is smaller, the lifetime of \( E_2 \) must be larger to achieve the same steady state population. This model fits the data quite well with a physically reasonable lifetimes ranging from \( \tau_{E2} = 1 \) ns, \( \tau_p = 10 \) s to \( \tau_{E2} = 1 \) \( \mu \)s, \( \tau_p = 10 \) ms. Time-dependent absorption measurements outside the time range available in our laboratory would be required to determine the lifetimes more precisely.

The model for photolysis put forth in FIG. 5.10 and Eqns. 5.6 requires the assumption that the excited state responsible for product formation is not accessible with 488 nm or 514 nm excitation. If the state is accessible, the 250-350 mW laser power used in these experiments should have produced substantial photoprocess, with yields similar to those observed with 8 mW of 413 nm. Since the photochemical pathways following 1-photon excitation at room temperature are independent of excitation wavelength, and the difference spectra observed at low-temperature are consistent with the room temperature difference spectra, it seems likely that the difference is in photochemical channels.
accessible following excitation of population in E2. Excitation at 413 nm provides access to a reactive state not available following 488 nm or 514 nm excitation.

The lack of an appearance of a difference spectrum in the early times after the arrival of the 400 nm pump pulse distinct from those observed at rm. temperature necessitates that the quantum yield of photoproduct formation be very low. In order to measure a photoproduct with very low quantum yield, however, the lifetime of the product state must be on the order of 100’s of us to 10’s of ms. While the lifetime of this state was not directly measured using TA, the ability of the 2-photon model to explain the relative population of the ground and product states in the observed data with specific values for these lifetimes is informative. As seen in Chapter 4, a qualitatively distinct difference spectrum from any of the rm. temperature species or decay associate spectra is measured at time delays close to 1 ms. That the spectral features of this difference spectrum are of comparable magnitude as those of the early time difference spectra also implies that the population in this long-lived state/s must be comparable. The population in this state/s may actually be larger based on the difference in the resonant enhancement observed in the rR measurements. Therefore, it seems reasonable to conclude that the quantum yield of photoproduct formation is very small, likely smaller than 1%. As discussed above, a quantum yield below 1% is also consistent with the predictions of the 2-photon model.

While the low temperature transient absorption measurements of Chapter 4 show difference spectra distinct from those in the room temperature measurements, comparison of the mechanism producing that state to the mechanism dominating the power dependent rR spectra is difficult. As noted above, the 2-photon model predicts the rR product is formed from absorption by an excited electronic state populated at time delays of up to 1 ns after the initial excitation of the ground electronic state. In the time-domain measurements, a second pump pulse is not incident on the sample 1 ns after the initial excitation. Also, since the probe is measuring changes in absorption at time delays of ~1 ms, it will not excite a state with a lifetime of 1-10 ns relative to the arrival of the pump. Therefore, direct 2-photon absorption by the ground state has to account for any photochemistry occurring in the TA measurements at low temperature. Without a time-resolved Raman measurement of the products of that chemistry, it is difficult to say that
the same state is formed in both measurements. Nonetheless, direct, ground state 2-photon to the formation of either the same or a distinct product state indicates the reactive nature of the highly excited states of this metalloporphyrin at low temperature in this solid-state environment.

The data help provide clear picture of the parameters for photoproduct formation. (1) The product state forms only in the presence of toluene. (2) Product is formed below 100 K through absorption by an excited electronic state that is populated during the room temperature ultrafast dynamics of the molecule. This states lives between two and three orders of magnitude longer below 100 K. The products do not form via absorption from this state with 488 nm, 514 nm or 520 nm excitation. No measurable amount of product forms when the ground state is excited on the Q, resonance even under very high laser power conditions. (3) The quantum yield of formation is very low, likely below 1%, but the lifetime of the product is very long. This allows enough electronic population to build up in the product state to create a photo-stationary state. This information must now be used to provide a clearer picture of the identity of the product state formed.

While the low temperature transient absorption measurements of Chapter 4 show difference spectra distinct from those in the room temperature measurements, comparison of the mechanism producing that state to the mechanism dominating the power dependent rR spectra is difficult. As noted above, the 2-photon model predicts the rR product is formed from absorption by an excited electronic state populated at time delays of up to 1 ns after the initial excitation of the ground electronic state. In the time-domain measurements, a second pump pulse is not incident on the sample 1 ns after the initial excitation. Also, since the probe measure changes in absorption at time delays of ~1 ms, it will not excite a state with a lifetime of 1-10 ns relative to the arrival of the pump. Therefore, direct 2-photon absorption by the ground state has to account for any photochemistry occurring in the TA measurements at low temperature. Without a time-resolved Raman measurement of the products of that chemistry, it is difficult to say that the same state is formed in both measurements. Nevertheless, direct, ground state 2-photon to the formation of either the same or a distinct product state indicates the reactive
nature of the highly excited states of this metalloporphyrin at low temperature in this solid-state environment.

2. Analysis of the Photoproduct Raman Bands

The Raman spectra of the photoproduct plotted in Figure 5 exhibit at least three distinct triplets of bands in the spectra region between 1100 cm\(^{-1}\) and 1700 cm\(^{-1}\). These features are summarized in Table 1 and compared with the same bands in the spectrum of the Fe\(^{\text{III}}\)TPPCl ground state.

In contrast to the characteristic changes observed in the high frequency region, there are no substantive changes in the low frequency region or the mid-frequency region (see FIG. 5.1). In particular, there is no shift in the frequency of the \(v_8\) totally symmetric Fe-N breathing vibration at 392 cm\(^{-1}\) as the incident laser power is increased (Raman bands here and in what follows are numbered according to the convention in Paulat et al.\(^{55}\)).

The relative intensity may decrease slightly, but no other change is observed.

<table>
<thead>
<tr>
<th>Spin</th>
<th>Characteristic Strongly Polarized Vibrations ((a_{1g}))</th>
<th>Potentially Depolarized Vibrations ((b_{1g}/b_{2g}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(v_1(\text{cm}^{-1}))</td>
<td>(v_2(\text{cm}^{-1}))</td>
</tr>
<tr>
<td>hs</td>
<td>Ground State Fe(^{\text{III}})TPPCl</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1452</td>
<td>1556</td>
</tr>
<tr>
<td></td>
<td>Product Spectrum</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>1454</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>1442</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>1431</td>
</tr>
<tr>
<td>ls</td>
<td>[Fe(^{\text{III}})TPP(ImH)_2]^+ Cl(^-)</td>
<td>1459</td>
</tr>
<tr>
<td></td>
<td>[Fe(^{\text{III}})TPP(N-MelM)_2]^+ Cl(^-)</td>
<td></td>
</tr>
<tr>
<td>hs</td>
<td>[Fe(^{\text{III}})TPP(DMSO)_2]^+ Cl(^-)</td>
<td>1438</td>
</tr>
<tr>
<td></td>
<td>[Fe(^{\text{III}})TPP(DMSO)]^+ Cl(^-)</td>
<td></td>
</tr>
<tr>
<td>ls</td>
<td>[Fe(^{\text{II}})TPP(ImH)](^a)</td>
<td>1448</td>
</tr>
<tr>
<td></td>
<td>[Fe(^{\text{II}})TPP(py)](^a)</td>
<td></td>
</tr>
<tr>
<td>hs</td>
<td>[Fe(^{\text{II}})TPP(2-MelM)](^b)</td>
<td>1431</td>
</tr>
<tr>
<td></td>
<td>[Fe(^{\text{II}})TPP(1,2-DiMelM)](^b)</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1. Summary of vibrational bands undergoing significant changes in frequency or intensity in the photoproduct. A selection of comparisons with analogous compounds is also included.

Unless otherwise specified comparison frequencies from Parthasarathi et al. JACS 1987\(^{52}\). Others (a) – Burke et al. JACS 1978\(^{48}\); (b) – Oshio et al. Spectrochim. Acta A 1984.\(^{53}\) The spin designation indicates whether the compound is high-spin (hs) or low-spin (ls). Im = imidazole, MelM = methylimidazole, DMSO = dimethylsulfoxide, py = pyridine.
The Raman spectroscopy and photochemistry of metalloporphyrins have been studied extensively over the years. The vibrational bands exhibiting substantive changes in the photoproduct spectrum reported here are well known to correlate with the oxidation and spin state as well as the identity of the ligand in the iron atom’s axial position. In response to a change in oxidation state, spin state [low-spin (LS) and high-spin (HS)] or ligation the metal atom may move in or out of the plane of the porphyrin ring, depending on the population of the different d-orbitals and the change the character of the bonding to the porphyrin ring. The motion of the metal atom is correlated with changes in the size of the porphyrin core. These changes cause characteristic shifts in the specific totally symmetric Raman bands of the porphyrin ring. The bands observed in the photoproduct resonance Raman spectrum can be placed into context of these characteristic shifts with a brief survey of the relevant literature.

A. A brief survey of the literature.

A key study by Parthasarathi et al. compiled Raman frequencies for several iron porphyrin compounds and correlated these with the core size around the iron atom as determined by x-ray crystallography. When imidazole is added to Fe(III)TPPCl a six-coordinate LS [Fe(III)TPP(ImH)₂]⁺ Cl⁻ complex is formed. The porphyrin center to pyrrole N distance (C₅ –N) distance shrinks from 2.019 Å to 1.989 Å and the vibrational frequencies increase as shown in Table 1. Similar vibrational frequencies are reported for [Fe(III)TPP(N-MeIm)₂]⁺ Cl⁻.

Reduction of the iron atom to Fe(II) causes the iron atom to increase in size and shift more into the plane of the porphyrin ring. The expansion of the ring shifts the characteristic v₁, v₂, v₄ and v₅ vibrations to lower energy. Five-coordinate HS Fe(II) compounds can be formed with 2-methylimidazole or 1,2-dimethylimidazole ligands. For the Fe(II)-TPP(2-MeImH) compound the C₅ –N distance expands to 2.045 Å and the characteristic vibrational frequencies red-shift by about 20 cm⁻¹.

The six-coordinate LS Fe(II) compounds are formed with a variety of nitrogen containing ligands including N-methylimidazole, pyridine, piperidine, and γ-picoline. These compounds have intermediate C₅ –N distances (1.997 Å for N-MeIm) and the
observed vibrational frequencies are in the same range as those observed for the high-spin Fe(III)TPPCl compound.  

The structure sensitive bands of several six-coordinate HS Fe(III) porphyrins have also been studied. In the case of (DMSO)$_2$Fe(III)TPP, the $C_1-N$ distance increases, relative to the ground state structure of Fe(III)TPPCl, to 2.045 Å. This increase causes the structure sensitive rR bands shift down in energy, as seen in Table I.

In addition to the characteristic shifts observed for the porphyrin breathing modes of these compounds, solvent Raman bands may show enhancement in the event of exciplex formation with a metalloporphyrin. Spiro and Burke observed resonance enhancement of vibrational bands assigned to γ-picoline and pyridine ligands in the six-coordinate [Fe(II)κXP((py)$_2$)] and [Fe(II)κXP(pic)$_2$] upon excitation at 457.9 nm where XP is mesoporphyrin IX or tetraphenylporphyrin. The 1599 cm$^{-1}$ and 1215 cm$^{-1}$ bands of pyridine strongly enhanced while other ligand modes exhibit a weaker resonance enhancement.

Finally, we note that Evans et al. used x-ray crystallography to demonstrate the ability of benzene, toluene, and p-xylene to be weak ligands to the hard metal in [Fe(III)(TPP)]$^+$. Fe(III)(TPP)Y with Y an appropriately chosen weakly coordinating anion, was dissolved in the aromatic solvent and crystallized. Crystal forces allowed biasing of the equilibrium forming crystals of [Fe(III)(TPP)(arene)]$^+ Y^-$. These workers also demonstrated heptane coordination to a carefully protected Fe(II) porphyrin compound.

**B. Assignment of the Product States**

Given the information summarized above we can assign the triplets of bands observed in the photoproduct spectrum to three distinct Fe(III)TPP complexes, one corresponding to the red-shifted components of the major bands (Product A), one corresponding to the blue-shifted components (Product C), and one corresponding to the components near, but not identical to, the ground state Fe(III)TPPCl bands (Product B).

The low frequency components of the photoproduct $v_2$ (1541 cm$^{-1}$) and $v_4$ (1349 cm$^{-1}$) bands corresponding Product A to are consistent with shifts that are observed following chemical or photochemical formation of a five-coordinate HS Fe(II) species accompanied...
by changes in ligation of the Fe. However, the absence of significant change in the low frequency region of the spectrum casts doubt on such an assignment for the bands observed here. There may be a modest decrease in the relative intensity of the $v_8$ vibration at 392 cm$^{-1}$ and the appearance of a very weak band at ca. 372 cm$^{-1}$, but it is far from clear in the data. The shifts of the $v_1$, $v_2$ and $v_4$ vibrations are also smaller than previously reported for reduction upon axial photolysis.$^{5,9,56}$

In order for a HS Fe$^{(II)}$ species to account for this set of structure sensitive vibrations the resonant enhancement of its $v_8$ vibration must be dramatically smaller than that of the ground state. Also, to make up for the drop in population of states possessing a $v_8$ vibration near 392 cm$^{-1}$ the other products would need to show a larger enhancement of the scattering from this vibration. It is unlikely both of these conditions are met in the data observed above.

This set of high frequency vibrations at lower frequency than the ground state corresponding to Product B are also consistent with a six-coordinate HS Fe$^{(III)}$ species. Similarly coordinated HS Fe$^{(III)}$TPP systems also show $v_8$ vibration in the region of 390 cm$^{-1}$. Based on these comparisons, it is likely that these bands [$v_2$ (1541 cm$^{-1}$) and $v_4$ (1349 cm$^{-1}$)] belong to a six-coordinate HS Fe$^{(III)}$TPP species.

The central components corresponding to Product C are consistent with the rR scattering of the ground state, high-spin Fe$^{(III)}$ species, although slightly shifted to lower frequency from the ground state values. The position of these structure-sensitive bands implies that this product state does not have a structure that substantially varies from that of the ground state. These bands can be assigned to either a five-coordinate HS Fe$^{(III)}$ compound or a LS six-coordinate Fe$^{(II)}$ compound. Formation of the LS Fe$^{(II)}$ compound is generally accompanied by a small red-shift of the frequency of the 392 cm$^{-1}$ $v_8$ vibration but the magnitude of the shift can be only a few cm$^{-1}$. There is no clear evidence for such a shift in the spectrum, but decrease in the relative intensity of the $v_8$ band could mask the influence of a small frequency shift.
The high frequency $v_2$ and $v_4$ bands at 1566 cm$^{-1}$ and 1376 cm$^{-1}$ accompanied by a dominant unshifted 392 cm$^{-1}$ $v_8$ vibration are consistent with ring contraction accompanying formation of a six-coordinate LS Fe$^{(III)}$ species or a four-coordinate Fe$^{(II)}$TPP. Structure-sensitive $rR$ vibrations aid in deciphering between the oxidation state of the central Fe atom in this product state. Early work by Spiro and coworkers showed that six-coordinate, LS Fe$^{(III)}$ centered TPP complexes with a polarized band at 1568 cm$^{-1}$ also show a polarized band at 1456 cm$^{-1}$. This vibration is absent, however, in the four-coordinate Fe$^{(II)}$ species. The photoproducts produced from Fe$^{(III)}$TPPCl in the presence of toluene exhibit a triplet of $v_3$ bands at 1454 cm$^{-1}$, 1442 cm$^{-1}$, and 1431 cm$^{-1}$. This band is absent, however, in the photoinduced formation of Fe$^{(II)}$ in the presence of acetone (see FIG. 5.6). The appearance of a polarized band in this spectral region supports assignment of the photoproduct to a six-coordinate LS Fe$^{(III)}$ species rather than a four-coordinate Fe$^{(II)}$TPP.

This comparison with a range of known compounds leads to the following conclusion: *The most likely assignments for the vibrational bands observed in the photoproduct are a six-coordinate high-spin Fe$^{(III)}$ compound, a five-coordinate high-spin Fe$^{(III)}$ compound, and a six-coordinate low-spin Fe$^{(III)}$ compound.*

Fitting the vibrational bands in the 1500 cm$^{-1}$ to 1600 cm$^{-1}$ region of the spectrum to a sum of Gaussians provides an estimate for the relative contribution of each component to the Raman scattering: 26 ± 3% high-spin, six-coordinate; 40 ± 5% high-spin, five-coordinate; 34 ± 3% low-spin, six-coordinate (see Supporting Information). If the resonance enhancements and the forms of the normal coordinates for all three compounds are the same, these percentages provide approximate populations. As it is likely that the resonance enhancements and the form of the normal coordinates are similar, it is reasonable to assume that the three products are formed with comparable yields although the populations may not correspond quantitatively to the relative intensities.

**C. Photochemical Pathways**

Excitation of Fe$^{(III)}$TPPCl in a 1:1 mixture of toluene and CH$_2$Cl$_2$ at 77K results in formation of an excited electronic state with a lifetime greater than 1 ns. From the low
temperature transient absorption measurements, this excited state has an absorption spectrum similar to that of the ground state with a slight red-shift of the Soret absorption band. Absorption of a second photon at 413 nm from this excited state accesses a photochemical pathway that is unavailable with 514.5 nm or 488.0 nm excitation.

As described above, two high frequency toluene vibrations show nonlinear changes in peak intensity as a function of the incident laser power. The ligand recruitment of nearby solvating toluene molecules is supported by the resonance enhancement of toluene bands at 1210 cm\(^{-1}\) and 1605 cm\(^{-1}\) and the absence of any detectable photochemistry in neat CH\(_2\)Cl\(_2\) solvent. These bands shift to lower frequencies when the solvent contains deuterated toluene as illustrated in FIG 5.9. This shift eliminates the possibility that this observation represents enhancement of vibrations of the phenyl groups decorating the porphyrin ring.

All of the 2-photon models in section 1 of this discussion presume that the absorption rate of the state E\(_2\) is the same as that of ground state. Therefore, any nonlinear increase in the intensity of solvent bands as a function of the incident laser power points to solvent-chromophore exciplex formation. Upon formation of the exciplex, the solvent bands likely become resonantly enhanced by an electronic transition that contains character from a Fe to toluene charge transfer process.\(^{52}\) This resonant enhancement produces a nonlinear laser power-dependent peak intensity of these bands. However, from this resonance enhancement we cannot tell if one, two or all three of the product states feature one or more ligated toluene molecules.

As discussed in the preceding section, researchers have shown that different aromatic solvent molecules ligate in the axial position to [Fe\((\text{III})\)TPP]\(^+\) ions.\(^{76}\) It is likely that a toluene-Fe\((\text{III})\)TPP exciplex forms in these measurements due to dissociation of the axial bond and formation of a chloride (Cl\(^-\)) and [Fe\((\text{III})\)TPP]\(^+\) ion pair. Dissociation of the axial Cl atom can occur in one of at least two ways: 1) direct photodissociation upon 413 nm excitation from the E\(_2\) state or 2) populating a dissociative state along the non-radiative relaxation pathway of the state excited by 413 nm absorption by the E\(_2\) state. The measurements presented above cannot decipher between these two pathways.
Once the Cl\(^-\) forms, it may or may not leave the coordination sphere of the iron atom. On one hand, the Cl\(^-\) may find stabilization outside of the coordination sphere due to the presence of CH\(_2\)Cl\(_2\). In such case a HS [Fe\(^{III}\)TPP(Tol)]\(^+\) species likely corresponds to the middle frequency set of structure sensitive bands. Distortions due to steric hindrance between the ligated toluene and the porphyrin ring may account for the slight shifts to lower frequency of these bands relative to those of the ground state.

On the other hand, the Cl\(^-\) may be stabilized within the coordination sphere of the iron, but still remain a distinct ion. Santha et al. report characteristics of a six-coordinate HS Fe\(^{III}\)TPP in which one axial ligand is a 1,2-DiMeIm and the other is a dissociated Cl\(^-\) ion forming a [Fe\(^{III}\)TPP(1,2-DiMeIm)]\(^+\)Cl\(^-\) species.\(^5\) It is likely that while Cl\(^-\) is formed, it cannot move far from the coordinate sphere of iron atom due to the solid nature of its environment and low temperature at which the experiments were conducted. It is possible that after formation of the toluene-Fe\(^{III}\)TPP exciplex the Cl\(^-\) still acts as an axial ligand on the opposite face of the porphyrin ring from the newly recruited toluene molecule. Therefore, this six-coordinate [Fe\(^{III}\)TPP(Tol)]\(^+\) Cl\(^-\) is the likely identity of the species displaying the lowest and highest frequency sets of the structure sensitive rR active vibrations in the observed spectra in FIG. 5.2. These spectra also show that this six-coordinate Fe\(^{III}\) appears in both its high (\(6A\)\(_{1g}\)) and low (\(2T\)\(_{2g}\)) spin states.

Formation of the ground state from the long-lived product states occurs with high yield since the Cl\(^-\) is likely never far from the coordinate sphere of the Fe atom. Barriers to recombination likely include electrostatic interactions between the Cl\(^-\) and CH\(_2\)Cl\(_2\) solvent molecules. At low temperature the time necessary for substantial amounts of dissociated Cl\(^-\) ions to cross this and over barriers is long enough that metastable product states form to be measured. However, given the measurements at lower incident laser powers the product state is not permanent and Cl\(^-\) can cross this barrier.

**D. Spin Transitions in the Photochemistry of Fe\(^{III}\)TPPCI**

In the presence of weak ligands, the ground electronic states of iron(III)-centered porphyrins have shown characteristics consistent with mixtures of spin states.\(^7\) At 77 K and 88 K the ground state of [Fe\(^{III}\)TPP(Tol)]\(^+\) Cl\(^-\) may not be represented simply by the HS state from which it formed. Since the dissociated state forms from the HS species of
the Fe(III)TPP, it is likely that all of the formed [Fe(III)TPP(Tol)]⁺ Cl⁻ initially populates the HS state. However, from this initially excited species a sizable amount of spin population crosses over to the LS state.

The photochemistry of Fe(III)TPPCl begins from a high-spin Fe(III) compound and it is expected that the initial products are formed in an electronically excited high-spin state. The ground state of the metastable product will depend on the strength of the ligands and the distortion, if any, of the porphyrin ring. From this initial high-spin excited state species a sizable population crosses over to the low-spin six-coordinate [Fe(III)TPP(Tol)Cl⁻] state. The spin transition forming the low-spin compound likely occurs via an intersystem crossing along the non-radiative relaxation pathway of the electronically excited high-spin [Fe(III)TPP(Tol)⁺Cl⁻], but the conversion is not complete and the steady state product distribution contains comparable populations of both the high-spin and the low-spin species.

At least two possible mechanisms explain the accumulation of both high-spin and low-spin products. First, the additional toluene ligand bound to the Fe atom produces an increased ligand-field such that the energy necessary to pair the d-electrons is smaller than the splitting of the e₈ and t₂g d-orbitals of the iron. After initial formation of the six-coordinate species, intersystem crossing occurs from the high- to the low-spin ground state of the molecule. Some of the population remains trapped in the high-spin configuration. A second possibility is that the six-coordinate product has an intermediate ligand field and corresponds to a spin crossover compound. In this case, at sub-100 K temperatures a spin equilibrium between the high- and low-spin states could be observed. Here, distortions to the porphyrin ring induced by the toluene ligand in the solid state of the solvent glass could mediate the spin transition. At these temperatures, population would then thermally equilibrate in the two spin states producing the ratios observed in our data. Each of the possibilities is examined below.

First, the ground states of many six-coordinate ferric porphyrins possess a Fe(III) ion in its low-spin configuration. The strong ligand field present due to the large number of bonds increases the splitting of the d-orbitals of the Fe atom. The increased splitting
makes pairing the \(d\)-electrons in the \(t_{2g}\) orbitals more energetically favorable than populating the higher lying \(e_g\) orbitals. This pairing produces the low-spin configuration.

In our case, the five-coordinate species is excited to a high lying state in which the \(e_g\) orbitals are populated due to weaker ligand field splitting. This state ligates a near-by toluene molecule forming a six-coordinate species. The ligand field splitting of this state changes such that pairing the \(d\)-electrons is energetically favorable. Therefore, electronic population crosses over to the \(t_{2g}\) orbitals producing the low-spin configuration.

Dynamically, this transition necessitates either an intersection of the potential energy surfaces of the two spin species or tunneling between the states. However, our data cannot distinguish between these two dynamical processes. If this coordination-driven mechanism accounts for the spin transition, one would need a temperature-dependent study of the relative populations of each spin state. Changes in the relative populations of the different spin states as a function of temperature would point to a crossing between energy surfaces over a barrier, while no change in the relative populations as a function of temperature would point to tunneling as the dominant mechanism for the spin transitions observed above.

However, induction of a strong ligand field by the proposed axial ligands necessitates examination of the role of this mechanism in the observed photochemistry. On one hand, toluene likely acts as a weak ligand to Fe in this product state similar to the toluene observed by Evans et al. in an x-ray crystal structure.\(^{76}\) This conclusion is also supported by the fact that the product is not permanent, even at 77 K. On the other hand, the ligand field splitting due to Cl\(^-\) is quite low in the spectrochemical series. In fact, Santha et al. report the room temperature formation of a high-spin, six-coordinate Fe\(^{III}\)TPP ligated to a Cl\(^-\) and 1,2-dimethylimidazole in the axial positions.\(^{60}\) Since toluene is a weaker ligand than 1,2-dimethylimidazole, it is possible that the room temperature ground state of the product is a high-spin configuration and another mechanism accounts for the spin transition.

In this second mechanism, the six-coordinate product formed after excitation is actually a spin crossover complex where the high- and low-spin states are essentially isoenergetic. Because of this, a thermal equilibrium of spin states could then be observed.
at the low temperatures used for the Raman measurements. Here, the spin transition between the two states could be modulated by vibronic coupling between the $d$-electrons of the Fe$^{III}$ to the vibrations of the ligands.$^{35,36,41}$

This mechanism may be supported by the power dependent Raman scattering. From the power dependence spectra in FIG 5.2, several vibrations appear in regions where no ground state Raman active vibrations exist. Of note are the distinct band at 1296 cm$^{-1}$, the two shoulders near 1330 cm$^{-1}$ and 1315 cm$^{-1}$, two peaks between 1140 cm$^{-1}$ and 1190 cm$^{-1}$ as well as a peak to lower frequency from the ground state vibration at 1495 cm$^{-1}$. It is likely that these bands appear in the photoproduct spectra due to symmetry lowering caused by distortions to the porphyrin ring in the presence of a toluene ligand. Alleviating restrictions on selection rules for inelastic light scattering, lowering the symmetry of the ring increases the number of Raman active vibrations. These same distortions may account for the appearance of a LS species of the proposed photoproduct. However, Jahn-Teller distortions to the excited state participating in the resonantly enhanced scattering process may also account for the appearance of these vibrations. Our data cannot distinguish between these two mechanisms.

These mechanisms could be unraveled by a combination of optical pump-EPR or NMR probe and more extensive time-resolved optical pump, optical probe and optical pump, Raman probe measurements as a function of temperature. The current data set provides only Raman data on the power-dependent photostationary state population.

**Conclusions**

We have presented power and solvent dependent resonance Raman scattering of Fe$^{III}$TPPCl at cryogenic temperatures excited on the Soret resonance. When the incident 413.14 nm laser power is increased, the resonance Raman scattering begins to show evidence of the presence of a state of the molecule other than the ground state. Singular value decomposition (SVD) was used to produce species associated spectra.

Low temperature transient absorption spectroscopy was used to confirm that a state with distinct changes in absorption is produced upon excitation of the Soret. This state
shows distinct changes in absorption at time delays of up to 1 ms. Room temperature measurements were also made to test the validity of the low temperature measurements.

The key parameter to the photochemistry and LIEST in Fe(III)TPPCl is the lifetime of the longest-lived excited electronic state. If a synthetic iron (III) porphyrin were be tuned such that the room temperature lifetime of this state were long enough, we believe that similar spin crossover transitions would occur. Solvent and solid state considerations would also be necessary since we observe a strict solvent dependence in the measured photochemistry.

Given the wide breadth of research into tuning the parameters of porphyrin-based materials in a wide variety of condensed phase conditions, it is believable that such a synthetic porphyrin will be found. Therefore, this result opens new possibilities for controllable magnetism in fields ranging from solar energy conversion, information technology.
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Chapter 6:
Experimental Test of LG-Amended Resonance Raman Scattering

Experimental Methods

To test the theoretical predictions of Chapter 3 and Alexandrescu et al.,\textsuperscript{1} two different experimental tests of were undertaken on two different molecular systems interacting with LG beams. First, diatomic iodine (I\textsubscript{2}) was dissolved in liquid cyclohexane (C\textsubscript{6}H\textsubscript{12}), flowed for constant refreshing of the illuminated sample and excited with the second harmonic from a Spectra Physics Millenia V diode-pumped Nd:YAG laser at room temperature. This 532 nm laser light is near the peak absorption of I\textsubscript{2}, as seen in FIG. 6.1. The excitation of the electronic transition at 532 nm means that the resonance-enhanced formalism accounts for the observed scattering.

![Absorbance (O.D.) vs Wavelength (nanometers)](image)

Figure. 6.1. UV-vis absorption of I\textsubscript{2} dissolved in C\textsubscript{6}H\textsubscript{12} showing that the scattering process excited at 532 nm is well-described by the resonance-enhanced formalism.
Scattered light was collected, passed through a Kaiser Optical Systems Inc. holographic notch filter for 532 nm light and free-space coupled in a Spex 500M single monochromator fitted with a LN2-cooled 1100x330 pixel Princeton Instruments Inc. CCD detector. Spectra were collected for the integration time of 60 seconds and 4 individual spectra were averaged together and filtered to remove spikes due to ‘cosmic ray’ detection.

The excitation beam was converted to an LG beam using the 527 nm position of an \( l=1 \) Vortex Phase Plate from Rochester Photonics Inc. A vortex phase plate uses a polymer of azimuthally varying thickness deposited on a glass substrate to produce a LG beam with a helical wavefront.\(^2\)\(^3\) It is not clear that the phase plate produces a pure \( l=1 \) mode, but the mode is clearly a vortex with components \( l \geq 1 \). To maintain a fundamental beam as output by the laser the phase plate was translated vertically so that while the beam was still traveling through the substrate, it was not traveling through the polymer layer. The beam passing only through the substrate does not attain the spatial variation characteristic of a higher order transverse mode. Spectra obtained with the laser beam passing through the substrate and with the phase plate removed from the beam altogether were identical.

Experimental tests were also undertaken with Fe\(^{III}\)-TPPCl dissolved in a 1:1 mixture of toluene (\( \text{C}_7\text{H}_8 \)) and dichloromethane (\( \text{CH}_2\text{Cl}_2 \)). The room temperature sample was illuminated by the 413.1 nm and 514.5 nm lines of a Spectra Physics Ar-Kr gas laser. These wavelengths correspond to near the peak of the Soret and Q\( _v \), respectively, as explained in Chapters 4 and 5 and shown in Figure 6.2. This experiment tests the predictions in Chapter 3 since the scattering is resonantly enhanced by each respective transition. In the case Fe\(^{III}\)-TPPCl, the excitation beam was passed through a \( \lambda/2 \)-plate to test against the possibility of changes in the polarization of the scattered light as well as its intensity.
Figure 6.2. UV-vis absorption of Fe(III)TPPCl in 1:1 mixture of toluene and dichloromethane showing electronic resonances with 413.14 nm and 514.5 nm excitations.

The scattered lighted was collected, passed through a Kaiser Optical Holographic Notch filter designed for the laser line of a given measurement to remove the residual laser and Rayleigh scattering and free-spaced coupled into a Princeton Instruments Tri-Vista Raman Spectrometer fitted with a liquid N\textsubscript{2} cooled CCD detector. The spectrometer was used in double additive mode with two 1800 gr/mm gratings for production of high-resolution spectra.

A similar protocol used for production of the LG beam. Given the difference in excitation wavelength for each respective electronic resonance of this molecule, the 419.1 nm position of a l=2 Rochester Photonics Inc. phase plate was used for this experiment was used for scattering resonantly enhanced by the Soret transition at 413.1 nm. The 512.4 nm position of a l=1 phase plate and the 520.1 nm position of a l=2 phase plate were used for scattering resonantly enhanced by the Q\textsubscript{v} transition. Spectra excited with
the TEM$_{00}$ mode were checked with and without the phase plate, showing no measureable difference at either excitation wavelength.

**Experimental Results**

Collected resonance Raman spectra from I$_2$ are shown in FIG. 6.3. The first, second and third overtones of the 211 cm$^{-1}$ vibration of I$_2$ are shown. The fundamental exciation of this vibration is not shown due to experimental constraints of the setup. As pointed out in Chapter 3, the vibrational overtone excitations in a diatomic molecule should serve as a very sensitive probes of how strongly the transverse profile of a higher order LG laser beam couples to the vibrational degrees of freedom of the molecules to amend the scattering process.

Within the limits of detection with this experimental system, however, there is no difference between the scattering using a TEM$_{00}$ beam and that of the l=1 LG beam. Giving the noise of each measurement and the average signal-to-noise ration (SNR), we believe our detection limit is about 1/1000 with this system. This limit allows us to provide a ceiling on the magnitude of the coefficient of the sixth term in Eqn. (3.27). The resonance Raman scattering from I$_2$ due to a l=0 beams is compared to that of a l=1 in FIG. 6.3.
FIG. 6.3. 532 nm excited resonance Raman spectra of I₂ dissolved in cyclohexane for l=0 and l=1 excitation beams. The first three overtones are shown for comparison of scattering as a function of the transverse profile of the excitation beam. There is no detectable difference in the scattering as a function of the incident beam profile or OAM.

Measurements of the beam-dependent scattering of Fe(III)-TPPCl would allow for direct tests of the predictions made in Chapter 3 of the interference effects introduced by an incident LG beams. A representative sample of collected spectra scattering from this molecule and excited at 413.1 nm is shown in FIG. 6.4. The spectra correspond to the fundamental excitation high-energy ring vibrations in the interior porphyrin ring structure. Most notable are the ν₂ (1556 cm⁻¹), ν₄ (1365 cm⁻¹) and ν₁ (1237 cm⁻¹) totally symmetric vibrations. For these totally symmetric vibrations that the theory from Chapter 3 predicts interesting effects dependent on the detuning from the peak of the electronic transition due to the presence of the LG excitation beam. There is also a non-totally symmetric vibration near 1200 cm⁻¹ present in the ‘A’ term scattering here due to a Jahn-Teller distortion of the excited electronic state along that coordinate.⁴

For each of the present vibrations, however, given our detection limit with this instrument, there is no detectable difference in the scattering as a function of the excitation laser beam. This is also true of the scattering when accounting for the polarization of the scattered light. We see no significant changes in the polarization ratio, ρ, as a function of the excitation beam. Slight differences between the parallel-polarized spectra in FIG. 6.4 are likely due to differences in our ability to fit the raw data to a flat baseline.
FIG. 6.4. 413.14 nm excited polarized resonance Raman spectra of high-energy ring vibrations of Fe(III)TPPCl in a 1:1 mixture of toluene and CH$_2$Cl$_2$ as a function of transverse profile of excitation beam.

FIG. 6.5 shows the mode-dependent scattering of Fe(III)TPPCl in a 1:1 mixture of toluene and CH$_2$Cl$_2$ excited to the Q$_v$ transition. Excitation on this transition will lead resonance enhancement of several non-totally symmetric vibrations, most notably the anomalously polarized bands at 1520 cm$^{-1}$ and 1337 cm$^{-1}$. While Chapter 3 did not make specific predictions with respect to non-totally symmetric or anti-symmetric vibrations, it is possible for these bands to be affected by the coupling of the LG beam. However, again, within the sensitivity limits of the measurement, there is no difference in the observed spectra as a function of the incident laser mode.
Discussion

Both in Ref. [1] and the extension from Chapters 2 and 3, predictions are made concerning the ability of LG beams to change the single molecule vibrational behavior of a large ensemble of molecules associated with a dipole allowed electronic transition. The extension of the Ref. [1] interaction Hamiltonian in Chapters 2 and 3 makes very specific predictions for changes in the intensity of totally and vibrations measured in a resonance-enhanced Raman scattering experiment. In the experimental tests, however, changes in the intensity of totally or non-totally symmetric vibrations in two different molecular systems are not observed when different excitation beams are incident on a large ensemble of molecules.

For Fe(III)TPPCl, FIG. 6.6 shows the difference in the scattered intensity from 4 vibrations, 1234 cm\(^{-1}\), 1362 cm\(^{-1}\), 1454 cm\(^{-1}\) and 1554 cm\(^{-1}\), between \(l=0\) and \(l=2\), 413.1 nm excitation beams. This difference is zero within the noise of the measurement.

FIG. 6.5. Room temperature scattering of Fe(III)TPPCl in 1:1 mixture of toluene and CH\(_2\)Cl\(_2\) excited at 514.5 nm. There is no detectable difference in the scattering from any of the excited non-totally symmetric and anomalously polarized vibrations in this region.
FIG. 6.6. Difference between $l=0$ and $l=2$ incident laser modes in resonance Raman scattering from Fe$^{III}$TPPCl in 1:1 mixture of toluene and CH$_2$Cl$_2$ excited at 413.14 nm at four peaks: 1234 cm$^{-1}$, 1363 cm$^{-1}$, 1454 cm$^{-1}$ and 1555 cm$^{-1}$.

FIG. 6.7 shows the same information of the 1337 cm$^{-1}$, 1516 cm$^{-1}$, 1524 cm$^{-1}$ and 1555 cm$^{-1}$ vibrations excited at 514.5 nm on the first vibronic overtone of the Q resonance. While it looks to one’s eye that the difference in the mean intensity between a $l=0$ and $l=2$ excitation beam is consistently below zero, within the noise of the measurement the difference is also zero.
FIG. 6.7. Difference between $l=0$ and $l=1$ incident laser modes in resonance Raman scattering from Fe$^{III}$TPPCl in 1:1 mixture of toluene and CH$_2$Cl$_2$ excited at 514.54 nm at four peak: 1337 cm$^{-1}$, 1516 cm$^{-1}$, 1524 cm$^{-1}$ and 1555 cm$^{-1}$.

Based on the theoretical derivations and experimental evidence found, one can identify possible explanations for this outcome, two of which are of interest here. First, the derivation of the interaction Hamiltonian used to make the predictions tested with the above experiments (or any previous derivations from which it is based) is incorrect. This would mean the predictions themselves are incorrect and one should not expect to see the predicted changes in experimental data.

In exploring the incorrectness of the derivation of the second order perturbative corrections leading to light scattering processes, there is an important assumption worth exploring further. As pointed out in Chapter 3, this extension is only taking terms in the effective molecular polarizability in which the interaction Hamiltonian of Ref. [1] is used in the excitation transition matrix elements. The spontaneous scattering of a photon cannot occur into a LG mode, given the LG modes do not serve as a basis for the vacuum states of an EM field.

The most rigorous derivation of the second order corrections to a molecule’s energy due to the LG interaction Hamiltonian might have to include terms in which there is a LG optical coupling in both the excitation and scattering processes. This would mean including all the terms of the state tensor from Eqn. (3.20). Experimentally, all of the processes implied by the terms in Eqn. (3.20) could be explored via a stimulated Raman experiment. In such an experiment, both the exciting and stimulating EM fields would need to come from LG beams, which could easily be undertaken with phase plates in a CSRS/CARS experiment.

Given that spontaneous resonance Raman scattering is not the most rigorous possible test of the predictions of the vibrational behavior of a molecule based on interaction Hamiltonian of Ref. [1], one cannot substantiate predictions with the most rigor. It may be that the assumptions on the nature of the light-matter interaction itself preclude the ability to test those predictions using a spontaneous coupling to the vacuum field.

The second possibility explaining the null result in the above experiments is that the above predictions are correct, but these experiment results have provided an upper limit
on the magnitude of the contribution of terms that lead to the ‘new’ physical processes explored here and Ref. [1]. Since the interference effect derived and discussed in Chapter 3 picks up intensity from the cross term between the first and fourth terms in eqn. (3.27b), one would expect that this process to contribute more substantially than the square of the fourth term. If this were the case, these experiments provide the upper limit on the coefficient of the fourth term of eqn. (3.27b). This upper limit is between 1/10000 and 1/1000 times the coefficient of the first term. This provides a ceiling for the effect on the molecules’ vibrational behavior of a LG beam during an electronic transition among a large ensemble of those molecules. Further scattering experiments exploring lower noise floors and higher SNR’s will either detect the effects predicted here or extend the ceiling for relative magnitude of the effects to an even lower limit.

If the derivations of Chapter 2 and Chapter 3 are correct in its assumptions then there is a significant portion of the volume illuminated by the exciting LG beam in which the radial variation of the laser beam is coupled to the quantized vibrations of the molecule. If a substantial portion of the illuminated molecules is coupled to the radial variation of the LG beam, then it is meaningful to equate the SNR from the above measurements with a real ceiling of the interference effect derived in Chapter 3.

If the molecules must interact with the LG beam on its axis, then the relative magnitude of the contribution of the LG coupling can be substantially larger. The fact that such a coupling is not measureable would mean that the background of all the molecules that do not ‘sense’ such a coupling make a much more sensitive measurement necessary. Such cases would likely necessitate sensitivity down to 1 part in $10^{15}$ or smaller, depending on the resonance enhancement of the particular vibration of interest.

**Conclusions**

The extension of the LG interaction Hamiltonian of Ref. [1] to the inelastic light scattering of neutral diatomic and complex polyatomic molecules was tested with the resonantly enhanced Raman scattering of two molecular systems in condensed phase: I$_2$ and Fe$^{(III)}$TPPCl. Taking the appropriate terms from the state tensor derived in Chapter 3,
resonance Raman scattering provides enough sensitivity to detect effects 1000 to 10000 times smaller than the plane wave interactions.

Given the detection limit of these measurements, effects due the LG excitation on the vibrational behavior of the totally symmetric vibrations of I₂ or Fe(III)-TPPCl dissolved in different solvents at room temperature were not detected. Although these experiments point to questioning the correctness of the interaction Hamiltonian of Ref. [1], more rigorous experimental tests of the predictions of Chapter 3 are possible. More rigorous experiments could be conducted with LG beams both exciting and scattering processes in a stimulated Raman scattering experiment.
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Chapter 7: Angular Momentum Conservation in Classical Electromagnetic Scattering: Induced Transparency and Amended Nano-Plasmonics

Introduction

In this chapter, the scattering of beams carrying orbital angular momentum (OAM) from a spherical metal nano-particles is treated analytically using a projection of the participating EM fields onto traditional angular momentum states of the electromagnetic field. This treatment helps to understand the ways in which the incident OAM affects the intensity and spatial variation of the scattered electric and magnetic fields in limit of a metallic particle smaller than an optical wavelength. Calculations show that the OAM of the incident field is conserved in the scattered and internal fields resulting in interesting changes to the scattering cross-section and plasmonic response of a sub-micron particle.

First, the electromagnetic response is calculated for an arbitrarily sized particle. The analytical results are then applied to the scattering of a sub-micron particle. The effects of OAM on the light scattering from a metal particle are contrasted against the same interaction with a circularly polarized plane wave. This comparison aids in more fully understanding the applicability of beams carrying OAM in nano-structure technologies.

For a small particle, the scattering of an incident p=0, l=1 right circularly polarized (RHP) LG beam leads to the leading multipole term in the scattered field expansion that possesses an angular distribution with vanishing amplitude at specific observation angles. This case contrasts that of a RHP plane wave in which there are no such angles. These zero intensity angles in the angular distribution of the scattered power are due to the presence of OAM in the scattered fields.

Plasmonic effects associated with metallic particles of sub-micron radius are also treated. Metallic particles in this size limit show substantially different absorption and scattering behavior than the same materials in bulk. These changes are due to the dominance of the surface plasmon optical response. This chapter shows that the incident
angular momentum density changes the lowest order contribution to the field internal to a nanometer-sized metallic particle. This consequence of the conservation of angular momentum changes the plasmonic response of the particle in two interesting ways.

First, higher plasmonic surface and volume modes of the particle confine more of the excited fields near the metal-dielectric interface.\textsuperscript{2} The enhanced confinement of the plasmonic response to the metal-dielectric interface is useful for several applications. In the nano-scale limit, the localized excitation of collective electronic response in light-absorbing nano-scale metallic structures have opened doors to sub-diffraction limited photonic devices. Such structures are of great interest in a variety of fields ranging from chemical sensing to energy science and telecommunication applications.\textsuperscript{3-9} In particular, the utility of these structures to chemical sensing comes from the increased intensity of the EM fields near the metal-dielectric interface. By confining the nano-scale plasmonic response closer to the metal-dielectric surface, circularly polarized LG beams can play a significant role in advancing the identification and characterization of molecular systems of interest via surface-based spectroscopic techniques.

Also, the spatial variation of the higher order volume mode of sphere matches that of the transverse radial variation of the incident electric field. The matching of these modes strengthens the coupling between the incident and excited fields. Since the internal fields are excited coherently with the scattered fields, strong coupling between the incident and internal modes of the spherical particle also affects the multipole contributions to the scattered fields. In the small particle limit the dipole response of the particle dominates the scattering cross section. Matching the transverse spatial profile of the incident field to those of higher order volume modes of the sphere leads to dramatic attenuation of the dipole contribution to the scattering, making the particle virtually transparent to the light field.

Second, plasmon modes excited in the scattering process also contribution to determining the angular momentum state of the scattered fields. Each of the surface plasmon modes is resonant at different frequencies set by spherical geometry of the nano-structure. Therefore, different angular momentum states of the scattered field are resonant at different frequencies. From this perspective a model is developed to control attributes
of the scattering spectra of plasmonic nano-spheres through the conservation of angular momentum. To achieve this control, fractional vortex beams with non-integer valued OAM density provide multiple lowest order multipole contributions to the scattered field, which are enhanced in coherent electromagnetic scattering. By providing interference between the different angular momentum states of the scattered fields, coherent light scattering of fractional OAM beams allows selective tailoring of specific attributes of plasmonic scattering spectra.

**Classical Electromagnetic Scattering of LG Beams**

The theory of classical electromagnetic scattering dates back to the turn of the 20\(^{th}\) century. Mie was among the first to show the closed-form expressions for an EM field scattered by a small, spherical particle.\(^ {10}\) Since that time, the topic of light scattering from both conducting and dielectric particles has been revisited for a number of applications whose importance has waxed and waned over time. Recently, with ever-increasing techniques and technologies for fabricating a host of precision sub-micron material motifs, classical EM scattering has seen resurgence in importance in the optics community.

Mie’s formal solution of Maxwell’s equations for scattering of light by a homogeneous sphere can be cast in the form of vectors to see how changes in the incident field’s angular momentum density affect the overall scattering intensity, the angular distribution of the scattered intensity as well as the angular momentum density of the scattered fields. Treatments of the scattering of LG beams using the Mie formalism have yet to address how changes in the incident field’s angular momentum density affect that of the scattered fields or the plasmonic response of the scattering center. These studies have focused instead on utilizing the scattered field to characterize the incident field in the context of projections onto the complete set of LG modes.\(^ {11,12}\)

A series summation of vector spherical harmonics represents general solutions to the Maxwell equations in an empty, source-free region of space filled with a dielectric medium.\(^ {1}\) That is the magnetic and electric fields, respectively, are written as,
\[ \tilde{H} = \sum_{m,n} \left[ a_E(m,n) f_m(kr) \tilde{X}_{mn} - \frac{i}{k} a_M(m,n) \nabla \times g_m(kr) \tilde{X}_{mn} \right] \quad (7.1a) \]

\[ \tilde{E} = \frac{\mu_d \omega}{k_d} \sum_{m,n} \left[ a_M(m,n) g_m(kr) \tilde{X}_{mn} + \frac{i}{k} a_E(m,n) \nabla \times f_m(kr) \tilde{X}_{mn} \right], \quad (7.1b) \]

where,

\[ \tilde{X}_{mn} = \frac{1}{\sqrt{m(m+1)}} \tilde{L} Y_{mn}. \quad (7.2) \]

are the vector spherical harmonics. The vector operator \( \tilde{L} \) is the orbital angular momentum operator, \( Y_{mn} \) are the spherical harmonics, \( k \) is the wavevector of the EM field in question and \( f_m \) and \( g_m \) are linear combinations of first and second order spherical Hankel functions. The subscript \( d \) on both \( k \) and \( \mu \) indicate the wavelength and magnetic permeability in this dielectric medium.

Calculating the appropriate electric and magnetic multipole moment coefficients (\( a_E \) and \( a_M \), respectively) allows one to ‘transparently see’ the angular momentum states of a LG beam. A RHP, \( p=0, l=1 \) LG beam focused to it’s waist, \( w_0 \), traveling in the \( z \)-direction is

\[ \tilde{E}_{01} = (\hat{x} + i\hat{y}) E_0 \frac{r \sqrt{2}}{w_0} e^{-\frac{r^2}{w_0^2}} e^{i\phi} e^{ikz} \quad (7.3a) \]

\[ \tilde{H}_{01} = \frac{-i \tilde{E}_{01} k_d}{\omega \mu_d} = -i(\hat{x} + i\hat{y}) E_0 \frac{r k_d \sqrt{2}}{\omega \mu_d w_0} e^{-\frac{r^2}{w_0^2}} e^{i\phi} e^{ikz}. \quad (7.3b) \]

in the same dielectric medium described above. At the beam’s waist one ignores the radius of curvature and Guoy phase of the beam, which complicate the analytical calculation of the electric and magnetic multipole coefficients of the incident fields.

After transforming the RHP polarization state of the beam into spherical coordinates, the electric and magnetic fields of the RHP \( p=0, l=1 \) LG beam can be written in terms of the vector spherical harmonics as
\[ \vec{E}_{01} = \sum_{m=2}^{\infty} -i^l \sqrt{\frac{4\pi(2m+1)}{m(m+1)}} \frac{E_0 \sqrt{2}}{kw_0} \times \exp \left[ -\left( \frac{kr}{kw_0} \right)^2 \right] (k^r) j_m(k^r) \vec{X}_{m2} \]

\[ \vec{H}_{01} = -i\vec{E}_{01} \frac{k_d}{\omega \mu_d} \sum_{m=2}^{\infty} -i^l \sqrt{\frac{4\pi(2m+1)}{m(m+1)}} \frac{E_0 \sqrt{2}}{Z_0 kw_0} \times \exp \left[ -\left( \frac{kr}{kw_0} \right)^2 \right] (k^r) j_m(k^r) \vec{X}_{m2} \]

Most notable about equations (7.4a) and (7.4b) is the fact that the summation over the index \( m \) in the expansion over the vector spherical harmonics begins with the value \( m=2 \). This is directly due to the fact that the RHP, \( p=0, l=1 \) LG beam carries two units of angular momentum along the propagation direction, \( z \) in this case. One unit of angular momentum is associated with the circular polarization of the fields while the other is associated with the helical structure of the beam’s wave front, or the OAM, of the beam.

Had the EM fields of a LHP \( p=0, l=1 \) LG beam been derived using this method, the expansion of the fields would have began with the \( m=1 \) term. This is because the LHP state and \( l=1 \) helical phase front of the LG beam counter each other in that case and the units of the quantized angular momentum associated with each of these degrees of freedom cancel. Despite the fact that the opposite-handedness of the circular polarization and LG results in the beam carrying zero units of total angular momentum along the propagation direction, the absolute lowest order contribution to the scattering must be the dipole response. This corresponds to the \( m=1 \) state in the expansions in eqns. (7.1a) and (7.1b).

In order to understand how control of OAM can affect the scattered EM fields, a metal particle of radius \( a \) is positioned on the \( z \)-axis at the waist of an incident \( p=0, l=1 \) RHP LG beam. Under these conditions, the particle shares a common \( \varphi \)-axis with the incident LG beam, as has been treated similarly elsewhere\(^\text{12} \). This physical situation is seen in FIG. 7.1.
FIG. 7.1. Schematic of a LG laser beam of $w_0$ (green) incident on a metallic, absorptive nano-particle (red) of radius $a$. The particle and LG beam share a common $z$ and $\varphi$-axes in spherical coordinates.

The polarization state of the incident field is then evaluated in the plane $\theta=\pi/2$ in spherical coordinates since the LG beam is described as a TEM mode. Based on the incident LG field, the scattered field becomes

$$\tilde{E}_{sc} = \sum_{m=2}^{\infty} \left[ \alpha_+ (m) h_m^{(1)}(k_dr) \tilde{X}_{m,2} + \frac{\beta_+ (m)}{k_d} \tilde{\nabla} \times h_m^{(1)}(k_dr) \tilde{X}_{m,2} \right] \tag{7.5a}$$

$$\tilde{H}_{sc} = \frac{-ik_d}{\omega \mu_d} \sum_{m=2}^{\infty} \left[ \beta_+ (m) h_m^{(1)}(k_dr) \tilde{X}_{m,2} + \frac{\alpha_+ (m)}{k_d} \tilde{\nabla} \times h_m^{(1)}(k_dr) \tilde{X}_{m,2} \right]. \tag{7.5b}$$

from which the scattered field coefficients $\alpha_+ (m)$ and $\beta_+ (m)$ can be found using the appropriate boundary conditions. The fields internal to the sphere are,

$$\tilde{E}_{in} = \sum_{m=2}^{\infty} \left[ \gamma_+ (m) j_m(k_pr) \tilde{X}_{m,2} + \frac{\delta_+ (m)}{k_p} \tilde{\nabla} \times j_m(k_pr) \tilde{X}_{m,2} \right] \tag{7.6a}$$

$$\tilde{H}_{in} = \frac{-ik_p}{\omega \mu_p} \sum_{m=2}^{\infty} \left[ \delta_+ (m) j_m(k_pr) \tilde{X}_{m,2} + \frac{\gamma_+ (m)}{k_p} \tilde{\nabla} \times j_m(k_pr) \tilde{X}_{m,2} \right]. \tag{7.6b}$$

The subscript $p$ on $k$ and $\mu$ in eqn. (7.6b) indicate the wavevector and magnetic permeability of the illuminated particle.

In both sets of equations for the scattered and internal fields, the subscript $+$ indicates that the incident field is right circularly polarized based on the convention in eqns. (7.3a)
and (7.3b). It is important to point out that because the projection of the incident field onto the vector spherical harmonics begins with \( m=2 \), the projection of the scattered and internal fields onto the spherical harmonic basis set must begin with the same \( m \)-value. This is a direct consequence of the conservation of angular momentum.

The incident, scattered and internal fields obey the boundary conditions,

\[
E^\theta_{01} + E^\theta_{sc} = E^\theta_{in}, \quad (7.7a) \\
E^\phi_{01} + E^\phi_{sc} = E^\phi_{in}, \quad (7.7b) \\
H^\theta_{01} + H^\theta_{sc} = H^\theta_{in}, \quad (7.7c) \\
H^\phi_{01} + H^\phi_{sc} = H^\phi_{in}, \quad (7.7d)
\]

Solving the boundary conditions at \( r = a \), the scattered and internal field coefficients become,
\[ \alpha_s(m) = -in^2 \frac{E_0 \sqrt{2}}{k_j \omega_0} \sqrt{\frac{2m+1}{m(m+1)(m+2)}} \left[ \frac{k_p}{\omega \chi_{p}} \exp \left[ -\left( \frac{\rho}{k_j \omega_0} \right)^2 \right] j_n(\rho) \frac{1}{\rho} \frac{d}{d(\rho)} \left\{ \rho \phi_{n,0}(\rho) \right\} + \frac{k_p}{\omega \chi_{p}} \frac{1}{\rho} \frac{d}{d(\rho)} \left\{ \exp \left[ -\left( \frac{\rho}{k_j \omega_0} \right)^2 \right] \rho j_n(\rho) \right\} \right] \right. \\
\times \left. \frac{k_e}{\omega \chi_{p}} h^{(1)}_{n,0}(\rho) \frac{1}{\rho} \frac{d}{d(\rho)} \left\{ \rho \phi_{n,0}(\rho) \right\} - \frac{k_e}{\omega \chi_{p}} j_n(\rho) \frac{1}{\rho} \frac{d}{d(\rho)} \left\{ \rho h^{(1)}_{n,0}(\rho) \right\} \right] \right) \right), \quad (7.8a) \]

\[ \beta_s(m) = -in^2 \frac{E_0 \sqrt{2}}{k_j \omega_0} \sqrt{\frac{2m+1}{m(m+1)(m+2)}} \left[ \frac{k_p}{\omega \chi_{p}} \exp \left[ -\left( \frac{\rho}{k_j \omega_0} \right)^2 \right] j_n(\rho) \frac{1}{\rho} \frac{d}{d(\rho)} \left\{ \rho \phi_{n,0}(\rho) \right\} + \frac{k_p}{\omega \chi_{p}} \frac{1}{\rho} \frac{d}{d(\rho)} \left\{ \exp \left[ -\left( \frac{\rho}{k_j \omega_0} \right)^2 \right] \rho j_n(\rho) \right\} \right] \right. \\
\times \left. \frac{k_e}{\omega \chi_{p}} h^{(1)}_{n,0}(\rho) \frac{1}{\rho} \frac{d}{d(\rho)} \left\{ \rho \phi_{n,0}(\rho) \right\} - \frac{k_e}{\omega \chi_{p}} j_n(\rho) \frac{1}{\rho} \frac{d}{d(\rho)} \left\{ \rho h^{(1)}_{n,0}(\rho) \right\} \right] \right), \quad (7.8b) \]

\[ \gamma_s(m) = -in^2 \frac{E_0 \sqrt{2}}{k_j \omega_0} \frac{k_j}{\omega \chi_{p}} \sqrt{\frac{2m+1}{m(m+1)(m+2)}} \frac{1}{\rho} \frac{d}{d(\rho)} \left\{ \exp \left[ -\left( \frac{\rho}{k_j \omega_0} \right)^2 \right] \rho j_n(\rho) h^{(1)}_{n,0}(\rho) \right\} \right. \\
\times \left. \frac{k_p}{\omega \chi_{p}} h^{(1)}_{n,0}(\rho) \frac{1}{\rho} \frac{d}{d(\rho)} \left\{ \rho \phi_{n,0}(\rho) \right\} - \frac{k_p}{\omega \chi_{p}} j_n(\rho) \frac{1}{\rho} \frac{d}{d(\rho)} \left\{ \rho h^{(1)}_{n,0}(\rho) \right\} \right] \right), \quad (7.8c) \]

\[ \delta_s(m) = -in^2 \frac{E_0 \sqrt{2}}{k_j \omega_0} \frac{k_j}{\omega \chi_{p}} \sqrt{\frac{2m+1}{m(m+1)(m+2)}} \left[ \frac{1}{\rho} \frac{d}{d(\rho)} \left\{ \exp \left[ -\left( \frac{\rho}{k_j \omega_0} \right)^2 \right] \rho j_n(\rho) h^{(1)}_{n,0}(\rho) \right\} \right. \right. \\
\times \left. \left. \frac{k_p}{\omega \chi_{p}} h^{(1)}_{n,0}(\rho) \frac{1}{\rho} \frac{d}{d(\rho)} \left\{ \rho \phi_{n,0}(\rho) \right\} - \frac{k_p}{\omega \chi_{p}} j_n(\rho) \frac{1}{\rho} \frac{d}{d(\rho)} \left\{ \rho h^{(1)}_{n,0}(\rho) \right\} \right] \right) \right), \quad (7.8d) \]

where \( \rho= k_\alpha a \) and \( \rho_1 = k_\beta a \)

**Scattering in the Small Particle Limit (k_\alpha a << 1)**

For the case in which \( k_\alpha a << 1 \), the coefficients \( \alpha \) and \( \beta \) can be simplified using the asymptotic forms of the spherical Bessel and Hankel functions. The Gaussian roll-off of the laser profile can also be ignored since \( k_\alpha a << \omega_0 \) in this limit. Using the first possible \( m \)-value in the expansion to match the fact that the \( n \)-values begin with \( n=2 \), the angular distribution of the scattered power per unit solid angle becomes,
\[
\frac{dP}{d\Omega} = \frac{E_0^2 a^2}{w_0^2} \left( \frac{k_d}{\omega \mu_d} \right)^2 \frac{5}{1458} \rho^{12} \left[ \frac{13}{10} \left( 1 - \cos^4 \theta \right) - \sin^2 \theta \cos \theta \right]. \tag{7.9}
\]

The angular dependence of this scattering of a RHP \( p=0, l=1 \) LG scaled to the value of the pre-factor in eqn. (7.9) is compared to that caused by an incident RHP plane wave scaled to its pre-factor is shown in FIG. 7.2.\(^1\)

FIG. 7.2. Comparison of angular dependence of scattered power per unit solid angle induced by RHP plane wave (blue) and RHP \( p=0, l=1 \) LG beam (red). The scattering from the LG beam goes to zero intensity at \( \theta = 0 \) and \( \theta = \pi \).

FIG. 7.2 shows that angularly distributed power scattered off the particle by a RHP plane wave contains no observation angle at which the intensity zero. In contrast, there are two such directions for a RHP \( p=0, l=1 \) LG beam. In both the forward and backward directions relative to the propagation direction of the incident field there is no scattered light.

Based on eqn. (7.9), one can also say that the total scattering intensity due to the incident LG beam from a metallic particle is extremely small. For \( k_d a = 0.1 \), the intensity of the scattered power is weighted by a factor less than \( 10^{-12} \). As \( k_d a \) becomes smaller, so
does the scattering intensity. This means that the incident LG beams interacts with an extremely small effective scattering cross-section. In comparison to the scattering of circularly polarized plane waves, these small particles seems transparent to the incident LG beam.

Transparency to incident electromagnetic waves is a topic of central focus in plasmonics and, by extension, metamaterials.\textsuperscript{13-15} Researchers are developing new nanostructures showing bulk properties not found in nature to pass light with little to no disruption of the parameters of its fields. Transparency due to the conservation of angular momentum has yet to be analyzed in the broader optical science community, but could play a role in protocols for optical switching and signal processing.

It has been pointed out in the literature that amplitude of the electric field of a LG beam is very small at its center.\textsuperscript{16} Since the particle of interest is being placed at the center of the LG beam, one may regard the magnitude of the scattered field as tied to the fact that the incident field intensity is very small at such a point. Upon reflection different, and more interesting, effects may be dominating the magnitude of the observed scattering.

First, in the limit that the particle is very small compared to the wavelength of light the dipole response of the particle dominates the scattering cross-section. The scattering from higher order multipole moments is strongly attenuated in this size limit. As seen in the lowest order contribution to eqns. (7.8a) through (7.8d), the angular momentum density of the incident circularly polarized LG beam is conserved in both the scattered and internal fields. Since this conservation demands that higher order multipole moments are excited in the scattering process, a circularly polarized LG beam does not scatter from the dipole moment of the particle. The LG beam only excites moments of the particle that very weakly contribute to scattering of a particle in this size limit. Therefore, the excitation of these higher order multipole moments of the particle leads to a very small overall scattering intensity.

Second, the field inside the particle is defined by volume modes which have been described by the vector spherical harmonics in eqns. (7.7a) and (7.7b). In the limit that the wavelength of the incident light is much longer than the radius of the sphere the
spherical Bessel functions in the expansions take their asymptotic form, as described above. In this power law limit, the curl term dominates eqns. (7.7a) and (7.7b). From that conclusion, the spatial variation of the electric field is approximated as

$$\vec{E}_\text{in} \propto \sum_{m=2}^{\infty} \vec{\nabla} \times \vec{E}_m \propto \sum_{m=2}^{\infty} \vec{X}_m \propto \sum_{m=2}^{\infty} \left(k_p r\right)^{m-1}.$$  \hspace{1cm} (7.10)

Again, the expansion of the internal fields onto the vector spherical harmonics conserves the incident angular momentum. The presence of orbital angular momentum in the incident field causes this expansion to begin with the value m=2. This spatial variation of the internal electric field is a direct consequence of the presence of both orbital and polarization forms of electromagnetic angular momentum in the incident field. An incident circularly polarized plane wave elicits a uniform internal electric field to lowest order due to the dipole response of the particle in the long wavelength limit, the m=1 case. In this sense, the orbital angular momentum density of the incident beam amends the response of the metallic sphere. Conserving angular momentum necessitates that the lowest order contribution to the internal EM fields comes from a higher order volume mode. This higher order volume mode is defined by functionally different spatial variation, which confines more of the internal field to the metal-dielectric interface.

In response to an incident p=0, l=1 LG beam, the lowest order contribution to the internal EM fields has the value m=2. From eqn. (7.10), electric field internal to the particle due to this term will increase linearly from zero at the center of the sphere to its maximum at the interface between the metal and dielectric. Physically, this corresponds to confining more of the amplitude of the internal field close to this interface than the m=1 state, or dipole moment of the particle, which displays a spatially homogeneous internal electric field.

Of more interest to the discussion of angular momentum-induced transparency, the dipole moment volume mode matches the field profile of an incident TEM_{00}. That is, on length scales small compared to the incident wavelength, the transverse profile of an incident TEM_{00} mode matches that of the homogeneous dipole volume mode. Mode-matching plays an important role in the coupling of propagating EM fields to wide
variety of optical devices ranging from waveguides to optical fibers to photonic crystals.\textsuperscript{17-19}

The matching of the transverse profile of the incident beam to the radial variation of the volume modes strongly couples the two modes. Given that the internal and scattered fields are excited coherently, the excitation of internal fields due specific multipole moments also excites scattered fields from these same moments. This mode-matching leads to stronger coupling between these fields than would otherwise occur simply due to angular momentum conservation considerations. However, the mode-matching changes in the case of incident LG beams and higher order volume modes.

In the case of an incident circularly polarized LG beam treated above, the linear radial variation of the higher order volume mode matches the linear transverse radial variation of the incident LG electric field. Increasing the \(l\)-value of the incident beam increases the orbital angular momentum in the incident field as well as the power law dependence of the transverse mode on the radial coordinate, \(r\). Applying the same treatment carried above for an incident \(p=0, l=2\) RHP LG beam results in an expansion onto the vector spherical harmonics that begins with the value \(m=3\). Conservation of angular momentum causes a quadratic radial dependence in the lowest possible excited surface plasmon mode. The radial variation of this higher order volume mode again matches the transverse radial variation of the incident \(p=0, l=2\) LG mode.

If one were to continue to increase the \(l\)-value of the incident LG mode, one would find that the radial variation of the electric field continues to match the transverse radial variation of the incident LG electric field. This remains the case as long as the particle is fixed at the center of the transverse mode. However, in the case of a small particle the higher order multipole moments make a very small contribution to the overall charge density. Due to these small contributions, there is very little potential for coupling from mode-matching between the transverse profile of the LG beam and that of the higher order volume modes. Therefore, the enhancement to the scattered fields due to the mode-matching of the dipole volume mode to the transverse profile of an incident TEM\(_{00}\) beam is also lost in the case of an incident LG beam. The loss of this enhancement further
reduces the magnitude of the scattering by the LG fields and further induces transparency in the particle.

**Spectral and Coherent Control of the Surface Plasmon Response with OAM**

The previous section shows that the volume modes of a sub-micron sphere must preserve the angular momentum density of the incident fields. This conservation leads the excitation of higher order volume electromagnetic modes of the sphere. However, the conservation of angular momentum also plays a role in modulating the excitation of the localized surface modes of the sphere. When the real part of the electric susceptibility of the metal sphere takes on certain values ($\varepsilon < -1$) and the index of refraction of the surrounding material is larger than that of the vacuum, electromagnetic modes are excited along the interface between the metal and dielectric. These are known as surface-plasmon modes.

There is a distinct angular momentum associated with each of the surface-plasmon modes excited on a spherical particle. The angular momentum associated with each of the surface-plasmon modes manifests itself as its distinct resonant frequency. At each frequency resonant associated with a distinct angular momentum state, the electric susceptibility satisfies the relation,

$$\varepsilon(\omega_m) = -\left(\frac{m+1}{m}\right), \quad (7.11)$$

where $m$ signifies the angular momentum state of the spherical surface-plasmon modes.

Fractional vortex beams have been theorized and fabricated in the lab. These beams contain a non-integer OAM density and are thought of as a linear superposition of the integer OAM beams. Using a fractional vortex beams as linear superposition of OAM states and the conservation of angular momentum, one can excite different angular moment states of a plasmonic nano-sphere as lowest order contributions to the scattered field. Since each of the angular momentum states is associated with a different resonant frequency, fractional vortex beams tailor the scattering spectra produced by the plasmonic nano-sphere.
A simple model of a fractional vortex beams treats them as a sum of plane waves that each possess a l-dependent vortex structure produced by azimuthal phase variation. The electric of this simple fractional vortex beam is,

$$\tilde{E}(l)_{inc} = \sum_{l=\text{max}}^{l=\text{min}} \tilde{E}_0(l) g(l) e^{i\theta} e^{iakz}. \quad (7.12)$$

The factor $g(l)$ is a distribution that determines the weighted amplitude of each component of the incident vortex beam.

To test how OAM controls plasmonic spectra, this electric field is incident on metallic nano-particle of radius $a$ with an electric susceptibility, $\varepsilon_p$, embedded in a dielectric material with a purely real electric susceptibility, $\varepsilon_d$, as shown in FIG. 7.1. From eqn. (7.7b) and using the Drude model to explain the frequency dependent relative susceptibility ($\varepsilon=\varepsilon_p/\varepsilon_d$), the electric multipole scattering coefficient becomes,\(^{21,22}\)

$$\beta^{(m)}(\omega) = \sum_m E_0 g(m) \sqrt{\frac{4\pi(2m+1)}{m(m+1)}} \left( \frac{ka}{2m+1} \right)^{2m+1} \frac{\omega^2}{(2m+1)!} \left[ \frac{\omega^2 - \omega_m^2 + \gamma^2}{\omega - \omega_m} \right]$$

$$+ \frac{i\gamma}{\omega - \omega_m} \frac{\omega^2 - \omega_m^2 + \gamma^2}{\omega - \omega_m - \omega_m^2} \right] \quad (7.13)$$

where the limit that $ka<<1$ has simultaneously been invoked. The total scattering cross-section for Rayleigh scattering is,

$$Q_s = \frac{1}{(ka)^2} \sum_m (2m+1) \left[ |\alpha^{(m)}(\omega)|^2 + |\beta^{(m)}(\omega)|^2 \right] \quad (7.14)$$

allowing one to calculate the surface-mode scattering spectrum for different fractional vortex modes.

FIG. 7.3 shows the spectrum scattered by a broadband fractional vortex beam from a gold nano-sphere with population in the $l=3$, 4, 5, and 6 states [$g(3)=0.234$, $g(4)=0.26$, $g(5)=0.26$, and $g(6)=0.234$] for three different values of $ka$. Since each multipole moment has a distinct resonance frequency, a broadband light source is used to excite all modes resonant with the incident OAM states simultaneously. The frequency axis has been scaled to gold’s plasma frequency ($\omega_p=2183$ THz) as well as gold’s electron dissipation rate due to scattering ($\gamma=6.46$ THz).\(^{23}\)
Despite population in 4 distinct OAM states, only the scattering from the m=3 angular momentum state appears in the spectrum. The modes with higher angular momentum states than m=3 are attenuated strongly enough by the nature of Rayleigh scattering in the small particle limit that they do not appear in the spectrum.

FIG 7.4 shows the scattering from the same gold nano-particle in the case of a different broadband fractional vortex beam with population in the l=1, 2, and 3 states [g(1)=0.01, g(2)=0.04 and g(3)=0.95].
In this case, the $m=1$ state dominates the spectra, but higher order peaks begin to appear as the particle radius increases. As the particle size increases, the Rayleigh limit of dipole-dominated scattering becomes less correct. This allows higher order multipoles to become larger and appear in surface-plasmon scattering spectra.

In a similar fashion to the proposal to change to resonant quantum mechanical light scattering with LG beams presented in Chapter 3, interference between strongly and weakly allowed transitions provides the mechanism for the control of these scattering spectra. In this case the very strong $m=1$ state in FIG. 7.4 interferes with higher order multipole moments as a mechanism towards optical control. In mathematical terms, interfering the scattering of different angular momentum states multiplies the small contribution of the higher order modes by that of the dominant dipole to produce enhanced features from those higher order moments.
Coherent electromagnetic scattering provides the ability to do just that. The interference effect associated with two forms of coherent electromagnetic scattering have been extensively studied: Radio Backscattering (RBS) and Forward Scattering (FS). The cross-section for RBS is,

\[ Q_{\text{RBS}} = \frac{1}{(ka)^2} \left| \sum_m (2m+1)(-1)^m \left[ \alpha^{(m)}(\omega) + \beta^{(m)}(\omega) \right] \right|^2. \quad (7.15) \]

while that of FS is,

\[ Q_{\text{FS}} = \frac{1}{(ka)^2} \left| \sum_m (2m+1) \left[ \alpha^{(m)}(\omega) + \beta^{(m)}(\omega) \right] \right|^2. \quad (7.16) \]

From inspecting eqns. (7.15) and (7.16) relative to eqn. (7.14) ones sees that while traditional Rayleigh scattering is a sum of squared multipole coefficients, RBS and FS come from the coherent squares of the sum of those multipole coefficients. This means that cross terms between different angular momentum states occur in RBS and FS and interference between these states plays a major role in modulating the scattering spectra.

FIG. 7.5 shows the RBS and FS of the same broadband fractional vortex beam as FIG. 7.4 for the case of a gold particle and \( ka=5 \).
Two features of FIG. 7.5 are worth noting here. First, in the Rayleigh or normal scattering limit, frequencies at the exact surface plasmon mode resonances are not real, but virtual.\(^2\) This is because the denominator of the scattering cross-section equals zero at these frequencies. The dashed gray lines in FIG. 7.5 indicate those frequencies at which the denominator of the coherent scattering cross-section equals zero and explodes to an indeterminable value. Since different angular momentum states with differing resonant frequencies interfere to produce coherent scattering, several frequencies occur at which the denominators of eqns. (7.15) and (7.16) go to zero.

Second, \(m=3\) peak in the spectra of FIG. 7.5 display asymmetric lineshapes for each form of coherent scattering. Fano resonances play an important role in the scattering and extinction spectra of plasmonic structures and metamaterials constructed from metallic
nano-structures.\textsuperscript{5} The lineshapes in FIG. 7.5 could mean that a Fano resonance is playing a role in the scattering, though a closer inspection of the explicit form of the scattering cross-section is necessary to reach that conclusion.

By controlling the distribution of weights in the different OAM state populations, one can modulate the positions of minima in the spectra, as well as tailor other spectral features. FIG. 7.6 compares the RBS spectra of three different fractional vortex beams all showing OAM populations in the \(l=1, 2, \) and \(3\) states, but possessing different weight distributions: \#1) \(g(1)=0.01, g(2)=0.04, g(3)=0.95; \) \#2) \(g(1)=0.25, g(2)=0.25, g(3)=0.5; \) \#3) \(g(1)=0.5, g(2)=0.25, g(3)=0.25.\)

![Graph showing RBS scattering spectra for three different beams](image)

**FIG 7.6.** Comparison of the RBS scattering spectra for three different broadband fractional vortex beams that share population in the same OAM states, but differ in weight of those states in the incident beam. Weights of each beam are found in the text. The beams are incident on a gold particle with \(ka=5.\)

One sees that while the lineshapes of the \(m=1\) and \(m=2\) peaks are hardly changed, substantially changes in the \(m=3\) appear. Interestingly, the lineshape of the \(m=3\) peak
shows an asymmetry indicative of a Fano process. The size of this asymmetry to the higher frequency side of the peak is largest in the vortex #2 case and shifts as a function of the weight distributions the three OAM state populations. Also, in this spectral region the baseline of the entire spectrum becomes larger, passing values of 100 in some places.

Similarly to FIG. 7.6, FIG. 7.7 shows the FS spectra for the same three fractional vortex beams. However, significantly different features and variations are observed in the case of FS relative to RBS.

While the $m=2$ peak in the RBS spectra is hardly affected by changes in the weighting of three contributions to these fractional vortex beams, the $m=2$ peak of the FS spectra show some changes. As the contribution from the $l=1$ OAM state increases in the incident
beam, the minima flanking each side of the peak shift away in a symmetric fashion. However, neither the m=1 or m=2 peaks show much asymmetry.

The m=3 peak shows an asymmetric lineshape again, although the Fano component is 90 degrees out of phase with respect to that of the RBS spectra. This is a characteristic feature of the Fano effect in RBS and FS coherent scattering from nano-spheres.\(^5\)

Comparing eqns. (7.15) and (7.16), one finds that RBS is a coherent difference between angular momentum states while FS is a coherent sum of these same states. The difference in adding and subtracting the contributions produces the phase difference in the asymmetry coming from the interference of the terms.

The lack of substantial changes in the lineshapes of the m=1 and m=2 peaks in both forms of coherent scattering as a function of the weighting function on the OAM is also an indication of a Fano process taking place.\(^15\) Gallinet and Martin propose that the Fano lineshape present in extinction, scattering and absorption spectra of plasmonic systems arises from the interference of dark and bright electromagnetic states in these structures. The spectrum of the bright state becomes modulated by the presence and activation of a dark state that is not resonant at the same frequency.

In the case of the angular momentum states of the nano-sphere, only the m=3 peak shows substantial changes in its lineshape in coherent scattering. This implies that the m=1 and m=2 states of the scattered field act as ‘dark’ states when the resonance condition of the m=3 peak is met. However, identification of the m=1 and m=2 states as ‘dark’ is counter-intuitive given the broadband nature of the incident field. Coherent excitation of the three peaks assumes the spectrum of the incident field broad enough to cover the entire spectral region in FIGs. 7.3 through 7.6.

Other researchers propose that fields scattered from differing multipole states produce Fano effects in the limit that the non-radiative damping of the material is small.\(^21, 22, 24\) However, this treatment has made no such assumption. This treatment accounts for damping from both radiative and non-radiative relaxation.

The changes in coherent scattering spectra provide researchers the ability to tune attribute surface plasmon spectra to a specific application where needed. This tunability
will aid in using plasmonic nano-structures for photonic applications ranging from optical communication to molecular sensing and characterization.

**Conclusions**

In this chapter, the analytical forms for the scattered EM fields from an arbitrarily sized metallic particle due an incident RHP $p=0$, $l=1$ LG beam were derived. In the small particle limit, the incident angular momentum density is transferred to the scattered and internal fields. For the incident LG beam, the angular dependence of the scattered power per unit solid angle goes to zero in both the forward and backward directions. This is useful for optical techniques that necessitate the use of circularly polarized light, but suffer from poor signal to noise ratios due to background scattering. This is true of certain forms of surface-enhanced Raman optical activity spectroscopy.\(^3\)

Two distinct physical mechanisms account for a vanishingly small scattered intensity in the limit that the particle is much smaller than the incident wavelength. First, the strict conservation of the incident angular momentum density excites higher order moments of the scattering center whose contribution to the charge density of the particle are very small in this size limit. This small contribution dramatically limits the scattering from these higher order moments.

Second, mode-matching between the transverse profile of the incident LG and radial profile of higher order volume modes of the particle selectively excite higher order states of the scattered field. However, since these higher order volume modes necessitate contributions from higher order moment of the charge density of the particle, their excitation is very small in the small particle limit. The field profile matches volume modes that do not exist in particles in this size limit. The inability of the dipole moment of the particle to interact with the incident beam due to conservation of angular momentum and mode-matching considerations provides a method to induce transparency in matter via these physical mechanisms.

This chapter also shows that the orbital angular momentum of the incident LG results in the excitation of higher order volume modes in metallic spheres. These higher order volume modes confine more of the internal electric field amplitude to regions closer to
the metal-dielectric interface than volume modes excited by plane waves. The surface confinement of these modes is a direct consequence of the conservation of angular momentum. This confinement may further enhance the signals produced in surface-enhanced molecular vibrational spectroscopies allowing more precise and thorough characterization and assignment of low concentration molecular assays.

Also the scattering spectra of the surface plasmon modes show changes in the surface plasmon response of metallic nano-spheres due to the OAM of light. The scattering fractional vortex beams possessing non-integer OAM densities from plasmonic nano-sphere highlight how to manipulate these changes. The non-integer OAM of these fractional vortex beams means that several angular momentum states can contribute as the scattered fields as different lowest orders.

By using coherent electromagnetic scattering, the otherwise insignificant contribution of higher order angular momentum states is enhanced through interference effects. Tailoring the weights of different angular momentum states in the scattered field also tailors the scattering spectra. Changes in the weighting of different OAM states in the incident fractional vortex beam changes the positions and magnitude of spectral minima around the surface plasmon resonant frequencies as well as the overall scattering baseline of the spectrum. While the predictions derived here used a spherical geometry, these results will impact technologies that use plasmonic nano-structures whose localized surface modes possess a well-defined angular momentum density.25-27
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Chapter 8:  
Conclusions and Future Work

Introduction

This dissertation examines research that falls into three categories: 1) theoretical extension and experimental tests of the Laguerre-Gauss (LG)-mediated vibronic coupling model in resonantly enhanced inelastic light scattering from molecules, 2) experimental investigations of the temperature-dependent excited state dynamics and reactivity of iron(III) tetraphenylporphyrin chloride and 3) theoretical development of classical electromagnetic scattering of beams carrying OAM. In each of these research contexts, I reach important conclusions filling gaps in the literature as well as forming new questions for future work. Below, I present these conclusions and the future work they inform as distinct sections tied to the categories delineated above.

Resonance Raman Scattering of LG from Molecules

There are several important conclusions I reach from the theoretical development and experimental tests of the interaction of LG beams with molecules based on the interaction Hamiltonian of the Alexandrescu et al. First, this interaction Hamiltonian extends to large polyatomic molecules. Their physical model depends on the ability to write the position of any atom in a molecule as a normal coordinate. This is straightforward in the case of the H$_2^+$ ion since this molecule only has one normal coordinate. However, in the case of large polyatomic molecules, there are many normal coordinates. In that case, the position of any particular atom is written as a linear combination of normal coordinates. The amended interaction Hamiltonian now contains linear combinations of normal coordinates embedded in vibronic transitions matrix elements rather than a quantum of a single normal coordinate.
Second, the coupling of the radial variation of the LG beam to the quantized vibrations of the molecule amends the selection rules for vibronic transitions. Changes in vibronic selection rules in this manner mirror the breakdown of the adiabatic approximation and vibronic coupling. In light-molecule interactions vibronic coupling loosens restrictions on allowed transitions by lowering the symmetry of the molecule. Physically, this corresponds to the simultaneous excitation of both nuclear motion and an electronic transition, invalidating the Condon approximation. In this ‘light’, the coupling of the radial variation of the LG beam to the quantized vibrations of the molecule represents an EM-mediated vibronic coupling, also invalidating the Condon approximation.

Third, based on the functional form of the multipolar interaction Hamiltonian, this EM-mediated vibronic occurs throughout the intensity profile of the LG beam. Since the radial variation of the beam is not relegated to the center of the beam in the same way as the beam’s vortex, the effect of EM-mediated vibronic coupling in molecular spectroscopy is much larger. A larger effect is easier to detect in an experimental test.

Fourth, when this extended interaction Hamiltonian is applied to the resonantly enhanced inelastic light scattering from a molecule’s totally symmetric vibrations, two interesting effects arise. On one hand, LG beams amend population reaching overtone excitations in both small, diatomic and large, polyatomic molecules. For large molecules whose excited electronic state is minimally displaced with respect to the ground state, this mechanism introduces new peaks to the ‘baseline’ spectrum.

One the other hand, additional scattering pathways introduced by the LG beam interfere with already existing pathways present in the scattering process. This interference modulates the intensity of resonance Raman peaks present in the ‘baseline’ spectrum and depends of the laser spot size, the detuning of the laser frequency from the electronic resonance and the frequency of the vibration of interest.

Fifth, experimental tests using spontaneous resonance Raman scattering spectroscopy show no indication of the effects predicted from the EM-mediated vibronic coupling model. Condensed phase samples of diatomic iodine (I₂) and iron(III) tetraphenylporphyrin chloride [Fe(III)TPPCl] show indistinguishable spectra when excited with TEM₀₀ and LG beams. Assuming the validity the derivation of the EMmediate
vibronic coupling model, these results provide a ceiling on the magnitude of the predicted effects based on the signal-to-ratio (SNR) of the measurement. For the measurements undertaken, this ceiling is a factor of 1/10000 to 1/1000 times smaller than the ‘baseline’ spectrum.

These conclusions inform specific avenues of future work. Most importantly, the spot of the incident beam dominates the interference effects predicted in resonance Raman scattering in the visible region of the EM spectrum. Since the radial profile of the incident LG beam is defined in the paraxial approximation as a solution to the paraxial Helmholtz equation, this approximation restricts the smallest focus possible to several hundred nanometers. In these cases the ratio of the characteristic length scale of the material system of interest to the spot size still approaches values smaller than 1/10000. With ratios that small, visible light-molecule interactions may not physically be able to display effects associated with the EM-mediated vibronic coupling model. However, at shorter wavelengths restriction becomes less severe.

Research into the role of OAM and vortex beams in x-ray-molecule interactions shows new behavior providing new information on the structure of molecular solids. van Veenedaal and McNulty extend the same interaction Hamiltonian proposed by Alexandrescu et al. to show the radial variation of an x-ray LG beam couples to the higher order multipole moments of a centrally ligated metal atom. These higher order moments amend the calculated magnetic orbital dichroism. However, these authors explicitly ignore the effects associated with the interference between these newly excited higher order moments and the dipole moment of the atom. In direct connection to the interference effects I predict in this dissertation, the strongly allowed dipole transitions in a metal atom enhances the LG-mediated interference effects from the introduction of higher order moments.

In addition, many first order x-ray-matter interactions are best understood as scattering processes. After the excitation of core electrons in an atom, either other core or valence electrons relax into the core vacancy. In many instances, this relaxation occurs in conjunction with the ejection of an Auger electron. For large, complex metal atoms in materials central in many important technologies many Auger relaxation pathways
interfere with one another to produce the observed physics. By modulating the x-ray absorption process with OAM one introduces new pathways into this relaxation, opening the possibility for the coherent control of x-ray-matter processes.

**Fe**(III)**TPPCl Excited State Dynamics and Reactivity**

Temperature dependent ultrafast transient and resonant Raman spectroscopies provide important conclusions concerning the excited state dynamics and reactivity of Fe**(III)**TPPCl. First, the excited state dynamics of Fe**(III)**TPPCl starkly contrast with those of iron-centered heme proteins.\(^{7-10}\) After depopulating the initially excited state in several hundred fs, the electronic population of the excited Fe**(III)**TPPCl molecule relaxes through a sequence of electronic states.

This sequential electronic relaxation is independent of the excitation wavelength. Excitation on both the Soret (400 nm) and first vibronic overtone of the Q (520 nm) resonances lead to the same sequential relaxation. The lifetime of the longest-lived of these states is solvent dependent and ranges from 14 ps to 16 ps as a function of the polarity of the solvent. At 88 K, the lifetime of this state is lengthened to over 1 ns, indicating that the decay of population from this state is dominated by an electronic relaxation.

Second, at sub-100 K temperatures and in the presence of toluene, Fe**(III)**TPPCl participates in photochemistry not observed at room temperature. Power dependent resonance Raman scattering diagnoses this photochemistry when the sample is illuminated on the Soret resonance of the ground state at 413 nm. When the sample is dissolved in CH\(_2\)Cl\(_2\) or illuminated at either 488 nm or 514 nm no evidence of photochemistry is observed. Low temperature transient absorption measurements excited with 400 nm also show evidence of a long-lived (~1 s) state whose difference spectrum differs from those observed in the room temperature transient dynamics.

A model qualitatively accounts for the relative populations of the ground and product state present in the experiment. This model proposes formation three photochemical products from absorption of 413 nm light by a long-lived (~1 ns) excited state of Fe**(III)**TPPCl. Observation of nonlinear laser intensity dependent solvent scattering
indicates the formation of excited state complex between toluene and photo-excited Fe(III)TPP molecules. The low temperature TA measurements confirm the existence and floor values of the lifetime of this state.

Since changes in the resonance Raman scattering of FeTPP are well characterized, we assign the identity of the product states. One product is likely a five-coordinated Fe(III)TPP bound to a toluene molecule in the axial position to the Fe atom. The other products display structure-sensitive vibrations consistent with assignment as two forms of six-coordinate Fe(III)TPP. One of these products contains a central Fe atom in its low-spin state populated via a spin-crossover transition from the initially excited high-spin state due to distortions of the porphyrin ring caused by toluene ligation.

The conclusions from these studies inform future studies of the excited state dynamics and suitability of photochemistry of metalloporphyrins in two distinct technologies. First, while Fe-centered porphyrins do not naturally form light harvesting structures, other metalloporphyrins do. In particular, Mg-centered porphyrin-like structures form as a center in the light-harvesting units of many plant systems. As in the case of Fe(III)TPPCl, only a few studies of the ultrafast dynamics of simpler synthetic forms of natural analogs of these metalloporphyrins exist. Showing that the dynamics of Fe(III)TPPCl are poorly modeled by those of biological hemes with which it shares structural similarities, it may be the case that similar studies of the ultrafast transient dynamics of other metalloporphyrins find similar contrasts with other biologically produced systems. These will provide insight into the suitability of synthetic metalloporphyrins in light harvesting and opto-electrochemical applications.

Second, the photochemistry of Fe(III)TPPCl shows evidence of a coupling of its optically induced electronic transitions and the magnetic states of the central Fe atom. This is the first demonstration of coupling between the optical and magnetic properties of a Fe-centered porphyrin. From this result, one can imagine a pathway to functional magnetic materials based on photo-driven bond breaking and formation in the solid state. A high symmetry Fe-porphyrin chromophore is excited at a specific frequency to a state in which its axial ligand is either directly or indirectly dissociated and then captured by the surrounding environment. The resulting Fe-porphyrin radical or ion recruits a large
molecule axial ligand that binds in a single, dominant conformation to the Fe atom. This single conformation distorts the symmetry of the porphyrin along the appropriate normal coordinates and to the appropriate extent to induce a spin crossover transition of the vast majority of the photoexcited Fe-porphyrin molecules. Excitation at different frequency releases the original ligand from the surroundings allowing it to recombine with the Fe-porphyrin and inducing a spin crossover back to the original spin state.

This technology will necessitate further study of the production of the low-spin state. This is especially true of the product formed in the ultrafast TA measurement. If coherent two-photon absorption accesses a state that dissociates the axial ligand and recruits a large molecular ligand to form the low-spin state, then one does not need to engineer the lifetime of the participating excited state that absorb the second photon. Such a mechanism would greatly aid in utilizing Fe(II)TPP as the spin crossover structure. The crossover from high-spin to low-spin in Fe(II) could transition a material from magnetic to non-magnetic via photoexcitation, as has been demonstrated with other inorganic molecular materials.\textsuperscript{17}

**Classical EM Scattering of LG Beams**

The theoretical development of the classical scattering of LG beams from spherical particles provides several important conclusions concerning their use in modulating the behavior of metallic nano-structures. This modulation may be useful in the context of plasmonic response and the development of novel metamaterials. These conclusions help inform future work on manipulating angular momentum density of collective modes of plasmonic crystals and metamaterials.

First, for a particle placed at the center of a circularly polarized LG beam, the incident angular momentum density is conserved in both the scattered fields and the fields internal to the particle. In the case of a $p=0$, $l=1$ LG beam, this conservation is evident from the lowest order term in the expansion of the scattered and internal fields over the vector spherical harmonics. In the small particle limit, this lowest order term corresponds to the electric quadrapole.
Second, in the small particle limit scattered field is vanishingly small. The minimal intensity of scattered field occurs due to the excitation of higher order multipole moments via two, distinct physical mechanisms. On the one hand, in the limit that the particle is much smaller than the wavelength of the incident light the dipole moment dominates its EM response and higher order moments are strongly attenuated. However, since the angular momentum of the incident beam is conserved in the scattered field, only moments higher than the dipole are excited by the incident LG beam. Therefore, the LG beam weakly interacts with the dipole-dominated particle and scatters very little of the incident power from it.

On the other, the transverse profile of the incident LG beam matches the radial variation of the higher order volume modes of the particle excited by the incident angular momentum density. This mode matching strongly couples the incident beam with these higher order volume modes. However, since the particle is small with respect to the wavelength of the incident beam, its dipole moment dominates its response. Given the coherent nature of exciting the internal and scattered fields, this mode-matching reduces the intensity of the scattered fields even further. These two complimentary physical mechanism lead to an angular momentum-induced transparency of the particle in the presence of an incident LG beam.

Third, the conservation of the angular momentum in the scattering process opens an avenue to the control of the frequency-dependent scattering spectra of plasmonic nanospheres. Through the use of fractional vortex beams, which possess non-integer values of OAM, one can modulate the spectral content of incoherent plasmonic scattering. This modulation occurs due to the presence and weight of several lowest order multipole contributions to the scattered field. The conservation of angular momentum also allows selectively tailoring of attributes of coherent plasmonic scattering. This tailoring occurs due to the interference between strongly attenuated higher order multipole moments and the dominant dipole moment. Changes in the interference between these angular momentum states produces changes in the Fano lineshapes of peaks in the coherent scattering spectrum as well as changes to the magnitude and shape of the scattering baseline.
Each of these conclusions informs a different avenue of future work in classical EM scattering. In the case of angular momentum-induced transparency, proving changes in the scattering of particles small with respect to an optical wavelength is due to the conservation of angular momentum may be difficult. Since the light intensity at the center of a LG beam falls to zero and OAM is not defined outside of the paraxial approximation, another plasmonic system may be necessary to observe angular momentum induced transparency. A crystal constructed from a plasmonic material could provide such a system. Plasmonic crystals with controllable angular momentum densities have been designed, constructed and characterized.\textsuperscript{18-20}

The spectral and coherent control of frequency-dependent plasmonic scattering spectra may prove useful in chemical sensing, optical information technology as well as nonlinear optics.\textsuperscript{21-25} For chemical sensing, one could use fractional vortex beams to tailor these scattering spectra to optimize the signals in a surface-enhanced vibrational spectroscopy. In optical information technology control of frequency-dependent spectra allows for wavelength multiplexing and de-multiplexing of information embedded in the light fields as a function of the weighting distribution on the fractional vortex beam. For nonlinear optics, research shows that harmonic generation from spherical metallic particles is connected to the angular momentum excited in the hyper-scattering process. By controlling the angular momentum states participating in the scattering process, one could control the efficiency and number of harmonics generated from plasmonic structures with modes possessing well-defined angular momentum densities. This control is especially useful in solar energy technologies where near-infrared light needs to frequency-doubled efficiently to reach energies above the band gap of semiconductors used in solar photovoltaics.
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