Development of finite strain in the convecting lower mantle and its implications for seismic anisotropy
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[1] Seismological observations have revealed patches of seismic anisotropy in regions related to mantle upwelling and paleosubduction within an otherwise isotropic lower mantle. A combination of numerical modeling and mineral physics is used to constrain the source of anisotropy in these regions in an effort to better understand lower mantle dynamics and mineral physics. Specifically, it is investigated whether lattice-preferred orientation (LPO) can explain the anisotropy observed in regions of paleosubduction. Since LPO is caused by dislocation creep and is destroyed by diffusion creep, we can develop deformation mechanism maps to determine which regions allow for the development of a mineral fabric. Strain is then calculated in these regions and is related to mineral physics experiments combined with high-pressure elastic constants of lower mantle minerals in order to assess the predicted seismic anisotropy. Uncertainties in rheological parameters such as the transition stress between dislocation creep and diffusion creep necessitate a full evaluation of the parameter range. The effect of variations in transition stress, activations parameters, and strength of slabs on fabric development is investigated. It is shown that LPO is a likely candidate for the cause of lowermost mantle anisotropy in regions of paleosubduction.
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1. Introduction

[2] Seismic observations reveal patches of seismic anisotropy at the base of an otherwise isotropic mantle [Lay et al., 1998a, 1998b; Kendall, 2000]. A better understanding of the cause of this anisotropy may lead to a clearer picture of mantle chemistry and dynamics. Two of the mechanisms for the formation of anisotropy that have been proposed are shape-preferred orientation (SPO) [Kendall and Silver, 1996] and lattice-preferred orientation (LPO) [Karato, 1998a, 1998b; Stixrude, 1998]. It is of considerable interest to determine which of these potential mechanisms lead to the observed anisotropy because SPO requires elastically heterogeneous material, which implies chemical heterogeneity or partial melting, whereas LPO can occur in a homogeneous material by deformation under high stress. Our approach combines numerical modeling and mineral physics. We show that LPO is the likely cause of anisotropy observed in regions of paleosubduction, removing the need for chemical heterogeneity or partial melting in the lowermost mantle in these regions. We also find that the cause of anisotropy in upwelling regions is not likely caused by LPO due to their low stress state.

1.1. Observations and Causes of Anisotropy

[3] The characteristics of D⁰ shear wave splitting seem to depend on the tectonic context. Anisotropic patches underneath Alaska [Garnero and Lay, 1997], the Caribbean [Kendall and Silver, 1996], and the Indian Ocean [Ritsema, 2000] are associated with faster than average wave velocities and can be related to locations of paleosubduction [Lithgow-Bertelloni and Richards, 1998]. Anisotropy in these regions is consistent with transverse anisotropy with \( V_{SH} > V_{SV} \), although azimuthal anisotropy is poorly constrained. The onset of anisotropy occurs 200–250 km above the core-mantle boundary (CMB) and decreases with depth, becoming nearly isotropic directly above the CMB. Shear...
wave anisotropy in the central Pacific [Breger and Romano-
nicz, 1998; Ritsema et al., 1998; Russell et al., 1998; Vin-
nik et al., 1998; Russell et al., 1999] is associated with lower than average wave velocities, the presence of ultra-
low-velocity zones (ULVZs), and a dense hot spot distribu-
tion at the surface. This therefore is likely a region of hot upwelling material. The anisotropy of this region is quite compli-
cated compared to the paleoslab regions, exhibiting subregions of \( V_{S\|} > V_{S\perp} \), \( V_{S\perp} > V_{S\|} \), or no detectable anisotropy. This anisotropy is observed closer to the CMB than in the paleoslab regions.

[1] Possible causes of \( D'' \) anisotropy are discussed by Karato [1998a, 1998b], Lay et al. [1998a, 1998b], and Kendall [2000]. On one hand, SPO can result from oriented melt inclusions or heterogeneous material with a large contrast in elastic constants. LPO, on the other hand, may result from a homogeneous material under high stress that has undergone a significant amount of strain. The development of LPO is linked to the intrinsic elastic anisotropy of mineral components and their deformation mechanisms.

The primary components of the lower mantle, \((\text{Mg, Fe})\text{SiO}_3\) and \((\text{Mg, Fe})\text{O}\), have a high degree of intrinsic elastic anisotropy [e.g., Stixrude, 1998]. Dislocation creep dominates at high stresses and/or large grain sizes. Strain is accommodated by slip along specific glide planes. An oriented array of anisotropic mineral grains is formed after a significant amount of strain has occurred, resulting in a seismically anisotropic aggregate. Diffusion creep, on the other hand, dominates at low stresses and/or small grain sizes and accommodates strain by the diffusion of atoms or grain boundary sliding. This leads to a random array of anisotropic mineral grains, resulting in a seismically isotropic aggregate. Thus, with increasing strain, dislocation creep tends to promote fabric development (LPO), whereas deformation in upwelling regions occurs mostly by diffusion creep. These observations are robust under a wide variation of the controlling rheological parameters. This leads to the conclusion that regions of paleosubduction may be required to explain the observed anisotropy.

[10] Using \( \eta = \gamma \eta'' \) and rearranging equations (2) and (3) yields an expression for viscosity:

\[
\eta = \left( \frac{1}{\eta_{\text{diff}}} + \frac{1}{\eta_{\text{disl}}} \right)^{-1},
\]
where

\[ \eta_{\text{diff}} = \frac{\mu}{A_{\text{diff}}} \left( \frac{d}{h} \right)^n \exp \left( \frac{g_{\text{diff}} T_m}{T_{\text{dim}}} \right) \]  

\[ \eta_{\text{disl}} = \frac{\mu}{A_{\text{disl}}} \left( \frac{d}{h} \right)^{n_{\text{disl}}} \exp \left( \frac{g_{\text{disl}} T_{\text{m}}}{T_{\text{dim}}} \left( \frac{\sigma}{\mu} \right)^{1-s} \right) \]  

where \( \eta \) is the effective viscosity and \( \eta_{\text{diff}} \) and \( \eta_{\text{disl}} \) are the viscosities for the respective creep mechanisms. This approach is similar to that of van den Berg et al. [1993].

[11] There is a transition stress \( \sigma_t \), at which material flows equally by both mechanisms. Diffusion creep dominates at lower stress whereas dislocation creep dominates at higher stress. The transition stress is calculated by finding the stress at which both creep components have equal viscosities:

\[ \sigma_t = \left[ \left( \frac{A_{\text{disl}}}{A_{\text{diff}}} \right) \left( \frac{d}{h} \right)^{n_{\text{disl}}-n_{\text{diff}}} \exp \left( \frac{T_m}{T_{\text{dim}}} \left( g_{\text{diff}} - g_{\text{disl}} \right) \right) \right]^{1-s}. \]  

[12] We wish to focus primarily on the properties of the lower mantle, so we use constant parameters that are representative of an olivine rheology \( g_{\text{diff}} = 17, g_{\text{disl}} = 31 \) for the upper mantle. The activation parameters for dislocation and diffusion creep are different, which lead to a transition stress that increases with decreasing temperature. Mineral physics experiments on MgO, Mg, FeO, and MgSiO3 perovskite suggest that the diffusion creep activation parameter for the lower mantle is between 10 and 14 [Yamazaki and Karato, 2001]. The activation parameter for dislocation creep is less constrained, but likely lies between 10 and 18 [Frost and Ashby, 1982]. In this study, we maintain \( g_{\text{diff}} = 10 \) and vary \( g_{\text{disl}} \) from 10 to 18.

[13] We use the homologous temperature formulation to incorporate the temperature and pressure dependence of viscosity [Yamazaki and Karato, 2001]:

Upper mantle

\[ T_m = 2100 + 1.4848z - 5 \times 10^{-4}z^2 \]  

Lower mantle

\[ T_m = 2916 + 1.25z - 1.65 \times 10^{-4}z^2, \]

where temperature is in kelvin and \( z \) is the depth in kilometers.

[14] While the activation parameters and melting temperatures are somewhat constrained by mineral physics, there is a large uncertainty in the viscosity prefactors, which lead to uncertainty in the transition stress. The transition stress is only weakly constrained by analogy to experimental work on oxides which limits the ratio of nondimensional precursors \( A_{\text{disl}}/A_{\text{diff}} \) between \( 10^{-8} \) and \( 10^{-10} \) [Frost and Ashby, 1982]. Our choice of prefactors is therefore governed by producing a bulk lower mantle that is in general is dominated by diffusion creep in order to satisfy seismological constraints [Karato et al., 1995] and by insisting that the resultant viscosity profile is consistent in magnitude and profile with constraints from geoid and postglacial rebound observations [e.g., Mitrovica and Forte, 1997]. We will explore a few cases with low transition stresses that lead to a bulk lower mantle dominated by dislocation creep.

[15] The strong temperature dependence of rheology leads to the formation of rigid lid convection. We use a yield stress approach similar to that used by Tackley [2000] to break this lid. We limit the maximum stress in the upper 300 km of our models by adjusting the viscosity accordingly. The critical yield stress, \( \sigma_c \), is a function of depth and includes two components, a constant ductile yield stress, \( \sigma_{c,d} \), and a depth-dependent brittle yield stress that is defined by a brittle stress gradient, \( \sigma_b \). The \( \sigma_{c,d} \) and \( \sigma_b \) are related such that they are equal at a depth of 75 km, leading to a near-surface brittle domain and a deeper ductile domain. We found that the correct choice of \( \sigma_{c,d} \) to successfully break the lid is quite elusive. In general, it takes many attempts to find an appropriate value. It takes a long model time to determine whether a given value of \( \sigma_{c,d} \) would lead to a stable subduction configuration. Often, either a rigid lid will eventually form or the surface plate will degrade into numerous small downwellings. Yet, since we are interested in lower mantle deformation, we can use this approach to generate subducting slabs without requiring a full description of the limitations of this approach. A list of rheological parameters used in this study is included in Table 1.

4. Model Setup

4.1. Convection Equations

[16] The numerical calculations are performed by solving the nondimensional conservation equations of mass, momentum, and energy in the extended Boussinesq approximation [e.g., Ito and King, 1994]. The equation for mass conservation in incompressible flow is

\[ \nabla \cdot \mathbf{u} = 0 \]

where \( \mathbf{u} \) is the velocity vector. The momentum equation is

\[ -\nabla P + \nabla \cdot \left( \frac{\eta}{\mu} \mathbf{u} \right) = \alpha Ra T \mathbf{r}, \]

where \( \mathbf{r} \) is the radial unit vector, \( P \) is the dynamic pressure, \( \eta \) is the effective viscosity (equation (4)), \( \mathbf{u} \) is the deviatoric strain rate tensor, \( \alpha \) is the nondimensional thermal expansivity, \( Ra \) is the Rayleigh number, and \( T \) is the temperature. The energy equation includes viscous dissipation and adiabatic (de)compression:

\[ \frac{\partial T}{\partial t} + (\mathbf{u} \cdot \nabla) T + \alpha \frac{T_m}{D} \nabla \cdot \mathbf{u} = \nabla \cdot (k \cdot \nabla T) + \frac{Di}{Ra} \frac{w}{C_6} \frac{\partial u_i}{\partial x_j}. \]

where \( t \) is time, \( k \) is the nondimensional thermal conductivity, \( \Delta T \) is the temperature contrast across the model, \( Di \) is the dissipation number, \( w \) is the radial upward component of velocity, \( \sigma_{ij} \) are components of the stress tensor, and \( u_i \) and \( x_i \) indicate the \( i \)th component of the velocity and location vectors, respectively. The strain rate components are

\[ \dot{\epsilon}_{ij} = \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i}. \]

The second invariant of the strain rate tensor is the effective strain rate and is represented as

\[ \dot{\epsilon} = \frac{1}{2} \left( \Sigma \dot{\epsilon}_{ij} \dot{\epsilon}_{ij} \right)^{1/2}. \]

The Rayleigh number is given as

\[ Ra = \frac{\rho g \kappa \alpha \Delta T h^3}{\kappa \eta}. \]
where $\rho_0$, $\alpha_0$, $k_0$, and $\eta_0$ are reference values of density, thermal expansivity, thermal diffusivity, and viscosity. The parameter $h$ is the reference length scale corresponding to the depth of the mantle.

[17] The nondimensional viscosity is determined by dividing by the reference viscosity, $\eta_0$, which is defined as the diffusion creep viscosity of the olivine layer at $T_{\text{dim}} = 1500$ K and $z = 140$ km. The dissipation number is given as

$$Di = \frac{\rho gh}{\eta_0}.$$  \hspace{1cm} (16)$$

[18] We use depth-dependent values of thermal conductivity and thermal expansivity of the nondimensional form

$$k = \left(\frac{\rho}{\rho_0}\right)^3$$  \hspace{1cm} (17)

$$\alpha = \frac{1}{\rho^2},$$  \hspace{1cm} (18)

where the nondimensional density, $\rho$, is given by

$$\rho = \exp\left(\frac{Di}{\gamma} z\right),$$  \hspace{1cm} (19)

where $\gamma$ is the Grüneisen parameter (set equal to 1) and $z'$ is the nondimensional depth [e.g., Jarvis and McKenzie, 1980]. Note that the expression for variable density is only used in the specification of $\alpha$ and $k$. This parameterization is similar to that used by Leitch et al. [1991].

[19] The equations are solved in a two-dimensional (2-D) cylindrical geometry, and the model domain is a quarter cylinder. We employ a radial scaling which maintains the surface area to volume ratio of the model to that of the Earth. This type of scaling has been shown to more adequately represent a spherical Earth in 2-D cylindrical models [Van Keken, 2001]. The velocity boundary conditions are free slip.

[20] The equations are solved with the finite element toolbox SEPRAN (http://dutita0.twi.tudelft.nl/sepran/sepran.html). The momentum equation is solved on quadratic triangular elements using a penalty function method [Cuvelier et al., 1986]. The strain rate dependence of viscosity necessitates iterative solution of the momentum and viscosity equations. In most cases a relaxation between successive velocity solutions is required. We do a pointwise iteration to determine stress in the viscosity calculation. A predictor-corrector method with upwinding is used to solve for temperature on linear triangular elements nested within the quadratic elements [van den Berg et al., 1993].

### 4.2. Strain Equations

[21] The calculation of strain is treated as a postprocessing step along individual tracer particle trajectories. Solution files of temperature and velocity at each nodal point are saved after each Courant time step in the convection calculations. Below, we summarize the calculation of strain; more complete descriptions are given by Ramsay [1967], McKenzie [1979], and Spencer [1980]. The deformation gradient tensor $F$ provides a complete description of the finite deformation of a material:

$$F = \left(\frac{\partial s_x}{\partial x} + 1\right) \left(\frac{\partial s_x}{\partial y} \frac{\partial s_x}{\partial y} + 1\right),$$  \hspace{1cm} (20)

where $s_x$ and $s_y$ are the $x$ and $y$ components of the displacement in the initial reference frame.
For a given strain marker, the evolution of $F$ may be determined by integration with the velocity gradient tensor, $L$:

$$\frac{\partial}{\partial t} F_{ij} = L_{ik} F_{kj},$$  \hspace{1cm} (21)

where

$$L = \begin{pmatrix} \frac{\partial v_y}{\partial x} & \frac{\partial v_x}{\partial y} \\ \frac{\partial v_x}{\partial x} & \frac{\partial v_y}{\partial y} \end{pmatrix},$$  \hspace{1cm} (22)

where $v_x$ and $v_y$ correspond to the $x$ and $y$ components of velocity, respectively.

Since $F$ provides a complete description of deformation it includes rigid rotations. For our purposes it is more convenient to calculate the left Cauchy-Green deformation tensor, $B$, which provides a description of deformation independent of rigid rotations and translations in the deformed coordinates:

$$B = F \cdot F^T.$$  \hspace{1cm} (23)

Strain is measured by the stretch which is the ratio of final length to original length. This is provided by the left stretch tensor $V$ in the deformed coordinate system. $V$ and $B$ are related by

$$B = F \cdot F^T = V \cdot R \cdot R^T \cdot V = V^2,$$  \hspace{1cm} (24)

where $R$ is an orthogonal tensor representing rigid rotation. The principal directions and positive square roots of the eigenvalues of $V^2$ are the directions and magnitudes of maximum and minimum stretch, respectively.

We have tested this approach by comparing numerical results to analytical examples of pure and simple shear as well as more complicated benchmarks [Ramberg, 1975]. In addition, we make sure that the conservation of volume has been satisfied for each marker at every time step during the calculation by checking whether the product of maximum and minimum stretches is unity.

We periodically place markers directly above the transition zone in slab regions. The position and strain is calculated by using a fourth-order Runge-Kutta integration scheme. We have found that the Courant time step is sufficiently small enough to ensure accurate strain calculation.

Strain is integrated along the marker path in regions where dislocation creep is the dominant deformation mechanism. Diffusion creep is expected to destroy preexisting fabric due to the randomization of crystal axes. There is a paucity of data on rates of LPO destruction through diffusion creep, so we assume that a preexisting fabric is completely destroyed as material undergoing diffusion creep deforms by twice its original length under diffusion creep. After the marker exits the dislocation creep regime, we continue to calculate the deformation undergone by the material. This allows us to track the direction of the preexisting fabric and the amount of strain that occurs within the diffusion creep regime. We simulate fabric destruction by reducing the stretch as a linear function of further material strain. If a marker reenters the dislocation creep regime before its original strain was destroyed by diffusion creep, the calculation of strain restarts with the current strain ellipsoid as the initial condition.

5. Model Results

We examine strain visually by plotting the maximum stretch minus one, since an undeformed particle has a maximum stretch of unity. A series of convection calculations have been performed that span the relevant parameter range. The calculations are time-dependent, and descriptions of representative snapshots are given below. The list of fixed parameters is given in Table 1, and the list of varied parameters is given in Table 2. A list of global characteristics such as surface heat flow and effective Rayleigh number is given in Table 3.

The first case is entirely bottom heated and incorporates rheological parameters that result in a thick slab that extends to the bottom of the lower mantle without significant buckling. The transition stress is 71 MPa, and the lower mantle activation parameters are equal, which leads to a transition stress that is independent of temperature. The temperature field is shown in Figure 1a. At the surface, the yield stress approach creates a weak region, breaking the lid and allowing the subduction of a cold, high-viscosity slab. The viscosity is shown in Figure 1b. The lower mantle is a couple of orders of magnitude higher in viscosity than the upper mantle (Figure 1c), and the slab itself has 1–2 orders of magnitude higher viscosity than the surrounding lower mantle. Figure 1d shows the ratio of the dislocation creep component of viscosity over the diffusion creep component. Note that when this ratio is positive, diffusion creep dominates the flow, and when this ratio is negative, dislocation creep dominates. The majority of the upper mantle is dominated by dislocation creep except for the inner slab region. This is due to the difference in upper mantle activation parameters which leads to a temperature-dependent transition stress where transition stress increases with decreasing temperature. The bulk of the lower mantle is dominated by diffusion creep, except for the slab and the flanks of the upwellings. Figures 1e–1g show the evolution of strain for markers periodically placed initially above the transition zone. Strain development is rather sluggish for markers in the dislocation creep dominated region of the viscous slab until the slab begins to bend around the CMB. Directly above the CMB a region of laterally directed strain is given in Figure 2c. Note that the slab is slightly weaker than the previous case, which leads to a higher degree of buckling as it descends through the lower mantle.
development mechanism map is similar to that of the previous case. Again, the bulk of the lower mantle is dominated by diffusion creep except for the slab region. Examination of the strain markers in Figures 2e–2g also show a high degree of lateral strain that is developed directly above the CMB. The progression of strain reveals that there are periods (e.g., Figure 2g) in which the magnitude of developed strain is very low. This illustrates a common feature in all of the convection calculations, a high degree of laterally directed strain in slab regions directly above the CMB. However, during short time segments this strain pattern may be broken up only to develop once again at a later time.

[31] Given the uncertainties in the parameters that define the transition stress, we have varied its value in the next few cases. The exact numerical values of transition stress given here are not critical. For example, an increase in Rayleigh number is expected to reduce the stress, leading to results more similar to those employing a lower transition stress. It is more important to consider the range of transition stresses from those low enough to produce widespread lower mantle dislocation creep to those high enough to produce dislocation creep only in regions of highest stress. Figure 3 shows results from a case with a lower transition stress (32 MPa). The temperature field is shown in Figure 3a. The deformation mechanism map (Figure 3b) reveals a much greater degree of dislocation creep dominated flow in the lower mantle, which is no longer restricted to the slab region. As expected, the lower transition stress results in a higher degree of fabric development throughout the lower mantle (Figure 3c). Note that the large regions of dislocation creep dominated material lead to a very heterogeneous pattern of strain development throughout the midmantle. As before, however, the slab region directly above the CMB exhibits a high degree of laterally directed strain.

[32] Figure 4 shows results of a model with a higher transition stress (100 MPa). The temperature field and deformation mechanism map are shown in Figures 4a and 4b, respectively. The higher transition stress leads to a much reduced area of dislocation creep domination as compared with the other cases. This in turn, results in reduced fabric development as seen in the strain results of Figure 4c. Although the overall development of strain is reduced, the development of laterally directed strain above the CMB is still present. We perform a calculation with even greater transition stress (224 MPa) and find only very little strain development above the CMB (Figure 4d).

[33] In the cases described thus far, the lower mantle activation parameters were equal which leads to a constant transition stress (equation (7)). Figure 5 shows results in which the dislocation creep activation parameter is increased to 18, which results in a transition stress that decreases with increasing temperature. The temperature field of the snapshot is shown in Figure 5a. The deformation mechanism map illustrated in Figure 5b shows that dislocation creep dominates large areas in the lower mantle. In addition, the hottest lower mantle regions (near CMB and the upwelling regions) are dominated by dislocation creep whereas the cold slab is dominated by diffusion creep. Examination of the strain calculation (Figure 5c) shows little strain development in the diffusion creep dominated region of the slab. Significant strain is developed within the folds of the slab and at the CMB. The strain directly above the CMB is directed laterally, consistent with other results.

[34] We also explore the possibility that slabs are weaker than the standard temperature-dependent rheology would predict based on the kinematics of grain size differentiation as material passes through the transition zone [Karato et al., 2001]. We do this by reducing the maximum viscosity of the lower mantle which leads to a slab viscosity not much greater than the background lower mantle. The temperature field and deformation mechanism map are shown in Figures 6a and 6b, respectively. The strain results (Figure 6c) are consistent with previous observations of a high degree of laterally directed strain directly above the CMB.

6. Discussion

[35] Our results consistently show a pattern of laterally directed strain in slab regions directly above the CMB under a large variation of parameters. This observation appears to

Table 2. Variable Parametersa

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Figure 1</th>
<th>Figure 2</th>
<th>Figure 3</th>
<th>Figure 4</th>
<th>Figure 4d</th>
<th>Figure 5</th>
<th>Figure 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta_{\text{eff}}$ (upper mantle), s^-1</td>
<td>$2.25 \times 10^{-4}$</td>
<td>$4.51 \times 10^{-4}$</td>
<td>$2.25 \times 10^{-4}$</td>
<td>$4.51 \times 10^{-4}$</td>
<td>$2.25 \times 10^{-4}$</td>
<td>$4.51 \times 10^{-4}$</td>
<td>$2.25 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\Delta_{\text{eff}}$ (lower mantle), s^-1</td>
<td>$1.06 \times 10^{-4}$</td>
<td>$2.25 \times 10^{-4}$</td>
<td>$1.12 \times 10^{-4}$</td>
<td>$2.25 \times 10^{-4}$</td>
<td>$1.12 \times 10^{-4}$</td>
<td>$2.25 \times 10^{-4}$</td>
<td>$1.12 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\Delta_{\text{eff}}$ (lower mantle), s^-1</td>
<td>$3.36 \times 10^{-3}$</td>
<td>$7.17 \times 10^{-3}$</td>
<td>$1.79 \times 10^{-3}$</td>
<td>$3.58 \times 10^{-3}$</td>
<td>$7.17 \times 10^{-3}$</td>
<td>$1.79 \times 10^{-3}$</td>
<td>$7.17 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\sigma_{0}$ (lower mantle)</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>18</td>
<td>10</td>
</tr>
<tr>
<td>$\sigma_{p}$, MPa</td>
<td>71</td>
<td>71</td>
<td>32</td>
<td>100</td>
<td>224</td>
<td>9</td>
<td>71</td>
</tr>
<tr>
<td>$\sigma_{n}$, MPa km^-1</td>
<td>400</td>
<td>250</td>
<td>200</td>
<td>250</td>
<td>250</td>
<td>200</td>
<td>250</td>
</tr>
<tr>
<td>$\sigma_{d}$, MPa km^-1</td>
<td>3.33</td>
<td>3.33</td>
<td>2.67</td>
<td>3.33</td>
<td>3.33</td>
<td>2.67</td>
<td>3.33</td>
</tr>
<tr>
<td>$\nu_{b}$</td>
<td>$8.7 \times 10^{-4}$</td>
<td>$4.4 \times 10^{-2}$</td>
<td>$8.7 \times 10^{-2}$</td>
<td>$4.4 \times 10^{-2}$</td>
<td>$4.4 \times 10^{-2}$</td>
<td>$8.7 \times 10^{-2}$</td>
<td>$4.4 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

aThe $\sigma_{y}$ is evaluated at $T = 2378$ K and depth = 2000 km.
Figure 1. Snapshot of a convection calculation with rheological parameters leading to a thick, stiff slab. The transition stress is 71 MPa. (a) Temperature field in nondimensional units. (b) The logarithm of dimensional viscosity (Pa s). (c) A radial profile of the log averaged viscosity. (d) Deformation mechanism map illustrating the ratio of dislocation creep viscosity to diffusion creep viscosity. Negative values (dark shading) represent dislocation creep dominated flow. (e–g) Time series in 50 Myr increments showing the evolution of strain near the CMB.
Figure 2. Snapshot of a convection calculation with different rheological parameters. The transition stress is 71 MPa. (a) Temperature field in nondimensional units. (b) Logarithm of dimensional viscosity (Pa s). (c) A radial profile of the log-averaged viscosity. (d) Deformation mechanism map illustrating the ratio of dislocation creep viscosity to diffusion creep viscosity. Negative values (dark shading) represent dislocation creep dominated flow. (e–g) Time series in 50 Myr increments showing the evolution of strain near the CMB.
be independent of heating mode, slab strength, and lower mantle activation parameters. This result appears robust and is linked to the squeezing of slab material as it impinges upon the CMB. As material is forced to change its flow direction, it is stretched laterally. The strongest qualitative control on strain development is the transition stress, which is defined primarily by the rheological prefactors. As the transition stress exceeds 100 MPa, strain development becomes extremely weak. Laterally directed strain occurs directly above the CMB but is likely too small in magnitude to develop a detectable fabric. If the transition stress is too low, a large degree of laterally directed strain is developed above the CMB. However, much greater portions of the mantle exhibit large dislocation creep-induced strain as well. Increasing the activation parameter for lower mantle dislocation creep also extends the degree of dislocation creep in the lower mantle. Although a larger activation parameter tends to cause diffusion creep to dominate in the colder slab portions, a large degree of laterally directed strain is formed directly above the CMB in slab regions.

Mineral physics experiments provide the link between the convection calculations and development of anisotropy. Ideally, one would perform first-principle calculations of mineral aggregates using deformations derived from the convection calculation [e.g., Wenk and Christie, 1991; Blackman et al., 1996; Tommasi et al., 2000]. Unfortunately, difficulties associated with the role of dynamic recrystallization and the critical shear stresses associated with specific slip systems make such first-principle calculations unattractive. Here we have chosen an empirical approach by considering strain as a proxy for fabric development. Detailed experimental studies of LPO development have been performed for (Mg, Fe)O [Yamazaki and Karato, 2002] and show that LPO is formed as a function of strain in materials deformed by dislocation creep. This study has found that shear strains of ~200% are required to develop significant

Figure 3. Snapshot of a convection calculation with rheological parameters leading to a lower transition stress of 32 MPa. (a) Temperature field in nondimensional units. (b) Deformation mechanism map illustrating the ratio of dislocation creep viscosity to diffusion creep viscosity. Negative values (dark shading) represent dislocation creep dominated flow. (c) Set of strain markers illustrating how strain evolved throughout the lower mantle.
LPO in (Mg, Fe)O and larger strains of 400–500% are sufficient to form steady state LPO. By applying high-pressure elastic constants [Karki et al., 1997] to the fabric experiments [Yamazaki and Karato, 2002] it is observed that LPO of (Mg, Fe)O resulting from horizontal shear results in $V_{SH} > V_{SV}$ anisotropy. By relating the mineral physics experiments, combined with high-pressure elastic constants, to our convection results, we find the large laterally directed strains above the CMB in slab regions correspond to $V_{SH} > V_{SV}$ shear wave anisotropy [Yamazaki and Karato, 2002]. This is consistent with the style of anisotropy observed in regions of paleo-subduction. Therefore this work shows that LPO of (Mg, Fe)O is a likely mechanism to produce this anisotropy.

Although the major component of the lower mantle, (Mg, Fe)SiO$_3$ perovskite, makes up ~80% of the lower mantle by volume, we predict (Mg, Fe)O to play a larger role in anisotropy of the lowermost mantle. Not only does (Mg, Fe)SiO$_3$ perovskite have a lower intrinsic anisotropy than (Mg, Fe)O [Stixrude, 1998], but it is likely that (Mg, Fe)O is the weaker phase [Yamazaki and Karato, 2001] and undergoes significantly more strain than (Mg, Fe)SiO$_3$ perovskite in the two-phase system. Moreover, fabric experiments on perovskite analog materials indicate a lower degree of anisotropy exhibiting $V_{SV} > V_{SH}$ anisotropy for horizontal shear [Karato, 1998a; Yamazaki and Karato, 2001].

The surface velocities in our models are about a factor of 2 less than those exhibited by real plates. We find it difficult to produce stable subduction configurations with higher velocities. Perhaps increased surface velocities will lead to increased buckling in the slab, but they are not

**Figure 4.** Snapshot of a convection calculation with rheological parameters leading to a higher transition stress of 100 MPa. (a) Temperature field in nondimensional units. (b) Deformation mechanism map illustrating the ratio of dislocation creep viscosity to diffusion creep viscosity. Negative values (dark shading) represent dislocation creep dominated flow. (c) Set of strain markers illustrating how strain evolved throughout the lower mantle. (d) Strain markers from a similar run with a higher transition stress of 224 MPa.
expected to change the resulting strain pattern. Also, the amount of internal heat generation is only \( \sim 30\% \), which is likely lower than that of the Earth [Davies, 1998]. Increasing heat production would decrease the size of upwelling plumes but would not be expected to change the subduction and resultant strain patterns.

A high degree of laterally directed strain is a general feature in our calculations, but during brief periods of time this strain pattern can be broken up and consequently reduced in magnitude. This break up is due to changes in the slab-induced flow pattern. These results would predict that we expect to see seismic anisotropy in most regions of paleosubduction but not necessarily in all regions. Further mapping of the extent of lowermost mantle anisotropy will allow tests of this hypothesis.

The lack of seismic anisotropy throughout the bulk of the lower mantle has intimated the dominance of diffusion creep [Karato et al., 1995]. Results from calculations utilizing a low transition stress or high-dislocation creep activation parameter reveal substantial regions of dislocation creep within the lower mantle (Figures 3 and 5). Although these results could be disregarded because they do not fit the constraint of a diffusion creep dominated bulk lower mantle, another possibility is based on the examination of dislocation creep-induced strain in these cases. The strain pattern formed at the base of subduction regions is consistent with our other calculations, but we find large dislocation creep-induced strains in the midmantle as well. This large midmantle strain fails to form a coherent pattern, and given the reduction in intrinsic anisotropy at lower

**Figure 5.** Snapshot of a convection calculation with different lower mantle activation parameters leading to a transition stress that is dependent on pressure and temperature. (a) Temperature field in nondimensional units. (b) Deformation mechanism map illustrating the ratio of dislocation creep viscosity to diffusion creep viscosity. Negative values (dark shading) represent dislocation creep dominated flow. (c) Set of strain markers illustrating how strain evolved throughout the lower mantle.
pressures [Stixrude, 1998], it may appear isotropic for midmantle ray paths. Further calculations which allow strain markers to mix over much longer times along with seismic ray tracing will be required to test whether this may indeed be the case.

[42] The cause of seismic anisotropy observed at the base upwelling regions is less clear. Low stresses associated with the reduction in viscosity due to increased temperature indicate that diffusion creep dominates in these regions. Perhaps some type of SPO such as oriented melt inclusions is required to explain the complex anisotropy observed in the central Pacific. Another explanation is based on the hypothesis that slabs induce upwelling at the base of the mantle [Tan et al., 2002]. Because of the sluggish decay of preexisting fabric the laterally oriented strain may turn to vertical in the upwellings. As a preliminary test to such a possibility, we performed strain calculations on a convection calculation in which a slab descended along a side boundary and upwellings originated in the center of the model (see Figure 7a). Figure 7b shows the deformation mechanism map. The slab exhibits flow primarily by dislocation creep whereas the plumes are dominated by diffusion creep. Examination of strain markers (Figure 7c) shows a laterally directed strain at the base of the slab which is fed into the plume region. As the strain markers exit the dislocation creep dominated slab region, the recorded strain begins to decay, but not before it rotates upon reaching the plume. In general, the rotation of fabric produces a complex pattern with significant vertically directed strain. This rotated fabric would tend to preserve anisotropy for a short

Figure 6. Snapshot of a convection calculation in which the maximum viscosity of the lower mantle is reduced in order to simulate a weak slab. (a) Temperature field in nondimensional units. (b) Deformation mechanism map illustrating the ratio of dislocation creep viscosity to diffusion creep viscosity. Negative values (dark shading) represent dislocation creep dominated flow. (c) Set of strain markers illustrating how strain evolved throughout the lower mantle.
time, but exhibiting regions of $V_{SV} > V_{SH}$ as well as $V_{SH} > V_{SV}$ not inconsistent with observations.

7. Conclusions

[43] The combination of convection modeling with mineral physics based rheology, strain calculations, LPO experiments, and application of high-pressure elastic constants suggest that $V_{SH} > V_{SV}$ shear wave anisotropy can be expected at the base of the lower mantle in regions of paleosubduction. This result remains robust under a wide range of rheological parameters. The likelihood of LPO as the source of anisotropy in these regions removes the need for chemical heterogeneity [e.g., Kendall and Silver, 1996] in slab regions. The source of the more complex anisotropy observed in the central Pacific is less clear, although SPO through melt inclusions remains a likely candidate. An alternative although speculative suggestion is based on the introduction of preexisting fabric from surrounding slab regions.
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