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Analysis of early phase ring current 
during geomagnetic storms 

recovery mechanisms 

M. W. Liemohn, 1 J. U. Kozyra, • V. K. Jordanova, 2 G. V. Khazanov, 3 M. F. Thomsen, 4 
and T. E. Cayton 4 

Abstract. A time-dependent kinetic model is used to inves- 
tigate the relative importance of various mechanisms in the 
early phase decay rate of the ring current. It is found that, for 
both the solar maximum storm of June 4-7, 1991 and espe- 
cially the solar minimum storm of September 24-27, 1998, 
convective drift loss out the dayside magnetopause is the 
dominant process in removing ring current particles during the 
initial recovery. During the 1998 storm, dayside outflow 
losses outpaced charge exchange losses by a factor of ten. 

Introduction 

The cause of the rapid decay rate of the ring current during 
geomagnetic storms is a subject of debate. During storms, the 
ring current is enhanced, and an indicator of its strength is the 
Dst index, which exhibits a minimum during the main phase of 
a storm, usually followed by a two-phase decay. Based on 
AMPTE/CCE observations, Hamilton et al. [1988] stated that 
the faster, early stage recovery from the Dst minimum is 
dominated by the O* charge-exchange loss rate and the slower, 
later stage recovery is governed by the H* charge exchange 
loss rate. Daglis et al. [1997] also found observational evi- 
dence for this mechanism in CRRES measurements, noticing 
that the fraction of ring current energy from O* drops simulta- 
neously with Dst. Recent modeling results, however, have not 
satisfactorily corroborated this claim, with some stating that 
it is reasonably adequate in creating this rapid recovery 
[Jordanova et al., 1996, 1998] and others that it is not [Fok et 
al., 1995; Kozyra et al., 1998; Chen et al., 1998, 1999]. 
Additionally, these studies usually examine a single storm, so 
it is also unclear whether storms at different phases of the 
solar cycle should exhibit different decay rates because of 
varying O* contributions to the ring current. 

Only one study has quantitatively examined losses out the 
dayside [Takahashi et al., 1990]. They showed that the 
amount of plasma captured on closed field lines is dependent 
on both energy and length of recovery for the cross-polar cap 
potential difference, proposing that the two-phase decay proc- 
ess is from "flow-out" during the rapid recovery phase and 
charge exchange during the slow recovery phase. That study 
considered only a few energies, though, with model storm pro- 
files and characteristic loss timescales. In this study, the total 

energy balance in the entire ring current during two storms 
(solar minimum and solar maximum) is rigorously modeled and 
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the relative contribution of each source and loss process is ex- 
amined. The storms of choice are the events of June 4-7, 1991 

and September 24-27, 1998. Both involve sudden enhance- 
ments in the solar wind pressure striking the magnetosphere. 
The first storm is during solar maximum, when oxygen con- 
tent in the stormtime injections is expected to be high, and 
the second storm is during solar minimum, when the oxygen 
contribution to the ring current is less. 

Model description 

This study uses the ring current-atmosphere interaction 
model [Jordanova et al., 1996, 1998] to calculate the phase 
space distribution function Q for each ring current species. 
This model solves the bounce-averaged kinetic equation 

1 c• (.2/dRo•QI c• I(•t•) I 1 c• + Q + 

(1) 

as a function of position in the magnetic equatorial plane (R o, 
•); velocity variables of energy and equatorial pitch angle (E, 
•0); •d time t. In (1), the loss mechanisms included in the 
right-hand side are charge exchange, Coulomb collisions, and 
precipitation. Implicitly included in the lea-hand side, how- 
ever, are convective drift gains and losses. This can be sepa- 
rated into a source through the nightside boundary, a loss 
through the dayside boundary, and a gain or loss due to energy 
drift within the simulation domain. 

Several modifications have been made to the model for this 

study. First, an analytical description of the magnetopause 
location as a function of solar wind parameters [Shue et al., 
1998] has been included in the model. During extreme solar 
wind conditions when the magnetopause encroaches on the 
simulation domain (geosynchronous orbit), the model uses 
this formulation to define a new outer boundary. Ring current 
ions beyond this boundary are lost. With this, the model cap- 
tures the t•e losses out the dayside magnetopause, especially 
during the main phase of a storm when the magnetopanse will 
be most compressed. 

Secondly, a new injection boundary condition has been &- 
veloped based on drift path trajectories. These drift paths •e 
dependent not only on the particle's energy but also on the 
panicle's pitch angle, the geomagnetic activity level, and the 
choice of electric and on magnetic field description. Even the 
application of satellite data is difficult, because these trajec- 
tory differences complicate the extrapolation of point source 
observations to other locations and times. To handle this 

complexity, tables have been created specifying the open- 
closed drift path bounda• at geosynchronous orbit as a hnc- 
tion of geomagnetic activity, energy, and pitch angle (based 
on steady-state Volland-Stem drift trajectories). During simu- 
lations, these tables are us• to determine whether • exter- 
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nally imposed plasma sheet boundary condition or an inter- 
nally determined boundary condition (determined by using the 
direction and magnitude of the azimuthal drift at this location 
to combine the values of neighboring cells) should be applied. 
This is analogous to the method used for electron injection by 
Liemohn et al. [1998]. 

Of particular interest for this study are the gains and losses 
of ring current particles and energy due to convective drift. To 
examine this, outputs were created to track the particle and en- 
ergy sources and losses due to every term in (1). Because the 
code also calculates the total particle and energy count 
throughout the entire simulation, a comparison of the net gain 
or loss due to these two methods (flux through the boundaries 
and entire phase space integration) yields an analysis of the 
particle and energy conservation of the numerical technique. 
It was found that slight improvements could be made to the 
scheme, and the resulting ratio of these two methods for total 
particle change (AN/At) and total energy change (AE/At) is 
shown in Figure 1 for a typical storm. The particle and energy 
changes agree remarkably well between the two methods, with 
the difference usually much less than one percent. Larger dif- 
ferences often coincide with sign changes of the quantity, 
when the values approach zero. 

Results and discussion 

Two storms are simulated for this study: the June 1991 
event and the September 1998 event. Solar wind and geo- 
physical characteristics of the two events are shown in Figure 
2. Both events show a dramatic increase in solar wind density 
and velocity accompanied by southward interplanetary mag- 
netic field (IMF). June 1991 is far more complex than the rela- 
tively clean event of September 1998, but both show a similar 
trend. The Kp histories during these events are also plotted, 
with both showing a major disturbance with Kp>8. 

Data from the Los Alamos (LANL)geosynchronous orbit 
satellite instruments MPA [McComas et al., 1993] and SOPA 
[Belian et al., 1992] are used for the plasma sheet input values, 
taken as a time series from measurements obtained within 4 

hours of local time around magnetic midnight. Values were 
averaged when more than one spacecraft was simultaneously in 
the selection region during a UT interval, and gaps in the data, 
produced when no satellites were within the near-midnight re- 
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Figure 1. Numerical accuracy of the technique in terms of 
the change in total particles and energy, presented here as the 
ratio of the change calculated by summing the fluxes out the 
boundaries to the change calculated by differencing integra- 
tions over the entire simulation domain. The ticks across the 

top and bottom indicate when AN/At or AE/At, respectively, 
changes sign (the methods simultaneously change sign). 

gion, were filled with linear interpolation. These values were 
then used as a time-dependent boundary condition applied to 
the entire nightside, but only for open drift path regions de- 
termined according to the method described above. Because 
MPA and SOPA do not measure ion composition, the values 
from these instruments are statistically partitioned among the 
various plasma sheet ion species, using the empirical density 
ratios found by Young et al. [1982] (hereafter Y82). The re- 
sulting boundary density or flux (n o or tP b) of ring current spe- 
cies oc is thus a function of the LANL quantities and the Y82 
density ratios, 

- nLANL•Y82'a (Db, a (DLANL•Y82'a (2) 
nb'a - Zf¾82,/54mm +/ml• : 

where •a = na/nH+' This method not only divides the I.ANL 
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Figure 2. Solar wind density (top row) and velocity (second 
row), the z component of the IMF (third row), and Kp index 
(bottom row) for June 4-7, 1991 (left column) and September 
24-27, 1998 (right column). The solar wind and IMF data are 
taken from IMP-8 and ACE for the two storms, respectively. 
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measurements between the two species according to the Y82 
formulation, but also preserves the fluxes measured by MPA 
and SOPA whether density or flux is used. Note that a Maxwel- 
lian spectra is assumed in the flux partitioning equation, 
which may not be exact but will only cause a small deviation. 
For the two storms, the O + content predicted by Y82 reaches 
70% for June 1991 and 40% for September 1998. The O + con- 
tribution to the total ring current energy generally follows 
this value with some recovery timescale. The model is run 
separately for O • and H •, starting with an initially quiet distri- 
bution for each case and running for nearly four days. 

The calculated Dst is plotted against the measured Dst (and 
its ring current component Dst*, subtracting out diamagnetic 
effects [Dessler and Parker, 1959] and magnetopause currents 
[Burton et al., 1975]) for both storms in Figure 3. The model 
results are found using the Dessler-Parker Sckopke relation- 
ship [Dessler and Parker, 1959; Sckopke, 1966], which calcu- 
lates Dst from the total energy in the ring current. In general, 
the ring current evolution during the storms is well captured by 
the model, especially the magnitude of the minimum and the 
recovery rate. Missing features are most often the result of 
data gaps in the selected boundary condition. 

Figure 4 shows the total net energy growth rates during the 
storms. It is clear that convective drift is both the largest 
source and loss of particles and energy during the main phases 
of the storms. For both events, dayside losses are signifi- 
cantly larger than charge exchange losses until some time into 
the late phase of the storm recovery. Atmospheric precipita- 
tion, collisional decay, and the net change due to energy drift 
are relatively minor terms in the total loss scenario for these 
two storms. Also shown in Figure 4 are the Shue et al. [1998] 
formula predictions for the subsolar magnetopause locations. 
Note that during the 1991 storm, the magnetopause crosses 
the simulation boundary several times for extended periods, 
but during the 1998 storm, it crosses only once for less than 
an hour. While loss enhancements coincide with these bound- 
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Figure 3. Observed Dst, Dst*, and calculated Dst*. 
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Figure 4. Time sequence of the energy source and loss 
mechanisms (first and third panels) and the subsolar magneto- 
pause location (second and fourth panels) for the two storms 
(upper and lower pairs). Inflow and outflow are from the sec- 
ond and third terms in (1), E drift is from the fourth term in (1), 
Coul. Coll. are inelastic losses with particles, Atmos. Loss 
includes all pitch angle scattering and drift terms into the loss 
cone, and Ch. Ex. is charge exchange with neutral hydrogen. 
RMp is calculated from the model of Shue et al. [1998]. 

ary crossings, it is the convective drift pushing the material 
across the compressed dayside boundary that accounts for the 
bulk of this loss. 

The dominance of dayside drift loss is highlighted in Figure 
5, which shows the ratio of the dayside outflow energy loss 
rate to the charge exchange energy loss rate. During the rapid 
early decay phases of both storms, this ratio always exceeds 
unity. For June 1991, the ratio rarely exceeds five, while for 
September 1998 the ratio exceeds 10 during the main phase. 
The spikes in the ratio are at times when the magnetopause en- 
croached on the simulation domain, causing extra loss out the 
dayside. However, outflow is dominant with or without these 
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Figure 5. Ratio of the energy drift loss out the dayside to 
the energy charge exchange loss for H + (top panel), O* (middle 
panel), and the total ring current (bottom panel) for both 
storms. A dashed reference line at 1.0 is also drawn. 

spikes, indicating that the strength of convection is the main 
driver of the outflow rate. The difference between the two 

storms indicates that charge exchange is more significant dur- 
ing solar maximum, but still not the dominant loss process. 
Not until the late phase of the storm recovery, when convec- 
tion has decreased, does this ratio reach unity. 

The model results show that drift losses out the dayside 
magnetopause are the major loss mechanism of ring current 
ions during the early phase of both storms. Charge exchange 
is always a contributor to the decay rate, and the agreement be- 
tween the simulated and the observed Dst would certainly not 
have been reproduced without this process. However, it is not 
the primary method of removing ring current ions from the in- 
ner magnetosphere. Charge exchange begins to dominate 
later in the storm, once the plasma sheet injection has sub- 
sided and the non-trapped particles have convected through the 
inner magnetosphere. This means that the bulk of the Dst 
minimum is not due to the symmetric ring current, but rather 
due to plasma sheet material passing once by on the dusk side 
of the Earth and escaping out the dayside without making a 
complete revolution around the Earth. Therefore, these results 
quantitatively and more rigorously substantiate the idea pro- 
posed by Takahashi et al. [1990] that the two-phase decay is 
dominated by outflow during the early stage followed by inner 
magnetospheric losses during the late stage. 
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