Estimates of CO emissions from open biomass burning in southern Africa for the year 2000
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[1] This paper compares the results of emission estimates of trace gases from open vegetation fires in southern hemisphere Africa for the year 2000 using different data sets. The study employs several approaches, deriving carbon monoxide (CO) emissions from a variety of satellite information, measurement data sets, and empirically-based techniques to estimate burned areas (BA), fuel consumption (FC), and emission factors (EF). Three BA data sets are used: the Moderate Resolution Imaging Spectroradiometer (MODIS) burned area data set, the Global Burned Area data set for the year 2000 (GBA2000), and the Global Burn Scar Atlas (GLOBSCAR) in July and September, 2000. The estimated total BA in southern Africa varies significantly among data sets from 210,000 to 830,000 km² for the sum of July and September. Temporal and spatial variations associated with CO emissions are analyzed using three different techniques for calculating the FC and EF. The first set of FC and EF extrapolates monthly variations in Zambia to southern Africa, the second extrapolates spatially resolved data for September to July, and the last includes monthly and spatial variations in both FC and EF. This analysis suggests the importance of accounting for the temporal and spatial variations in both FC and EF in order to determine the appropriate temporal and spatial variations of emissions from open vegetation fires. The CO emissions from open vegetation burning for the sum of July and September range from 18 to 31 Tg CO, using the MODIS BA data set and three different techniques for calculating FC and EF. The relative standard deviations (RSD) calculated from the three different methods are 58% for BA, 21% for FC, and 37% for EF. The best estimate of CO emissions from open biomass burning for the sum of the two months is 29 Tg CO, which may be compared to the estimates constrained by numerical models and measurements in 2000 which range from 22 to 39 Tg CO.


1. Introduction

[2] Open biomass burning is one of the most significant sources of trace gases and aerosols on a global scale and contributes to high uncertainties in the estimates of pollutants in global chemistry transport models. The availability of satellite-based products to estimate spatial and temporal patterns of burned area provides an opportunity to use data sets depicting the spatial and temporal variations in fuel consumption and emission factors to determine biomass burning emissions. Using different satellite-based burned area data sets for the year 2000 [Simon et al., 2004; Tansey et al., 2004] and different methodologies, Hoelzemann et al. [2004] and Ito and Penner [2004] estimated global carbon monoxide (CO) emissions from open vegetation burning of 271 and 265 Tg CO year⁻¹, respectively. Although these two estimates are in good agreement on a global basis, they disagree on a regional scale and also disagree with inverse modeling studies (i.e., 552 Tg CO yr⁻¹ from Arellano et al. [2004] and 408 Tg CO yr⁻¹ from Pétron et al. [2004]) primarily because of variations in the estimates of area burned and fuel consumption [Kasischke and Penner, 2004]. Thus, a comparison between model estimates using satellite-based burned area data sets and measurements at a regional scale should be carried out in order to provide the user community with the means to assess the usefulness and uncertainty of the products from emission models. In this paper, we use a single general methodology [Seiler and Crutzen, 1980] but with several different data sets and models for emissions at a regional scale in order to both evaluate these data sets and models in conjunction with field measurements and to determine the most important issues to resolve.

[3] Detailed ground measurements of fuel and fire characteristics at a number of sites and airborne measurements...
of trace species along several flight paths have been carried out in a variety of field campaigns, which have mainly focused on the Southern Hemisphere African savannas [Lindesay et al., 1996; Swap et al., 2003]. In order to calculate the overall production of gases from vegetation fires based on measurements, extrapolation of fire information from point measurements to the regional scale has conventionally been done by classifying the region into a number of vegetation types, estimating the mean fuel consumption and area burned, and then calculating the total amount burned [e.g., Seiler and Crutzen, 1980; Hao et al., 1990]. However, an area the size of southern Africa has great heterogeneity with respect to fuel consumption. For example, field measurements of fuel consumption ranged from 0.15 to 0.60 kg dry matter (DM) m⁻² during August and September 1992 at 13 sites in the South African and Zambian savannas [Shea et al., 1996], and the fuel consumption varied seasonally from 0.14 to 0.31 kg DM m⁻² at 7 sites in a dambo grassland and from 0.01 to 0.53 kg DM m⁻² at 6 sites in a miombo woodland [Hoffa et al., 1999]. Therefore, it may be difficult to represent the spatial and temporal distribution of the emissions using the conventional classification method which uses burned area data reported by local experts (or fire frequency) combined with the biomass available to burn and fraction of fuel load consumed during fires based on average data for different land covers and regions. For example, Scholes et al. [1996a] estimated 247–2719 Tg DM using a classification approach but only 90–264 Tg DM using a modeling approach. The modeling approach will be more accurate if it uses accurate space- and time-resolved burned area data coupled with realistic spatial and temporal variation in the biomass consumed. This is especially true for tropical regions in the Southern Hemisphere where reliable ground-based estimates of vegetation fire activity are rare. In any case, space-and-time-resolved data are needed to assess the environmental effect of trace gases and aerosols using atmospheric chemical transport models [e.g., Kanakidou et al., 1999; Penner et al., 2002].

In general, the CO emissions per month ($[P]_{lm}$ g CO month⁻¹) at location $l$ for month $m$ from open vegetation fires can be described by the following equation [Seiler and Crutzen, 1980],

$$[P]_{lm} = [BA]_{lm} \times [FC]_{lm} \times [EF]_{lm}$$  \hspace{1cm} (1)

where $BA$ is the burned area per month $m$ at location $l$ (m² month⁻¹), $FC$ is the fuel consumption (kg m⁻²) expressed on a dry weight (DM) basis within each grid $l$, and $EF$ is the emission factor in grams of CO per kilogram of dry matter burned. The annual amount of total area burned and CO emissions for southern Africa are compared among various modeling studies in Table 1. The estimates of area burned for southern Africa range from 0.58 to 1.68 (10⁶ km² yr⁻¹), while those for emitted CO range from 15 to 218 Tg CO yr⁻¹. Scholes et al. [1996a] estimated ±49% errors in the biomass burned estimates, but none of the other estimates in Table 1 was within this range. Table 1 also shows the amount of CO emitted per unit area burned (kg CO m⁻²) in order to examine differences based on the product of the fuel consumption and emission factors. The relative standard deviation (RSD) of CO emissions per unit area burned is 68% among these studies. While some of the variation in emissions among these studies may be due to interannual variability, some is undoubtedly due to different vegetation cover data sets and their assumed fuel loads. Since a variety of field measurements have become available for southern Africa [Lindesay et al., 1996; Swap et al., 2003], this region offers an excellent opportunity for evaluating modeling approaches at a regional scale. In addition, the outcome from the comparison between measurements and model results may suggest the necessity of field measurements in some parts of southern Africa to improve the emission estimates.

The purpose of this paper is to determine open biomass burning emissions using different data sets and various approaches for estimating fuel consumption and emission factors and to evaluate the relative contributions of the factors that determine differences in these estimates of CO emissions. The uncertainties in spatially resolved data sets would have spatial variability [Barrett et al., 2001], but this information is not available for the burned area data sets and fuel load maps. Therefore, it is not possible to carry out a formal error analysis at the present time. Instead, here we present an analysis of the sensitivity of the CO emissions to each factor in equation (1) to explore the relative importance of temporal and spatial variations in different treatments of BA, FC and EF for the determination of the overall emissions from open vegetation fires.

Section 2 describes the data sets used for estimating the differences in the emissions associated with open vegetation burning. Section 3 compares different data sets for area burned, fuel consumption, and emission factors. The differences in temporal and spatial variations associated with FC and EF are analyzed based on models that predict the effects of fuel moisture and density on these factors with.

### Table 1. Comparison of Annual Amounts of Areas Burned and CO Emissions From Open Vegetation Fires in Southern Africa Among Various Modeling Studies

<table>
<thead>
<tr>
<th>Study</th>
<th>$[BA]_{lm} \times 10^6$ km² yr⁻¹</th>
<th>$[FC] \times [EF]$, kg CO m⁻²</th>
<th>Emissions, Tg CO yr⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scholes et al. [1996a, 1996b]</td>
<td>1.68</td>
<td>0.01</td>
<td>15</td>
</tr>
<tr>
<td>van der Werf et al. [2003]</td>
<td>1.16</td>
<td>0.13</td>
<td>147</td>
</tr>
<tr>
<td>Hoelzemann et al. [2004]</td>
<td>0.58</td>
<td>0.12</td>
<td>69</td>
</tr>
<tr>
<td>Ito and Penner [2004]</td>
<td>1.00</td>
<td>0.13</td>
<td>130</td>
</tr>
<tr>
<td>Palacios-Orueta et al. [2004]</td>
<td>1.08</td>
<td>0.20</td>
<td>218</td>
</tr>
<tr>
<td>Sinha et al. [2004]</td>
<td>0.77</td>
<td>0.03</td>
<td>26</td>
</tr>
<tr>
<td>Averages</td>
<td>1.04 ± 0.38</td>
<td>0.10 ± 0.07</td>
<td>101 ± 78</td>
</tr>
<tr>
<td>Relative standard deviations, %</td>
<td>36</td>
<td>68</td>
<td>78</td>
</tr>
</tbody>
</table>

aBurned area.

bFuel consumption × emission factor (kg CO m⁻²).
results that use monthly averaged measurements. Section 4 compares our different estimates of CO emissions from open vegetation burning with those estimated by numerical models and measurements from satellite data for the year 2000. Section 5 presents a summary of our findings including a description of the most uncertain factors in determining emissions from open biomass burning in southern Africa.

2. Data Sets Used to Estimate Open Biomass Burning Emissions

[7] In this study, the CO emissions per month (\(Q_{\text{CO}}\) in \(\text{g CO month}^{-1}\)) in a given grid box (\(m^2\)) from open vegetation fires are described by the following equation,

\[
Q_{\text{CO}} = \frac{GA}{Q} \times [FC] \times [EF(CO)]
\]

where \(GA\) represents the area burned (\(m^2\) month\(^{-1}\)) in a given grid box for 3 different data sets (\(h = 3\)), \(FC\) is the fuel consumption per unit area of a grid box (\(kg m^{-2}\)) for three different data sets (\(i = 3\)). In addition, 3 different methods for determining the emission factors are applied (\(j = 3\)). Thus, these sets of data and methods provide 27 (3 \(h \times 3 \times 3\)) estimates of emissions for each grid box. Our aim is to explore the sensitivity of the total emissions in Southern Africa to selected, reasonable, and different methodological assumptions in equation (2). We compare the FC and EF to measurements in order to recommend a best estimate and method for determining emissions.

[8] Table 2 summarizes the sources, methods, and satellite information for the data sets used in this work. Three burned area data sets from different remote sensing products (BA1, BA2, and BA3) are available (see section 2.1). Two tree cover (TCpre and TCpost) and one fractional vegetation cover (FVC) data sets from different techniques are used to determine fuel load (see section 2.2). The fuel consumption is examined using three different data sets (FC1, FC2, and FC3) in each 1km grid of burned area (see section 2.3). For the purpose of the inter-comparison between measurements and models, one fuel consumption data set compiled from measurements (FC1) and the two fuel consumption models (FC2 and FC3) are examined. For FC3, to differentiate woodlands in which the trees are cut and burned from those in which this does not occur, a Tree Felled Factor (\(TFF\)) is developed using the difference between two different data sets of tree cover (TCpre and TCpost) (see section 2.3). Further, in FC3, the coarse fuel consumption in woodlands is determined from an assumed Residual Smoldering Factor (\(RSF\)), which represents whether or not the coarse fuels are consumed by residual smoldering fires [Ito and Penner, 2004]. To analyze seasonal and spatial variations in EF, three different estimates of emission factors (see section 2.4) are examined.

2.1. Area Burned Data Sets

[9] Burned area is defined as a fire scar detected by a satellite remote sensing instrument. These were provided at a resolution of either 0.5 km \(\times\) 0.5 km or 1 km \(\times\) 1 km with grid cells that were specified as either entirely burned or not burned at all. The fuels that actually burned (i.e., the fuel loads in vegetated areas and the fraction of actual consumption due to fires) are treated here as the fuel consumption in the grid cells associated with the resolution available from the burned area data set. Simon et al. [2004] and Tansey et al. [2004] summarized comparisons of two global area burned products, while Korontzi et al. [2004] compared three burned area products for southern Africa for September 2000. Here, we consider 3 burned area products for southern Africa in July and September. First, the Moderate Resolution Imaging Spectroradiometer (MODIS) burned area data set is available on the approximate day of burning at a 500 m resolution only for 2 months in July and September for the year of 2000 (designated BA1) on the third SAFARI 2000 CD-ROM [Roy, 2003]. In developing this data set, daily MODIS land surface reflectance data in the near-infrared (IR) and shortwave IR bands were used to discriminate between burned and unburned surfaces [Roy et al., 2002]. We calculated the percentage of the total area burned of the 1 \(\times\) 1 km grid from the 0.5 km grid of BA1 to estimate the CO emissions at 1 \(\times\) 1 km grid [Korontzi et al., 2004]. Second, the final version of the Global Burned Area data set for the year 2000 (GBA2000) was derived from ten-day composited reflection in the shortwave IR region from the VEGETATION instrument on board the Système Pour l’Observation de la Terre (SPOT) 4 satellite for the year 2000.

### Table 2. Summary of Data Sets and Parameterizations Used in the Estimation of Emissions From Open Vegetation Fires

<table>
<thead>
<tr>
<th>Name</th>
<th>Sources</th>
<th>Method and Satellite Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA1</td>
<td>Roy et al. [2002]</td>
<td>MODIS(^a)</td>
</tr>
<tr>
<td>BA2</td>
<td>Tansey et al. [2004]</td>
<td>SPOT4(^b)</td>
</tr>
<tr>
<td>BA3</td>
<td>Simon et al. [2004]</td>
<td>ATSR(^c)</td>
</tr>
<tr>
<td>TCpre2</td>
<td>Zhu and Waller [2001]</td>
<td>Modified linear mixture model</td>
</tr>
<tr>
<td>TCpost3</td>
<td>Hansen et al. [2003]</td>
<td>Regression model</td>
</tr>
<tr>
<td>FVC</td>
<td>Zeng et al. [2000]</td>
<td>NDVI comparison</td>
</tr>
<tr>
<td>FC1</td>
<td>See Table 4</td>
<td>Compilation of measurements</td>
</tr>
<tr>
<td>FC2</td>
<td>Hély et al. [2003d]</td>
<td>Fuel consumption model</td>
</tr>
<tr>
<td>FC3</td>
<td>See Section 2.3</td>
<td>Fuel consumption model</td>
</tr>
<tr>
<td>EF1</td>
<td>See Table 4</td>
<td>Compilation of measurements</td>
</tr>
<tr>
<td>EF2</td>
<td>Hély et al. [2003d]</td>
<td>Regression model</td>
</tr>
<tr>
<td>EF3</td>
<td>See Section 2.4</td>
<td>Linear regression model</td>
</tr>
</tbody>
</table>

\(^a\)TC, tree cover; FVC, fractional vegetation cover; FC, fuel consumption; EF, emission factor.

\(^b\)MODIS, Moderate Resolution Imaging Spectroradiometer.

\(^c\)SPOT, Système Pour l’Observation de la Terre.

\(^d\)ATSR, Along Track Scanning Radiometer.
2.3. Fuel Consumption

Fractional tree cover was derived from the difference between the fractional vegetation cover from Zeng et al. [2000] and the fractional tree cover. The fractional herbaceous vegetation cover was derived from the difference between the fractional vegetation cover from Zeng et al. [2000] and the fractional tree cover. The fuel consumption measured during the end of the dry season in the SSA was in September. This result indicates that the fuel consumption measured at the three sites were insignificant in these different environments, we combined them into a single value to apply to our woodland vegetation cover category. These measurements include estimates of wood burning for all categories of fuels. Thus, they include coarse woody debris (CWD) as well as fine fuels.

2.2. Vegetation Cover Data Sets

Ito and Penner [2004] compared three different tree cover data sets in order to estimate the fuels exposed to fires on a global scale. In this work, two of these data sets are used to develop an estimate of fuel exposed and burned in southern Africa. The first data set (TCpre) used AVHRR for 1995–1996 on a 1 km × 1 km grid resolution [Zhu and Waller, 2001], and the second data set (TCpost) used the MODIS satellite data set for 31 October 2000–9 December 2001 at a resolution of 0.5 km × 0.5 km [Hansen et al., 2003]. TCpre (developed for the Forest Resources Assessment (FRA) 2000 report [Saket, 2001]) was produced using temporal compositing of AVHRR Normalized Difference Vegetation Index (NDVI) and a modified mixture analysis. TCpost was developed by employing continuous training data over the whole range of tree cover as opposed to a linear mixture model [Hansen et al., 2002a]. The local validation in Zambia indicates an accuracy of ±5.2% [Hansen et al., 2002b]. For our estimate of fuel consumed in July and September 2000 in FC3, TCpre is used as the tree cover before the fires and the TCpost is used as the tree cover after the fires.

Korontzi et al. [2004] and Sinha et al. [2004] used two classifications of land cover types (i.e., woodlands and grasslands) to estimate the emissions from open vegetation fires in Southern Africa. In this study, land cover types are classified into two classes, based on the percentage of tree cover [Di Gregorio and Jansen, 2000; Mayaux et al., 2004]. Woodlands were defined as those regions with greater than 15% tree cover, and grasslands were defined as those areas with less than or equal to 15% tree cover.

A fractional vegetation cover data set is available on a global 1-km resolution and was derived from AVHRR NDVI data for 1992–1993, based on the annual maximum NDVI value for each pixel in comparison with the NDVI value that corresponds to 100% vegetation cover for each International Geosphere-Biosphere Programme (IGBP) land cover type [Zeng et al., 2000]. The fractional herbaceous vegetation cover was derived from the difference between the fractional vegetation cover from Zeng et al. [2000] and the fractional tree cover but was constrained to be greater than zero [Ito and Penner, 2004]. Nevertheless, field studies should be used to improve these estimates.

2.3. Fuel Consumption

Three primary maps of fuel consumption (FC) are constructed at a 1 km × 1 km resolution. The first is based on a scheme that uses available measurements and applies these to determine the average FC as in the classification method, while the second and third are based on different fuel consumption models.

We first describe the conventional classification method and the measurements used for FC1. This scheme primarily relies on classifying the areas burned into either woodlands or grasslands. In July, the FC measured at 4 woodland sites in Zambia was 0.30 ± 0.16, while that at 3 grassland sites was 0.21 ± 0.07 kg DM m⁻² [Hoffa et al., 1999]. In September, the FC measured at 3 woodland sites in Zambia was 0.44 ± 0.01 kg DM m⁻² [Shea et al., 1996], while that at 9 grassland sites was 0.30 ± 0.08 kg DM m⁻² [Shea et al., 1996; Hély et al., 2003a]. The woodland measurements quoted above for September include measurements in fallow Chitemene (0.44 kg DM m⁻²), in moist Miombo woodland (0.42 kg DM m⁻²) and in semiarid Miombo woodland (0.45 kg DM m⁻²). Because the differences in fuel consumption measured at the three sites were insignificant in these different environments, we combined them into a single value to apply to our woodland vegetation cover category. These measurements include estimates of wood burning for all categories of fuels. Thus, they include coarse woody debris (CWD) as well as fine fuels.

The measurements for July only include CWD with diameter up to 2.51 cm [Hoffa et al., 1999]. For grasslands, Hély et al. [2003a] concluded that the two land cover types of dambo and flood plain did not differ in terms of fuel characteristics, fire behavior or combustion completeness. Thus, we used the averages of these two types for the fuel consumption in grasslands.

The fire season in southern Africa typically starts in May in the northwest, moves southeast, and ends in October near the east coast of South Africa [Cahoon et al., 1992]. Therefore, our estimates of fuel consumption are divided by latitude between the southern part of southern Africa (SSA <10°S) and the south equatorial part of Africa (SEA 0°–10°S). Figure 1 shows the seasonal variation of leaf area index (LAI) in the SSA and in the SEA. The dashed line represents the SEA, while the solid line denotes the SSA. These data are available at a spatial distribution of 16-km resolution on a monthly average basis [Myneni et al., 1997]. The minimum of the LAI in the SEA was August, while that in the SSA was in September. This result indicates that the dry season in the SEA is earlier than that in the SSA. Therefore, we applied the FC measured during the end of the dry season in the SSA to July and September in the SEA. However, we note that the FC in the SEA in FC1 may be underestimated because the LAI in the SEA is larger than that in the SSA.

The second fuel consumption data set (FC2) was based on the fuel loads and combustion factors generated by Hély et al. [2003b], and was applied to herbaceous vegetation and the fine litter associated with dead leaves and twigs, but does not include CWD. The modeled fuel loads (FL) for different vegetation types are available on the third SAFARI 2000 CD-ROM at a 1 km resolution [Hély et al., 2003c]. We note that since this data set does not include Madagascar, it is left out of our study as well. The fuel loads for herbaceous vegetation and dead leaves were derived from a one-year simulation of a net primary production (NPP) model, while those for small twigs were estimated from empirical relationships between small twigs and the tree cover percentage. The tree cover percentage used for this relationship was derived from an AVHRR data set for 1992–1993 [Hansen et al., 2000]. We note that the total grass fuel load estimated by Hély et al. [2003b] is similar to those from field measurements from the Southern African Fire-Atmosphere Research Initiative (SAFARI-92) project.
The regions with larger than 15% tree cover that experienced a change in tree cover are assumed to have partially burned both the CWD as well as the felled (previously live) trees if the area is associated with a non-zero ATSR fire count [Arino and Plummer, 2001] and if the fuel is in a dry condition (which was prescribed by a temporally-varying CF). As in Ito and Penner [2004], we assumed that the ATSR fire counts detect long-lasting, smoldering fires, which consumed part of the CWD and the felled trees. If the tree cover did not change, two other fire activity assumptions for woodlands are made. If the area is associated with a non-zero ATSR fire count [Arino and Plummer, 2001], we assumed that it was subject to long-lasting, smoldering fires. These understory fires consume part of the CWD in the tree-covered areas, but do not consume the living trees. If the area is not associated with a non-zero ATSR fire count, then we assume that the coarse fuels did not burn. Since the ATSR fire counts may not capture all smoldering fires (in part because of their low temperature at night) [Simon et al., 2004], the contribution of the emissions from long-lasting fires to the total emission is expected to be underestimated. Here, we adopt these classifications for the fuel burn model used in FC3, and use field measurements (as evaluated in FC1) to evaluate the fuel consumption in FC3 in both woodlands and grasslands. We also examine the emission factors used in both these categories relative to measurements.

[9] The fuel consumption in FC3 is the product of the fuel load (FL) (kg DM m$^{-2}$) and the combustion factor (CF). In the following, we describe the data that we used to develop the FL and CF for FC3 which largely follows the study published by Ito and Penner [2004] but has been modified to include some of the elements from FC2.

[8] The biomass density for herbaceous vegetation in FC3 was based upon the relationship between the annual rainfall and in-situ biomass density measurements at about 150 sites in West African savannas from Menaut et al. [1991]. The $r^2$ for biomass as a function of rainfall was 0.77 [Menaut et al., 1991]. The average biomass density (0.29 kg DM m$^{-2}$) in grasslands from 42 grassland sites distributed around the world was in good agreement with the estimate (0.24 kg DM m$^{-2}$) from the local long-term averages of annual precipitation at the same sites compiled by Gill et al. [2002] [Ito and Penner, 2004]. Thus, we applied this relationship to the data from July, 1999 to August, 2000 at a 2.5-degree resolution using monthly rainfall data from Roads et al. [2003] in southern Africa. The rainfall data were developed from the “best available” observations and models [Roads et al., 2003]. The annual rainfall data were calculated from the 12 monthly data prior to the fires. The fuel load ($|FL|_i$ kg DM m$^{-2}$) for each month, $i$, in each 1 km $\times$ 1 km cell, $i$, can be calculated from the herbaceous cover ($|Hc|_i$), which is related to the tree fraction, and the annual rainfall ($AR$ mm) accumulated before each month, $i$,

$$|FL|_i = |Hc|_i \times (4.9 \times 10^{-4} \times |AR|_i - 0.058). \quad (4)$$

As in Ito and Penner [2004], the herbaceous cover was estimated from TCpre and the fractional vegetation cover estimated by Zeng et al. [2000].

[21] As noted above, if the TFF is larger than zero, the fine fuels associated with felled trees are subject to partial

Figure 1. Seasonal variation of leaf area index in the southern part of southern Africa (SSA <10°S) and south equatorial Africa (SEA 0°–10°S). The dashed line represents the SEA, while the solid line denotes the SSA.

[Shea et al., 1996] and from the Southern African Regional Science Initiative (SAFARI 2000) field campaigns [Hély et al., 2003a] for tree cover estimates of 0, 30, and 50% [Hély et al., 2003b]. An empirical relationship between the combustion factor (CF) and TC (correlation coefficient ($r^2$) = 0.54) was developed by Hély et al. [2003b] based on 32 data points during the dry season in a savanna ecosystem in southern Africa. The FC is calculated by multiplying the FL and CF.

[17] The third data set for fuel consumption (FC3) is formed from a combination and modification of FC2 and the FC model from Ito and Penner [2004]. Our fuel consumption model considers six elements: herbaceous vegetation, the fine litter pool of leaves and twigs, coarse woody debris, and above-stump leaves and wood. FC3 uses the biomass densities of the herbaceous vegetation, living leaves, living wood, and coarse woody debris from Ito and Penner [2004], small twigs from Hély et al. [2003b], and adds a modified version of the dead leaf fuel load from Hély et al. [2003b].

[18] In order to differentiate whether or not coarse fuels are burned in FC3, three different types of fire activities are defined for woodlands. Hansen et al. [2003] have shown that recent burn scars can be detected from a change in the tree cover percentage as determined from satellite image interpretation. Thus, we assumed that the fractional tree cover that burns in any given time period may be approximated from the difference between tree cover data sets from different years. (This assumes, of course, that both these tree cover data sets are accurate.) The trees in these areas were assumed to have been felled and the tree felled factor (TFF) at a given location, $s$, was estimated from the difference in tree cover before the fire, TCpre, and after the fire, TCpost.

$$|TFF|_i = |TCpre|_i - |TCpost|_i / |TCpre|_i \quad (15% < |TCpre|_i) \quad (3)$$
consumption. We estimated the living leaf biomass density from the above-ground tree biomass density at a 5-km resolution [Brown and Gaston, 1995] and the fraction of tree biomass density associated with leaves (9.3% for evergreen, 2.5% for deciduous forests, and 5.9% for mixed forests) [Jenkins et al., 2001]. Forest areas for these three different vegetation types (evergreen, deciduous, and mixed forests) were derived from the 1-km grid IGBP land cover map [Loveland et al., 2000]. In addition, the fire history was taken into account by using the ATSR hot spot record from 1996 to 2000 at a 1-km resolution [Arino and Plummer, 2001] and setting the fuel loads of the leaves attached to the felled trees to zero in each grid after a fire.

[22] The fine litter pool of dead leaves was estimated from the one-year net primary production model of Hély et al. [2003c] together with the estimated turn over time and fire history, rather than directly using the one-year estimate as in FC2. Thus, the fine fuel load production rate from the one-year net primary production model was converted to a litter pool by multiplying by the turn over time. The steady-state turn over time for the litter pool was estimated from measurements of the pool at 267 sites and the annual litter production rate at 754 sites from around the world by vegetation type [Matthews, 1997], and extrapolated using a vegetation map at a 1-degree resolution [Matthews, 1983]. Matthews [1997] outlined that the uncertainties and biases associated with her estimate of litter production and pools particularly arise from the following: (1) uncertainties inherent in the measurements, (2) identification of measured components such as leaf and wood, (3) natural spatial and temporal variability of production and pools, and (4) identification of the ecosystem represented by the measurements. The range for the turn over time was limited to 1 to 5 years [Matthews, 1997]. In addition, the fire history was taken into account by using the ATSR hot spot record from 1996 to 2000 at a 1-km resolution [Arino and Plummer, 2001] and resetting the litter pool to zero in each grid after a fire and adding the annual production each year until the steady state litter pool was reached. We note that ATSR fire counts could significantly underestimate savanna fires and that they tend to detect the longer lasting fires that are burning at night [e.g., Boschetti et al., 2004]. However, the turn over time for the litter pool was not applied to savannas, because there was no available data for this type of vegetation in Matthews [1997]. Because the miombo understory burns about every two years [Shea et al., 1996; Desanker et al., 1997], and most dambos burn annually [Hoffa et al., 1999], the lack of information on the accumulation of fuel loads for dead leaves in these savannas will not cause a significant error in our overall estimates. Nevertheles, measurements of the fire history at a fine resolution are needed to improve the estimates of the fuel loads for dead leaves accumulated over several years between two fire occurrences.

[23] Coarse fuels in the fuel load model associated with FC3 include the living woody biomass and coarse woody debris. As noted above, these are partially burned when the tree cover is reduced (TFF > 0) and fires are detected at night (ATSR fire count > 0) in dry conditions (temporally-varying CF for fine fuels > 47%). Following Ito and Penner [2004], the biomass density of coarse fuels was derived from the living above-ground wood biomass density [Brown and Gaston, 1995; Jenkins et al., 2001] and from the ratio of coarse woody debris to the live wood biomass [Harmon and Hua, 1991; Matthews, 1997]. The ratios of CWD to live wood biomass reported by Harmon and Hua [1991] (5% for tropical rain forests, shrublands, and grasslands and ~20–25% for subtropical, temperate, and boreal forests) are extrapolated spatially using a vegetation map at a 1-degree resolution [Matthews, 1983]. In addition, the fire history was taken into account by using the ATSR hot spot record from 1996 to 2000 at a 1-km resolution [Arino and Plummer, 2001] to reduce the biomass density. Thus, we multiplied the FL by the CF after each fire occurrence in each grid and each year. We used the CF measured in fallow chitemene for this purpose (0.26 ± 0.06) [Shea et al., 1996].

[24] For the fine fuels in grasslands and woodlands, we adopted a combustion factor that depends on the fuel moisture. Thus, we relate the combustion factor to the percentage of green grass out of the total grass (PGREEN) [Hoffa et al., 1999]. The relationship for each CF was calculated based on the measurements at 8 sites presented by Shea et al. [1996], Ward et al. [1996], Hoffa et al. [1999], and Korontzi et al. [2003]. These measurements took place in Zambia from June to September.

[25] For dambo grasslands, we find

$$\text{CF}_{1a} = -1.976 \times \text{PGREEN}_{1a} + 1.3762 \quad (r^2 = 0.709) \quad (5)$$

For miombo woodlands, we find

$$\text{CF}_{1a} = -2.1319 \times \text{PGREEN}_{1a} + 0.8736 \quad (r^2 = 0.578) \quad (6)$$

[26] The range for the CF was limited to 0.44 to 0.99 for grasslands, while it was limited to 0.01 to 0.88 for woodlands. The monthly averaged PGREEN was calculated from the results of the NPP model of Hély et al. [2003d].

[27] As noted above, in some woodland regions (where TFF > 0), fires may consume a fraction of the coarse fuel load associated with trees. An average combustion factor of 0.26 ± 0.06 for coarse fuels with diameter >2.54 cm was calculated from measurements in fallow chitemene, where trees were cut and burned for the conversion of the land to pastures [Shea et al., 1996]. Typically, the original trees are slashed and then burned by property owners at these sites towards the end of the dry season [Desanker et al., 1997]. This value of CF was used for the coarse fuels in regions where TFF > 0. However, even though a fire scar is detected in a grid, it may not always mean that the felled trees and CWD in that grid are burned, especially if the fuel is in a wet condition. Field measurements showed that the coarse fuels were not burned when the CF for fine fuels was less than 47% in miombo woodlands [Hoffa et al., 1999]. Therefore, we assume that the CF for coarse fuels is only activated when the temporally-varying CF for fine fuels is larger than 47%. In areas where smoldering fires occur (i.e., where the ATSR fire counts were detected), we defined a similar CF for the coarse woody debris. This was based on the average CF measured in the semiarid miombo woodland.
(0.22 ± 0.22) [Shea et al., 1996], and was similarly only activated when the CF for fine fuels was larger than 47%.

2.4. Emission Factors

[28] The amount of biomass burned together with the mode of burning (flaming or smoldering) is used to estimate emissions of carbon monoxide (CO). We use three different methods for determining the emission factors. The 3 methods are applied to each of our three fuel consumption models.

[29] The first method was based on the classification technique. This method uses monthly averaged emission factors from a compilation of measurements in different land cover types (designated EF1). In July for the SSA, the EF measured at 4 woodland sites in Zambia (78 ± 21 g-CO kg-DM⁻¹) was used in our woodlands category, while that measured at 3 grassland sites (43 ± 11 g-CO kg-DM⁻¹) [Korontzi et al., 2003] was used in our grassland category. In September for the SSA and for both July and September for the SEA, the EF measured at 4 woodlands sites in September (76 ± 28 g-CO kg-DM⁻¹) was used in our woodlands category, while that measured at 2 grasslands sites (44 g-CO kg-DM⁻¹) [Ward et al., 1996; Yokelson et al., 2003] was used in our grasslands category. These average emission factors were extrapolated over the entire 1km grid in grasslands and woodlands in our FC1 model. To evaluate the EF models, we used the measurements of modified combustion efficiency (MCE) for the SSA in September from the same fires in woodlands (0.93 ± 0.02) and for those in grasslands (0.96) as those for the measured emission factors [Ward et al., 1996; Yokelson et al., 2003].

[30] The second EF data set (EF2) was generated using the fuel load data from Hély et al. [2003c] and the equations presented in Hély et al. [2003d]. Hély et al. [2003d] derived an empirical relationship between the ratio of the grass fuel load to the sum of litter and grass fuels present before the fire and MCE (r² = 0.7954), based on 13 data sets for the dry season [Ward et al., 1992, 1996]. They also calculated a relationship between the MCE and EF.

[31] The third method for emission factors takes into account the type of combustion (e.g., flaming and smoldering fires). For this method, we used an approach based on relating the MCE to the EF of the fires (designated EF3) [Ward et al., 1996]. Following Hoffa et al. [1999] we related the MCE to PGREEN in grasslands,

\[
[MCE]_a = -0.2116 \times [PGREEN]_a + 1.0098 \quad (r^2 = 0.6967)
\]  
(7)

while in woodlands, we developed a relationship between MCE and CF,

\[
[MCE]_a = -0.0422 \times [CF]_a + 0.9458 \quad (r^2 = 0.6232)
\]  
(8)

These two formulas were developed based on measurements at 8 sites taken from Shea et al. [1996], Ward et al. [1996], Hoffa et al. [1999], and Korontzi et al. [2003]. The relationships above include measurements obtained in both the early and late burning season.

[32] Measurements of MCE and EF taken from a wide variety of independent fire measurements varying from tropical to boreal zone fuels [Hurst et al., 1994a, 1994b; Andreae et al., 1996; Ward et al., 1996; Goode et al., 2000; Shirai et al., 2003; Yokelson et al., 2003] were used to develop a regression model between EF and MCE:

\[
[EF(CO)]_a = -1134 \times [MCE]_a + 135 \quad (9)
\]

Because these measurements were mostly sampled by an aircraft, they may not sample the smoke from smoldering CWD and coarse fuels from felled trees. For this fuel, we used the EF measured for CWD [Bertschi et al., 2003].

3. Results

3.1. Differences in Area Burned Products

[33] Korontzi et al. [2004] analyzed the spatial coincidences among BA1, BA2, and BA3, and discussed the importance of accurate burned area information not just in terms of the total area but also in terms of its spatial distribution. The sum of the total area burned from the BA1 data set (831 × 10³ km²) is substantially larger than that from either the BA2 (475 × 10³ km²) or the BA3 (210 × 10³ km²) data sets. Additionally, 337 × 10³ km² of the burned area in BA1 is collocated with the area burned in BA2 and 126 × 10³ km² is collocated with the area burned in BA3 at the 1-km grid. These results suggest that BA1 not only detects a larger number of areas burned, but also classifies 29% of the burned area in BA2 and 40% of the burned area in BA3 as not being burned. The ratios between the burned area in July and September indicate that BA3 shows the highest contribution of early dry season burning (July/September ratio of 2.5). BA2 and BA1 have ratios of 1.7 and 1.3, respectively.

3.2. Differences in Fuel Consumption

[34] We examined the implications of the FC model as a function of time and space. The FC1 model represents a spatial extrapolation of field measurements taken in Zambia, while the FC2 model is a temporal extrapolation of methods that were primarily based on field experiments at the end of the dry season. Here, we compare the FC from our three models to analyze the effect of temporal variations and the spatial distribution in FC. In the following comparisons for the analysis of temporal and spatial variations in FC, the BA1 data set is used for the burned area.

[35] The average fuel consumption estimates from the two models (FC2 and FC3) in July and September are compared to monthly averaged field measurements (FC1) in Table 3. The average estimates from FC1, FC2, and FC3 in woodlands (0.36–0.44 kg DM m⁻²) are in good agreement (RSD = 11%) for the SSA in September, while that for FC3 (0.47 kg DM m⁻²) in the SSA in July is larger than that from FC1 (0.30 ± 0.16 kg DM m⁻²). However, field measurements of FC ranged from 0.16 to 0.53 kg DM m⁻² in July, 1996 [Hoffa et al., 1999], and FC3 is within this range. Although the average estimates from FC2 and FC3 in grasslands (0.44–0.48 kg DM m⁻²) for the SSA are larger than that from FC1 (0.21–0.30 kg DM m⁻²), the FC2 and FC3 in grasslands are within the natural variability in Zambia for the year 2000 (0.36–0.48 kg DM m⁻²) [Pereira et al., 2002]. In the SEA, the differences in woodlands are largest in July between FC1 (0.44 kg DM m⁻²) and FC3
(0.61 kg DM m$^{-2}$). Because the FC1 model in the SEA is extrapolated from the measurements at 3 Zambian woodlands sites in September, and because the LAI of the SEA is considerably larger than that for the SSA (see Figure 1), the spatial variations of fuel consumption associated with FC1 may be too small. The ecology of miombo ecosystems is closely related to that of the cerrado in South America [Desanker et al., 1997]. The measurement of fuel consumption in cerrado (0.62 kg DM m$^{-2}$) [Ward et al., 1992] is in good agreement with the FC3 model for woodlands in the SEA in July (i.e. 0.61 kg DM m$^{-2}$).

This discussion shows the need to treat the fuel consumption as a function of time and space. Because the FC1 model is based on field measurements in the SSA, in applying them to the SEA, we are assuming that regional fuels in the burning season are the same. Because the FC2 model is based on field measurements at the end of the dry season, in applying them throughout the season, we are assuming that regional fuels in the burning season are sufficiently dry to ignore the dependence of FC on the fuel moisture content. However, ignoring the seasonal variation of FC between July and September in the SSA does not cause a significant error in the total emissions of CO because the differences between the FC measurements in July and September are within a standard deviation of the measurements in either month in woodland fires (Table 3) and woodland fires are a much larger source of CO than are grassland fires in southern Africa [Korontzi et al., 2004; Sinha et al., 2004]. Moreover, the fuel loads in the FC2 model were calculated for the year 2000 [Hély et al., 2003b]. Nevertheless, the FC3 model is the only model that accounts for both seasonal and spatial variations in FC. In addition, this method accounts for the burning of CWD and the fuel associated with felled trees. To examine the impact of this additional fuel, we estimated the average FC for the FC3 model when the CWD and coarse fuels from felled trees were not included. The values with the coarse fuels are nearly the same as those from FC3 without the coarse fuels. Shea et al. [1996] reported that the majority of CWD had been previously removed for use as fuels prior to the fires by local farmers. This method (FC3) has employed strong constraints for burning the coarse fuels (i.e. ATSR fire count > 0) in order to capture this factor. However, some large diameter, downed logs may be subject to smoldering fires, especially further from villages where such logs are harder to utilize as fuel [Vokelson et al., 2003]. This points out the need to measure the fuel consumption of coarse fuels for smoldering fires in southern Africa and determine the tree cover and change in tree cover from year to year. We also estimated the average FC for the leaves from felled trees. The average estimates for the leaves from FC3 for July (0.17 kg DM m$^{-2}$) and September (0.10 kg DM m$^{-2}$) in the SSA woodlands are in good agreement with the differences between FC2 and FC3 (0.14 and 0.08 kg DM m$^{-2}$, respectively). This comparison shows that most of the additional fuel consumption in FC3 for woodlands when these fuels are burned is associated with the burning of the leaves from felled trees. The 3-dimensional information associated with the location (i.e. latitude and longitude) and time of the burning of the leaves from felled trees as well as other fuels is not included in the average measurements of FC represented by FC1. This can account for some of the lack of ecosystem variation as well as the higher average FC in the FC3 model. Because the FC3 model is in reasonable agreement with the measured FC, and because it is able to account for both spatial and temporal variations, we conclude that the FC3 model is the best method to determine the FC among the three methods presented here.

### 3.3. Differences in Emission Factor

Table 4 summarizes the emission factors from the three EF models used here. The average EF for CO from the EF3 model in the SSA for September (67 g-CO kg-DM$^{-1}$) compares well with that from the EF1 model (65 g-CO kg-DM$^{-1}$), while that from the EF2 model (101 g-CO kg-DM$^{-1}$) is larger than both of them. The average EF from the EF2 model in woodlands for the SSA in September (102 g-CO kg-DM$^{-1}$) is identical to that from the EF3 model, and is within the variability of the measurements used to determine the FC1 model (76 ± 28 g-CO kg-DM$^{-1}$). However, the average EF for the SSA in September from the EF2 model in grasslands (82 g-CO kg-DM$^{-1}$) is larger than that from the EF1 model (44 g-CO kg-DM$^{-1}$) and the EF3 model (35 g-CO kg-DM$^{-1}$). The average EF for the SSA in July from the EF3 model (35 g-CO kg-DM$^{-1}$) is within the variability of the measurements used for the EF1 model (43 ± 11 g-CO kg-DM$^{-1}$), while that from the EF2 model (88 g-CO kg-DM$^{-1}$) is larger than the upper end of the range from the measurements. The MCE for the EF2 model in woodlands for the SSA in September (0.90) is in good agreement with that for the EF1 model (0.93 ± 0.02) and the EF3 model (0.91), while that for
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</tr>
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</tr>
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$^a$Units are in kg DM m$^{-2}$.

$^b$South equatorial part of Africa (SEA 0°–10°S).

$^c$Measured values pertain to regions of SSA but were extrapolated to SEA.

$^d$Southern part of southern Africa (SSA <10°S).
the EF2 model in grasslands (0.92) is smaller than that for the EF1 (0.96) and EF3 (0.97) models. The measured emission factors (i.e. EF1) are similar in July and September in both woodlands and grasslands, a feature that is captured well by both the EF2 and EF3 models. Because the EF3 model accounts for temporal and spatial variations in EF, and because it provides a good agreement with the measured values in the SSA, we conclude that the EF3 model is the best method for determining EF among the methods presented here.

4. Differences in CO Emissions

In order to examine differences in bottom-up estimates of CO emissions from different data sets with those from top-down estimates, we compared the estimates of CO from the different combinations of the factors in equation (2) to the ranges deduced from the inverse modeling studies by Arellano et al. [2004] and Pétron et al. [2004] for the sum of July and September in 2000. In the former study, the annual amount of the prescribed CO emissions was optimized, so that the predicted annual average CO mixing ratios from a chemical transport model fit the measured CO mixing ratios for the year 2000 derived from the Measurements of Pollution in the Troposphere (MOPITT) instrument [Arellano et al., 2004]. They specified monthly-varying CO emissions from biomass burning in 2000 using the data set from van der Werf et al. [2003], which incorporates satellite observations of fires, biogeochemical modeling of available biomass, and biome-specific CO emission factors. In the Pétron et al. [2004] study, the monthly amounts of the prescribed CO emissions were optimized, so that the predicted CO mixing ratios from a chemical transport model fit the measured monthly average CO mixing ratios for the year 2000 derived from the MOPITT instrument [Pétron et al., 2004]. Biofuel emissions were separated from the open vegetation fire category in these studies [Arellano et al., 2004; Pétron et al., 2004] and thus are also not included here. Although the CO emissions from Arellano et al. [2004] were only constrained on an annual basis, the ratio of the sum of July and September to the annual emissions from the global estimate of Ito and Penner [2004] (0.44) are in good agreement with the a priori estimate of van der Werf et al. [2003] (0.45) and with the a posteriori estimate of Pétron et al. [2004] (0.43). Therefore we used the ratio of the a priori estimate for July and September to the total a priori measurement to determine the sum of the July and September CO emissions in southern Africa from the Arellano et al. [2004] annual estimates.

In order to investigate the sensitivity of the CO emissions to each factor in equation (2), 4 sets of simulations are examined: (1) standard run, (2) sensitivity to BA, (3) sensitivity to FC, and (4) sensitivity to EF. Our estimates for CO emissions using the 3 BA, the 3 FC, and the 3 EF models are compared to those from the inverse studies in Table 4.

### Table 4. Comparison of Emission Factorsa

<table>
<thead>
<tr>
<th></th>
<th>July</th>
<th>September</th>
</tr>
</thead>
<tbody>
<tr>
<td>Woodlands</td>
<td>Grasslands</td>
<td>All Lands</td>
</tr>
<tr>
<td>SEAb</td>
<td>EF1c</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>EF2</td>
<td>129</td>
</tr>
<tr>
<td></td>
<td>EF3</td>
<td>101</td>
</tr>
<tr>
<td>SSA d</td>
<td>EF1c</td>
<td>78 ± 21</td>
</tr>
<tr>
<td></td>
<td>EF2</td>
<td>101</td>
</tr>
<tr>
<td></td>
<td>EF3</td>
<td>99</td>
</tr>
</tbody>
</table>

aUnits are in g-CO kg-DM⁻¹.

bSouth equatorial part of Africa (SEA 0°–10°S).
cMeasured values pertain to regions of SSA but were extrapolated to SEA.
dSouthern part of southern Africa (SSA <10°S).

![Figure 2. CO emissions (Tg CO) from open vegetation burning for sum of July and September in 2000. Case 1 examines the three main models studied here. The black circle represents (BA1 × FC1 × EF1), the white triangle represents (BA1 × FC2 × EF2), and the white circle represents (BA1 × FC3 × EF3). Case 2 examines the effect of variations in BA: the plus represents (BA2 × FC3 × EF3), while the square represents (BA3 × FC3 × EF3). Case 3 examines the effect of variations in FC. The asterisk represents (BA1 × FC1 × EF3), while the diamond represents (BA1 × FC3 × EF3). Case 3 examines the effect of variations in FC. The asterisk represents (BA1 × FC1 × EF3), while the diamond represents (BA1 × FC3 × EF3). Case 4 examines variations in EF. The black triangle represents (BA1 × FC3 × EF1), while the cross represents (BA1 × FC3 × EF2). The horizontal line denotes the CO emission from monthly estimates [Pétron et al., 2004], while the dashed lines denote the range of CO source strengths from annual estimates [Arellano et al., 2004].
Figure 2. The black circle represents (BA1 × FC1 × EF1), the white triangle (BA2 × FC2 × EF2), the white circle (BA1 × FC3 × EF3), the plus (BA2 × FC3 × EF3), the square (BA3 × FC3 × EF3), the asterisk (BA1 × FC1 × EF3), the diamond (BA1 × FC2 × EF3), black triangle (BA1 × FC3 × EF1), and the cross (BA1 × FC3 × EF2). The horizontal line denotes the CO emissions from the monthly estimates of Pétron et al. [2004] (39 Tg CO), while the dashed lines denote the range of CO source strengths in July and September from the annual estimates of Arellano et al. [2004] (22–37 Tg CO). Because the NPP model results for fuel loads were not available for Madagascar and the emission in Madagascar is much smaller than that in southern Africa, we did not include bottom-up estimates of the CO emissions from Madagascar.

First, let us examine the 3 models represented as case 1 in Figure 2. The estimates from two of the models (BA2 × FC2 × EF2; 31 Tg CO) and (BA1 × FC3 × EF3; 29 Tg CO) yield larger emissions than that from the method based on measurements of the FC and EF applied to different land use categories (BA1 × FC1 × EF1: 18 Tg CO). Nevertheless, the estimates of CO emissions from these two modeling approaches are in the middle of the range calculated by numerical models and measurements from the MOPITT instrument in 2000 (which are from 22 to 39 Tg CO) [Arellano et al., 2004; Pétron et al., 2004], while that based on simply extrapolating the measured FC and EFs is too low. While the true uncertainties from the inverse models are likely larger than the ranges shown in Figure 2, the comparisons of results from both atmospheric chemical transport models with surface CO measurements also support these source strengths [Arellano et al., 2004; Pétron et al., 2004].

Second, let us examine the CO emissions when we vary the BA estimates (case 2 in Figure 2). The CO emissions from BA1 (BA1 × FC3 × EF3: 29 Tg CO) are compared with those from BA2 (BA2 × FC3 × EF3: 16 Tg CO) and from BA3 (BA3 × FC3 × EF3: 8 Tg CO). This sensitivity test results in the largest RSD of 58%.

Third, let us examine the CO emissions when we vary the FC model. The CO emissions from FC3 (BA1 × FC3 × EF3: 29 Tg CO) are compared with those from FC1 (BA1 × FC1 × EF3: 21 Tg CO) and from FC2 (BA1 × FC2 × EF3: 20 Tg CO). The result from FC3 is larger than those from FC1 and FC2 by 8 and 9 Tg CO, respectively. The major additional component included in the FC3 model compared to that in the FC2 model is the leaf attached with the tree felled and burned (8 Tg CO). As noted above, this result suggests that the FC3 model is sensitive to the accuracy of tree cover data sets. This sensitivity test results in an RSD of 21%.

Finally, the CO emissions from varying the EF model are compared in case 4. The CO emissions from EF3 (BA1 × FC3 × EF3: 29 Tg) are compared with those from EF1 (BA1 × FC3 × EF1: 25 Tg CO) and from EF2 (BA1 × FC3 × EF2: 48 Tg CO). The result from the EF1 model is in good agreement with that from EF3. This sensitivity test results in an RSD of 37%.

We may further compare the combination of (BA1 × FC3 × EF3) with the monthly emissions for July and September and the geographical distribution in the SEA and the SSA from Pétron et al. [2004]. Our CO emissions in the SEA decreased from 12 Tg CO month$^{-1}$ in July to 1 in September in the SEA, while those in the SSA increased from 7 Tg CO month$^{-1}$ in July to 9 in September. These trends in the source strengths in the SEA and in the SSA are consistent with those deduced by Pétron et al. [2004] whose estimates vary from 13 to 10 and from 1 to 15, respectively, but the intensities are substantially different in the late burning season in the SEA and in the early burning season in the SSA. The tendencies of larger emissions in July than in September are in line with results from other burned area data sets (see section 3.1). Pétron et al. [2004] noted that there is a 1 to 2-month delay between the peak in the MODIS fire counts and the peak in the MOPITT CO retrievals for most regions in the southern hemisphere. Further studies are needed to investigate the differences between the peak of the burned area data and the CO retrieved from satellites.

5. Discussion and Conclusions

Different burned area products, fuel consumption data, and emission factor models were examined for southern Africa. To estimate the emissions from open vegetation fires in Southern Africa in FC3, land cover types are classified into four classes based on the percentage of tree cover, the difference between tree cover data sets from different years, and the ATSR fire counts. In addition to the ranges in the total biomass subject to burning, the spatial and temporal variations associated with emissions of trace gases were analyzed using different techniques for calculating the combustion factors and emission factors. A spatially and temporally varying emission modeling approach is preferable to one that uses a non-varying space and/or time CF and EF.

The most significant differences in the emissions associated with different data sets can be ascribed to differences in estimated burned area data sets in southern Africa (RSD 58%). The fuel consumption and emission factor models presented in this study were compared with a limited number of measurements. The FC3 and EF3 models were selected as the best models because they represent spatial and temporal variations and because their predicted FC and EF were within the ranges estimated by measurements. In addition, the FC3 model includes the burning of felled trees, which could be an important factor in total emissions. The average estimate from our best model, FC3, in woodlands is identical to that from measurements of FC1 (0.44 kg DM m$^{-2}$) for the southern part of southern Africa (SSA <10°S) in September, while the differences in woodlands are largest between FC1 (0.44 kg DM m$^{-2}$) and FC3 (0.61 kg DM m$^{-2}$) for the south equatorial part of Africa (SEA 0°–10°S) in July. In this context, field measurements of FC are required in the south equatorial part of Africa (SEA 0°–10°S) to improve the emission estimates in southern Africa.

The ranges of total CO emissions associated with different combinations of factors were also compared to the ranges from inverse modeling studies for the year 2000. The estimated ranges from both the (BA2 × FC2 × EF2: 31 Tg CO) and (BA1 × FC3 × EF3: 29 Tg CO) modeling approaches for CO emissions from open biomass burning using the MODIS burned area data set [Roy et al., 2002]
were within the range of the estimates constrained by chemical transport models and measurements for the year 2000 (22 to 39 Tg CO). Clearly, differentiation of different modeling methods for CO emission requires a high accuracy in the data sets for burned area. Moreover, the fuel consumption must be accurately determined. Since the total fuel consumed is determined by the combustion fraction times the fuel load, both these factors must be known accurately. We have also shown that the FC3 model is sensitive to the accuracy of tree cover data. Thus, the tree cover needs further validation and should be made available on monthly and annual basis if biomass burning estimates are to improve.
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