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ABSTRACT

Statistical methods for analyzing human genetic variation in diverse populations

by

Chaolong Wang

Co-chairs: Noah A. Rosenberg and Michael L. Boehnke

The recent expansion of genetic datasets in diverse populations has allowed re-

searchers to investigate human genetic structure and evolutionary history with un-

precedented resolution. The huge amount of data also poses new statistical challenges,

in both quality control and data analysis. In this dissertation, I develop statistical

methods to address some challenges arising from recent population-genetic studies,

and apply the methods to study the geographic structure of human genetic variation.

First, I develop a method to correct for allelic dropout, a common source of geno-

typing error in microsatellite data. Traditional solutions for allelic dropout often re-

quire replicate genotyping, which is costly and often impossible in population-genetic

studies. To address this problem, I propose a maximum likelihood approach to es-

timate dropout rates from nonreplicated microsatellite genotypes. Based on simula-

tions and empirical data, I show that this method is both accurate and fairly robust

to some violations of model assumptions.

Next, I introduce a Procrustes analysis approach to compare spatial maps of

genetic variation. Multivariate techniques, such as principal components analysis

(PCA), have been widely used to summarize population structure, typically in two-
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dimensional maps, which often resemble the geographic maps of sampling locations.

Using the Procrustes approach, I quantitatively demonstrate that genetic coordinates

based on SNPs and CNVs are similar to each other, and are highly concordant with

the geographic coordinates.

Finally, applying PCA and Procrustes analysis on SNP data from worldwide pop-

ulations, I perform a systematic study to compare genes and geography across the

globe. By considering examples in different regions, I find that significant similarity

between genes and geography exists in general. Further, the similarity is highest in

Asia and once isolated populations have been removed, Sub-Saharan Africa. The re-

sults provide a quantitative assessment of the geographic structure of human genetic

variation worldwide.

In summary, this dissertation contributes both statistical tools for analyzing large-

scale genetic data and biological insights on the spatial patterns of human genetic

variation. Results from this dissertation provide a basis for evaluating the role of

geography in giving rise to human population structure, and can facilitate statistical

methods for inferring individual geographic origin from genetic variation.
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CHAPTER I

Introduction

The development of molecular-genetic technology has significantly contributed to

the expansion of genetic data sets for various types of DNA variation. Especially for

humans, a large number of genetic markers have been assayed in over thousands of

individuals from diverse populations worldwide (e.g. Rosenberg et al., 2002; Li et al.,

2008; The International HapMap 3 Consortium, 2010). The large amounts of data

allow researchers to investigate questions of human genetic structure and evolutionary

history with previously unavailable resolution. However, they also pose new statistical

challenges for genetic research. These challenges include how to assess data quality

and correct for systematic errors inherent to large data sets, and how to efficiently

analyze data and provide biological interpretation. In this dissertation, I focus on

developing statistical methods to address some of the challenges arising from recent

population-genetic studies of two of the most widely used types of molecular markers:

microsatellites and single-nucleotide polymorphisms (SNPs). Using the methods, I

investigate the geographic structure of human genetic variation in worldwide popu-

lations.

Microsatellites are tandemly repeated sequences in DNA, with the length of a

repeat unit typically ranging from 1 to 6 base pairs (bp). At a microsatellite locus,

distinct alleles represent DNA fragments of different numbers of repeat units. The
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number of repeats for a microsatellite allele can range from 3 to over 100, such that

microsatellites are highly polymorphic and informative (Rosenberg et al., 2003). In

addition, microsatellites are fairly abundant, compromising about 3% of the human

genome (The International Human Genome Sequencing Consortium, 2001; Payseur

et al., 2011), and they distribute evenly across the genome (Subramanian et al., 2003).

These properties make microsatellites popular as genetic markers in many research ar-

eas, including forensics (e.g. Urquhart et al., 1994), linkage studies (e.g. Weissenbach

et al., 1992), paternity testing (e.g. Pena and Chakraborty , 1994), and population

genetics (e.g. Rosenberg et al., 2002). Further, the high mutation rate of microsatel-

lites (10−4 to 10−3 per base per generation, Ellegren, 2000) allows microsatellites to

be used as molecular clocks to infer human evolutionary history (Goldstein et al.,

1995a,b; Slatkin, 1995). The availability of large microsatellite data sets has led to

great advances in our understanding of worldwide human population structure and

the evolutionary history of modern humans (Bowcock et al., 1994; Jorde et al., 1995,

1997; Kimmel et al., 1998; Rosenberg et al., 2002; Cavalli-Sforza and Feldman, 2003;

Ramachandran et al., 2005; Prugnolle et al., 2005; Wang et al., 2007b; Friedlaender

et al., 2008; Tishkoff et al., 2009).

As the most popular genetic markers in human research from the 1990s to the

early 2000s, microsatellites still play an important role in many areas. Especially in

molecular ecology, microsatellites remain the primary genetic markers to study non-

model organisms, for which SNP arrays are not well developed (Schlötterer , 2004;

Seeb et al., 2011). Even in humans, microsatellites are still used in many population-

genetic studies because of the existence of large amounts of microsatellite data from

diverse populations (e.g. Ramachandran and Rosenberg , 2011), and because of special

properties of microsatellites, such as high mutation rates and high levels of polymor-

phism (e.g. Sun et al., 2009).

An important data quality issue with microsatellites is “allelic dropout.” Genetic
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variation at microsatellite loci is typically detected using polymerase chain reaction

(PCR) amplification followed by electrophoresis (Lai and Sun, 2004). This genotyp-

ing procedure is generally reliable when using high-quality DNA samples. However,

when DNA samples have poor quality, one or both allelic copies at a locus often fail

to be amplified with PCR, resulting in either spurious homozygotes or missing data.

This problem is known as “allelic dropout,” the most significant type of genotyping

error for microsatellites (Pompanon et al., 2005; Hoffman and Amos , 2005). Allelic

dropout can substantially decrease data accuracy and lead to mistaken results in many

microsatellite-based studies, especially for studies in molecular ecology, where DNA

samples are often collected from noninvasive sources and thus have relatively low qual-

ity (e.g. Fernando et al., 2003; Broquet and Petit , 2004). Existing approaches, both

experimental and computational, for avoiding allelic dropout often require repeated

genotyping to minimize the effects of experimental error (Miller et al., 2002; Wang ,

2004; Hoffman and Amos , 2005; Hadfield et al., 2006; Johnson and Haydon, 2007;

Wright et al., 2009). These approaches, however, are costly and are only suitable

when enough DNA is available for repeated genotyping. Chapter II (Wang et al.,

2012a) investigates the allelic dropout problem when replicated genotypes are not

available. I develop a maximum likelihood method with an expectation-maximization

(EM) algorithm to jointly estimate allele frequencies, the inbreeding coefficient, and

both sample-specific and locus-specific dropout rates from a single set of genotypes.

Further, I propose a multiple imputation strategy to correct for allelic dropout in

downstream analyses. I implement this method in a software program MicroDrop,

which can be useful for preparing data sets to circumvent allelic dropout in diverse

applications in population genetics and molecular ecology.

Upon the arrival of high-throughput genotyping technologies, SNPs have gradu-

ally replaced microsatellites and become the most popular genetic markers in human

population-genetic research. The high density of SNPs across the genome also makes
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SNPs suitable genetic markers for genome-wide association studies, which search

across the genome for disease-susceptibility genes by comparing large numbers of

diseased individuals (cases) and healthy individuals (controls) (The International

HapMap Consortium, 2003; Hirschhorn and Daly , 2005; Hindorff et al., 2009). Unlike

multi-allelic microsatellites, most SNP markers only have two allelic states. Neverthe-

less, the number of SNP loci in the human genome is much larger than the number of

microsatellite loci (The International Human Genome Sequencing Consortium, 2001;

The 1000 Genome Project Consortium, 2010). Further, cost-effective array technolo-

gies allow SNPs to be genotyped at a very large scale, both in number of samples and

number of markers. Recent population-genetic studies based on hundreds of thou-

sands of SNP markers can reach an unprecedented resolution in identifying fine-scale

population structure (for a review, see Novembre and Ramachandran, 2011).

Understanding population structure is crucial for both evolutionary biology and

disease association studies. In evolutionary biology, population structure provides the

basis to infer evolutionary processes, such as migration, admixture, and natural selec-

tion, that shape the spatial distribution of human genetic variation (e.g. DeGiorgio

et al., 2009; Pickrell et al., 2009; Bryc et al., 2010a,b). In disease association studies,

when cases and controls are sampled from groups with different genetic backgrounds,

population structure can lead to false association signals between non-causal genetic

variants and common genetic diseases (Pritchard and Rosenberg , 1999;Marchini et al.,

2004). To study population structure, multivariate analyses, as statistical methods

for summarizing high-dimensional data into a few synthetic variables, are often used

to extract information from hundreds to millions of genetic markers (Jombart et al.,

2009). Principal components analysis (PCA) and mutidimensional scaling (MDS) are

two of the most popular multivariate techniques in population genetics, and in disease

association studies to control for population structure (Price et al., 2006; Engelhardt

and Stephens , 2010). Especially for large-scale SNP data sets, PCA and MDS are fa-
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vored because of their computational efficiency and high level of power to decompose

the complex structure of human genetic variation (Patterson et al., 2006; Paschou

et al., 2007).

Both PCA and MDS summarize the structure of human genetic variation by pro-

jecting individuals in a low-dimensional space such that Euclidean distances between

individuals approximately reflect their genetic distances. Many studies have reported

that statistical maps of genetic variation generated by the first two components of

PCA or MDS closely match geographic sampling locations, from the continental level

such as in Europe (Novembre et al., 2008; Lao et al., 2008; Heath et al., 2008) and West

Africa (Bryc et al., 2010b), to more local levels, such as in Finland (Jakkula et al.,

2008; Hoggart et al., 2012), Iceland (Price et al., 2009), and Sweden (Salmela et al.,

2011). These studies, however, mostly focusing on specific regions, often used different

data processing procedures and different statistical techniques. Further, their com-

parisons with geography have been based largely on qualitative observations. These

problems have caused great difficulty for integrating results from different studies

to obtain a comprehensive picture of the spatial pattern of human genetic variation

across the world. Chapters III (Wang et al., 2010) and IV (Wang et al., 2012b)

address this challenge by developing novel methods to quantify similarity between

spatial maps of genetic variation, and by providing a systematic study on comparing

genes and geography in worldwide human populations.

Despite the popularity of PCA and MDS in population-genetic studies, relatively

few quantitative approaches are available to interpret results in PCA or MDS maps.

Chapter III (Wang et al., 2010) introduces a quantitative approach to formally eval-

uate the similarity between different spatial maps of human genetic variation. This

approach is based on Procrustes analysis, a classic multivariate statistical technique

in shape analysis (Dryden and Mardia, 1998; Cox and Cox , 2001). Given two sets of

coordinates — two maps — Procrustes analysis identifies the optimal transformations
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of one set of coordinates to maximize its similarity to the other set, and it provides

a similarity score between the transformed maps. The statistical significance of the

similarity score is then evaluated by a permutation test (Jackson, 1995; Peres-Neto

and Jackson, 2001). Several examples are analyzed in Chapter III to illustrate the

versatility of the Procrustes approach in population-genetic applications, including

comparisons between (1) statistical maps of population-genetic variation and geo-

graphic maps of sampling locations in European and worldwide samples, (2) statisti-

cal maps of partially overlapped samples generated by different statistical techniques

(PCA vs. MDS), and (3) statistical maps of the same samples based on different types

of genetic markers (SNPs vs. copy-number variants, CNVs). With these examples,

I show that statistical maps of human genetic variation based on SNPs and CNVs

have a high level of agreement with each other and match closely with geographic

sampling locations.

Chapter IV presents a subsequent study that employs PCA and the Procrustes

approach to systematically assess the geographic structure of human genetic varia-

tion across different regions of the world. I integrate genome-wide SNP data and

geographic coordinates for 149 worldwide populations, including data in the Human

Genome Diversity Cell Line Panel (HGDP, Li et al., 2008) and HapMap Phase 3

(The International HapMap 3 Consortium, 2010), as well as data previously reported

by several other studies (Novembre et al., 2008; Xing et al., 2009, 2010; Bryc et al.,

2010b; Simonson et al., 2010). I evaluate the similarity between genes and geography

in different geographic regions using a common analysis framework and a common set

of markers, such that results for different locations can be directly compared to each

other. By considering examples sampled from Europe, Sub-Saharan Africa, Asia,

Central/South Asia, and East Asia, as well as a worldwide sample, I find that signifi-

cant similarity between genes and geography exists in general at different geographic

levels. Further, the highest similarity scores appear in Asia, and once isolated pop-
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ulations have been removed, Sub-Saharan Africa. The results provide a quantitative

assessment of the geographic structure of human genetic variation worldwide, sup-

porting a view that geography plays a strong role in giving rise to human population

structure.

Together, I develop two statistical methods including a software program in this

dissertation, addressing different statistical challenges arising from recent population-

genetic studies. In addition, with this dissertation, I contribute novel biological in-

sights on the geographic structure of human genetic variation, which can benefit

studies that demand knowledge of human population structure, such as evolution-

ary and disease association studies. Three chapters in this dissertation have been

published or in press, by Genetics (II, Wang et al., 2012a), Statistical Applications

in Genetics and Molecular Biology (III, Wang et al., 2010), and PLoS Genetics (IV,

Wang et al., 2012b).
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CHAPTER II

A maximum likelihood method to correct for

allelic dropout in microsatellite data with no

replicate genotypes

2.1 Introduction

Microsatellite markers are widely used in population genetics and molecular ecol-

ogy. In microsatellite data, distinct alleles at a locus represent DNA fragments of

different sizes, typically detected by amplification using the polymerase chain reac-

tion (PCR). Frequently, during microsatellite genotyping in diploid organisms, one

or both of an individual’s two copies of a locus fail to amplify with PCR, yielding a

spurious homozygote or a spurious occurrence of missing data. This problem is known

as “allelic dropout” (e.g. Gagneux et al., 1997; Pompanon et al., 2005). For example,

if an individual has genotype AB at a locus, but only allele A successfully amplifies,

then only allele A will be detected, and the genotype will be erroneously recorded as

AA. If neither allelic copy amplifies, then the genotype will be recorded as missing.

Here we follow Miller et al. (2002) by using “copies” to refer to the paternal and

maternal variants in an individual and “alleles” to specify the distinct allelic types

possible at a locus.

Allelic dropout is common in microsatellite studies and can lead to statistical
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errors in subsequent analyses (e.g. Bonin et al., 2004; Broquet and Petit , 2004; Hoff-

man and Amos , 2005). For example, in estimating population-genetic statistics, be-

cause allelic dropout can cause mistaken assignment of heterozygous genotypes as

homozygotes, it can lead to underestimation of the observed heterozygosity and over-

estimation of the inbreeding coefficient (Taberlet et al., 1999). Circumventing allelic

dropout is therefore important for microsatellite studies. One general strategy for

correcting for allelic dropout involves repeated genotyping, particularly for the ap-

parent homozygotes (e.g. Taberlet et al., 1996; Morin et al., 2001; Wasser et al.,

2007). Additionally, computational approaches have been proposed to assess allelic

dropout, primarily when replicate genotypes are available (Miller et al., 2002; Wang ,

2004; Hadfield et al., 2006; Johnson and Haydon, 2007; Wright et al., 2009). In prac-

tice, however, replicate genotyping is costly and often uninformative or impossible

owing to insufficient DNA or logistical constraints, especially for natural populations

with limited DNA samples from noninvasive sources (e.g. Taberlet and Luikart , 1999;

Taberlet et al., 1999). Therefore, in this study, we develop a maximum likelihood

approach that can correct for allelic dropout without using replicate genotypes.

It is believed that the cause of allelic dropout is stochastic sampling of the molec-

ular product, which can occur at two stages of the genotyping process (Fig. 2.1). If

DNA concentration is low, then one or both of the allelic copies might not be present

in sufficient quantity for successful amplification (e.g. Navidi et al., 1992; Taberlet

et al., 1996; Sefc et al., 2003). Poor quality of the template DNA (e.g. high degra-

dation) can also prevent binding by the PCR primers and polymerase, resulting in

dropout. An additional problem in the binding step is that some loci might be less

likely than others to be bound. Previous studies have found that although different

alleles at the same locus have similar probabilities of dropping out, loci with longer

alleles tend to have higher dropout rates than those with shorter alleles (e.g. Sefc

et al., 2003; Buchan et al., 2005; Broquet et al., 2007); differences in primer anneal-
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ing efficiency and in template DNA secondary structures might also contribute to

different dropout rates across loci (Buchan et al., 2005).

In this study, we explicitly model the two sources of allelic dropout using sample-

specific dropout rates γi· and locus-specific dropout rates γ·ℓ, such that the probability

of allelic dropout at locus ℓ of individual i is determined by a function of both γi·

and γ·ℓ. With a single nonreplicated set of genotypes, we jointly estimate the pa-

rameters of the model, including allele frequencies, sample-specific dropout rates,

locus-specific dropout rates, and an inbreeding coefficient, thereby correcting for the

underestimation of observed heterozygosity and overestimation of inbreeding caused

by allelic dropout. We use an expectation-maximization (EM) algorithm to obtain

maximum likelihood estimates (MLEs). With the estimated parameter values, we

perform multiple imputation to correct the bias caused by allelic dropout in estimat-

ing the observed heterozygosity. We have implemented this method in MicroDrop,

which is freely available at http://rosenberglab.stanford.edu.

We first employ the method for analyzing a set of human microsatellite genotypes

from Native American populations. Using the estimated parameter values, we gener-

ate a simulated data set that mimics the Native American data, and we employ this

simulated data set to evaluate the performance of our model. First, we compare the

patterns of missing data and heterozygosity between the simulated and real data to

check if our model correctly reproduces the observed patterns. Next, we compare es-

timated and true values of the allelic dropout rates for the simulated data. Finally, we

compare the corrected heterozygosity with the “true” heterozygosity calculated from

the true genotype data prior to allelic dropout. We further evaluate the robustness of

our model using simulations with different levels of inbreeding, population structure,

and genotyping errors from sources other than allelic dropout. We conclude our study

by using simulations to argue that our MLEs of dropout rates and the inbreeding co-

efficient are consistent. That is, we show that as the number of individuals and the
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number of genotyped loci increase, our estimated values appear to converge to the

true values of the parameters.

2.2 Data and preliminary analysis

The data set on which we focus consists of genotypes for 343 microsatellite markers

in 152 Native North Americans collected from 14 populations over many years by

the laboratory of D. G. Smith at the University of California, Davis. We identify

the populations according to their sampling locations: three populations from the

Arctic/Subarctic region, two from the Midwest of the United States (US), two from

the Southeast US, two from the Southwest US, three from the Great Basin/California

region, and two from Central Mexico. In this data set, the number of distinct alleles

per locus has mean 8.0 across loci, with a minimum of 4 and a maximum of 24.

Allelic dropout can generate both spurious homozygotes, when one allelic copy

drops out at a heterozygous locus, and missing data, when both copies drop out at

either homozygous or heterozygous loci. Thus, under the hypothesis that missing

data are caused by allelic dropout, we expect a higher proportion of missing data to

be accompanied by a higher proportion of homozygous genotypes. If allelic dropout

is caused by low DNA concentration or low quality in certain samples, then a positive

correlation will be observed across individuals between missing data and individual

homozygosity. Alternatively, if allelic dropout is caused by locus-specific factors such

as differences across loci in the binding properties of the primers or polymerase,

we instead expect a positive correlation across loci between missing data and locus

homozygosity. This type of correlation is also expected if missing data are due to

“true missingness”—for example, null alleles segregating in the population at certain

loci, as a result of polymorphic deletions in primer regions (e.g. Pemberton et al.,

1995; Dakin and Avise, 2004). Here, we disregard true missingness and assume that

all missing genotypes are attributable to allelic dropout.
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For each individual, we evaluated the proportion of loci at which missing data oc-

curred and the proportion of homozygotes among those loci for which data were not

missing. As shown in Fig. 2.2A, missing data and homozygosity have a strong positive

correlation: the Pearson correlation is r = 0.729 (P < 0.0001, by 10,000 permutations

of the proportions of homozygous loci across individuals). This observation matches

the prediction of the hypothesis that missing data result from sample-specific dropout

rather than locus-specific dropout or “true missingness.” By contrast, an analogous

computation for each locus rather than for each individual (Fig. 2.2B) finds that

the correlation between homozygosity and missing data is much smaller (r = 0.099

and P = 0.0341, by 10,000 permutations of the proportions of homozygous individ-

uals across loci). We therefore suspect that missing genotypes in this data set arise

primarily from the allelic dropout caused by low DNA concentration or quality in

some samples, and that locus-specific factors such as poor binding affinity of primers

and polymerase have a smaller effect. In any case, for our subsequent analyses, we

continue to consider both sample-specific and locus-specific factors.

2.3 Model

Consider N individuals and L loci. Denote alleles at locus ℓ by Aℓk with k =

1, 2, . . . , Kℓ, where Kℓ is the number of distinct alleles at locus ℓ. Denote the observed

genotype data by W = {wiℓ : i = 1, 2, . . . , N ; ℓ = 1, 2, . . . , L}, where genotyping has

been attempted for all individuals at all loci. Here, wiℓ is the observed genotype of

the ith individual at the ℓth locus. Each entry of W consists of the two observed

copies at a locus in a specific individual. If the observed genotype is missing at locus

ℓ of individual i, then we specify wiℓ = XX. Otherwise, wiℓ = AℓkAℓh for some

k, h ∈ {1, 2, . . . , Kℓ}, where k and h are not necessarily distinct. The true genotypes

are denoted by G = {giℓ : i = 1, 2, . . . , N ; ℓ = 1, 2, . . . , L}. A description of the

notation appears in Table 2.1.
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To model the dropout mechanism, we specify a set of dropout states Z = {ziℓ :

i = 1, 2, . . . , N ; ℓ = 1, 2, . . . , L} that connects G and W and that indicates which

alleles “drop out.” For a heterozygous true genotype giℓ = AℓkAℓh (h ̸= k), supposing

allele Aℓk drops out, the dropout state is ziℓ = AℓhX and the observed genotype

is wiℓ = AℓhAℓh. For a homozygous true genotype giℓ = AℓkAℓk, the dropout state

ziℓ = AℓkX means that exactly one of the two allelic copies drops out.

We make five assumptions in our model:

1. All distinct alleles are observed at least once in our data set;

2. All missing and incorrect genotypes are attributable to allelic dropout;

3. Both copies at a locus ℓ of an individual i have equal probability γiℓ of dropping out.

This probability is a function of a sample-specific dropout rate γi· and a locus-specific

dropout rate γ·ℓ:

γiℓ = γi· + γ·ℓ − γi·γ·ℓ; (2.1)

4. All individuals are unrelated and have the same inbreeding coefficient ρ, such that

for any locus of any individual, the two allelic copies are identical by descent (IBD)

with probability ρ;

5. Each pair of loci is independent (i.e. each pair of loci is at linkage equilibrium).

Denote Γ = {γi·, γ·ℓ : i = 1, 2, . . . , N ; ℓ = 1, 2, . . . , L} and Φ = {ϕℓk : ℓ =

1, 2, . . . , L; k = 1, 2, . . . , Kℓ}, in which ϕℓk is the true frequency of allele Aℓk at locus

ℓ, γi· is the probability of dropout caused by sample-specific factors for any allelic

copy at any locus of individual i, and γ·ℓ is the probability of dropout caused by

locus-specific factors for any allelic copy at locus ℓ in any individual. Eq. 2.1 arises

by noting that the dropout probability for an allelic copy at locus ℓ of individual i,

considering the two possible causes as independent, is γiℓ = 1− (1− γi·)(1− γ·ℓ).

Using assumption 3, the conditional probability P(ziℓ|giℓ,Γ) can be expressed as

shown in Table 2.2. The conditional probability of observing genotype wiℓ given true
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genotype giℓ and dropout rates γi· and γ·ℓ can be calculated as

P(wiℓ|giℓ,Γ) =
∑
ziℓ

P(wiℓ|ziℓ, giℓ)P(ziℓ|giℓ,Γ). (2.2)

Here, P(wiℓ|ziℓ, giℓ) is either 0 or 1 because W is fully determined by Z and G, and the

summation proceeds over all dropout states ziℓ possible given the observed genotype

wiℓ (Table 2.2).

We use a set of binary random variables S = {siℓ} to indicate the IBD states of

the true genotypes G, such that siℓ = 1 if the two allelic copies in genotype giℓ are

IBD, and siℓ = 0 otherwise. Under assumption 4, we have (e.g. Holsinger and Weir ,

2009)

P(siℓ|ρ) =

 ρ if siℓ = 1

1− ρ if siℓ = 0
(2.3)

P(giℓ|siℓ,Φ) =



ϕ2
ℓk if giℓ = AℓkAℓk and siℓ = 0

2ϕℓkϕℓh if giℓ = AℓkAℓh (h ̸= k) and siℓ = 0

ϕℓk if giℓ = AℓkAℓk and siℓ = 1

0 if giℓ = AℓkAℓh (h ̸= k) and siℓ = 1

(2.4)

P(giℓ|Φ, ρ) =

 (1− ρ)ϕ2
ℓk + ρϕℓk if giℓ = AℓkAℓk

2(1− ρ)ϕℓkϕℓh if giℓ = AℓkAℓh (h ̸= k).
(2.5)

When ρ = 0, the genotype frequencies in eq. 2.5 follow Hardy-Weinberg equilibrium

(HWE).

With the quantities in eqs. 2.2-2.5, the probability of observing wiℓ given param-

eters Ψ is

P(wiℓ|Ψ) =
∑
giℓ

P(wiℓ|giℓ,Γ)P(giℓ|Φ, ρ). (2.6)

The summation proceeds over the set of all possible true genotypes giℓ, that is, over
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all two-allele combinations at locus ℓ. The likelihood function of the parameters

Ψ = {Φ,Γ, ρ} is then given by

P(W |Ψ) =
N∏
i=1

L∏
ℓ=1

P(wiℓ|Ψ). (2.7)

This likelihood assumes that dropout at a locus is independent across individuals, so

that each observed diploid genotype of an individual at the locus is a separate trial

independent of all others. Further, assumption 5 enables us to take a product across

loci, as genotypes at separate loci are independent. A graphical representation of the

relationships among the parameters Φ, Γ, and ρ, the latent variables G, S, and Z,

and the observation W appears in Fig. 2.3.

2.4 Estimation procedure

Given the observed genotypes W , we can use an EM algorithm (e.g. Lange, 2002)

to obtain the MLEs of the allele frequencies Φ, the sample-specific and locus-specific

dropout rates Γ, and the inbreeding coefficient ρ. Under the inbreeding assumption

(assumption 4), two allelic copies at the same locus need not be independent. If two

allelic copies are IBD, then the allelic state of one copy is determined given the allelic

state of the other copy, so that the number of independent allelic copies is 1. If two

copies at the same locus are not IBD, then the number of independent allelic copies

is 2. We introduce a random variable nℓk to represent the number of “independent”

copies of allele Aℓk in the whole data set, considering all individuals. We also define

a random variable diℓ as the number of copies that drop out at locus ℓ of individual

i (diℓ = 0, 1, or 2).

In the E-step of our EM algorithm, we calculate (1) the expectation of the num-

ber of independent copies for all alleles, E[nℓk|W,Ψ], summing across individuals;

(2) for each individual, the total number of dropouts caused by sample-specific fac-
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tors, E[di·|W,Ψ] =
∑L

ℓ=1 E[diℓ|W,Ψ](γi·/γiℓ); (3) for each locus, the total number of

dropouts caused by locus-specific factors, E[d·ℓ|W,Ψ] =
∑N

i=1 E[diℓ|W,Ψ](γ·ℓ/γiℓ); and

(4) the expectation of the total number of genotypes that are IBD, summing across

the whole data set, E[s|W,Ψ] =
∑N

i=1

∑L
ℓ=1 E[siℓ|W,Ψ]. The factors γi·/γiℓ and γ·ℓ/γiℓ

specify the respective probabilities that sample-specific factors and locus-specific fac-

tors contribute to the allelic dropouts at locus ℓ of individual i.

To obtain the expectations required for the E-step, we need the posterior proba-

bilities of giℓ, diℓ, and siℓ given the observed genotype wiℓ and the parameters Ψ, for

each (i, ℓ) with i = 1, 2, . . . , N and ℓ = 1, 2, . . . , L. The posterior joint probabilities

of giℓ and siℓ given wiℓ and Ψ are listed in Table 2.3, and they are calculated from

Bayes’ formula:

P(giℓ, siℓ|wiℓ,Ψ) =
P(giℓ, siℓ|Ψ)P(wiℓ|giℓ, siℓ,Ψ)∑

giℓ

∑1
siℓ=0 P(giℓ, siℓ|Ψ)P(wiℓ|giℓ, siℓ,Ψ)

=
P(siℓ|ρ)P(giℓ|siℓ,Φ)P(wiℓ|giℓ, γiℓ)∑

giℓ

∑1
siℓ=0 P(siℓ|ρ)P(giℓ|siℓ,Φ)P(wiℓ|giℓ, γiℓ)

. (2.8)

The second equality holds because the probability of being IBD (siℓ = 1) depends

only on the inbreeding coefficient ρ, the true genotype giℓ is independent of ρ and the

dropout rate γiℓ given siℓ and the allele frequencies Φ, and the observed genotype wiℓ

is independent of Φ and ρ given giℓ and γiℓ.

For example, suppose the observed genotype is wiℓ = AℓkAℓk, and we wish to

evaluate P(giℓ = AℓkAℓk, siℓ = 1|wiℓ = AℓkAℓk,Ψ), the posterior joint probability that

the true genotype is giℓ = AℓkAℓk and the two allelic copies are IBD. If wiℓ = AℓkAℓk

is observed, then the true genotype giℓ can be a homozygote AℓkAℓk or a heterozygote

AℓkAℓh, with h ∈ {1, 2, . . . , Kℓ} and h ̸= k. Each term in the summation in eq. 2.8 is a

joint probability P(giℓ, siℓ, wiℓ|Ψ). To calculate this quantity, P(siℓ|ρ) and P(giℓ|siℓ,Φ)

are obtained using eqs. 2.3 and 2.4 respectively. The values of P(wiℓ = AℓkAℓk|giℓ, γiℓ)

are given by Table 2.2 and can be obtained using eq. 2.2. The resulting probabilities
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P(giℓ, siℓ, wiℓ|Ψ) appear in Table 2.3. Therefore, for example,

P(giℓ = AℓkAℓk, siℓ = 1|wiℓ = AℓkAℓk,Ψ) =
P(giℓ = AℓkAℓk, siℓ = 1, wiℓ = AℓkAℓk|Ψ)∑

giℓ

∑1
siℓ=0 P(giℓ, siℓ, wiℓ = AℓkAℓk|Ψ)

=
ρϕℓk(1− γ2

iℓ)

ρϕℓk(1− γ2
iℓ) + (1− ρ)ϕ2

ℓk(1− γ2
iℓ) +

∑
h∈{1,2,...,Kℓ}

h̸=k

2(1− ρ)ϕℓkϕℓhγiℓ(1− γiℓ)

=
ρϕℓk(1− γ2

iℓ)

ρϕℓk(1− γ2
iℓ) + (1− ρ)ϕ2

ℓk(1− γ2
iℓ) + 2(1− ρ)ϕℓk(1− ϕℓk)γiℓ(1− γiℓ)

=
ρ(1 + γiℓ)

ρ(1 + γiℓ) + (1− ρ)(2γiℓ − ϕℓkγiℓ + ϕℓk)
. (2.9)

With the values of P(giℓ, siℓ|wiℓ = AℓkAℓk,Ψ), the posterior probabilities of giℓ and

siℓ can be easily calculated with eqs. 2.10 and 2.11, respectively. Results appear in

Tables 2.4 and 2.5.

P(giℓ|wiℓ,Ψ) =
1∑

siℓ=0

P(giℓ, siℓ|wiℓ,Ψ), (2.10)

P(siℓ|wiℓ,Ψ) =
∑
giℓ

P(giℓ, siℓ|wiℓ,Ψ). (2.11)

The posterior probabilities of diℓ given wiℓ and Ψ appear in Table 2.6, and they

are obtained by

P(diℓ|wiℓ,Ψ) =
P(diℓ, wiℓ|Ψ)

P(wiℓ|Ψ)
=

P(diℓ, wiℓ|Ψ)∑2
diℓ=0 P(diℓ, wiℓ|Ψ)

. (2.12)

Here,

P(diℓ, wiℓ|Ψ) =
∑
giℓ

P(diℓ, wiℓ, giℓ|Ψ)

=
∑
giℓ

P(diℓ, wiℓ|giℓ, γiℓ)P(giℓ|Φ, ρ)

=
∑
giℓ

P(wiℓ|giℓ, diℓ)P(diℓ|γiℓ)P(giℓ|Φ, ρ). (2.13)
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Therefore, E[nℓk|W,Ψ], E[di·|W,Ψ], E[d·ℓ|W,Ψ], and E[s|W,Ψ] are calculated as

E[nℓk|W,Ψ] =
N∑
i=1

∑
giℓ

1∑
siℓ=0

f(Aℓk|giℓ, siℓ)P(giℓ, siℓ|wiℓ,Ψ), (2.14)

E[di·|W,Ψ] =
L∑

ℓ=1

2∑
diℓ=0

diℓP(diℓ|wiℓ,Ψ)(γi·/γiℓ), (2.15)

E[d·ℓ|W,Ψ] =
N∑
i=1

2∑
diℓ=0

diℓP(diℓ|wiℓ,Ψ)(γ·ℓ/γiℓ), (2.16)

E[s|W,Ψ] =
N∑
i=1

L∑
ℓ=1

1∑
siℓ=0

siℓP(siℓ|wiℓ,Ψ), (2.17)

in which f(Aℓk|giℓ, siℓ) indicates the number of independent copies of allele Aℓk in

genotype giℓ given the IBD state siℓ, as defined below:

f(Aℓk|giℓ, siℓ) =



2 if giℓ = AℓkAℓk and siℓ = 0

1 if giℓ = AℓkAℓk and siℓ = 1

1 if giℓ = AℓkAℓh (h ̸= k)

0 otherwise.

(2.18)

In the M-step of the EM algorithm, we update the estimation of parameters Ψ by

ϕℓk = E[nℓk|W,Ψ]/

Kℓ∑
h=1

E[nℓh|W,Ψ] for k = 1, 2, . . . , Kℓ and ℓ = 1, 2, . . . , L, (2.19)

γi· = E[di·|W,Ψ]/(2L) for i = 1, 2, . . . , N, (2.20)

γ·ℓ = E[d·ℓ|W,Ψ]/(2N) for ℓ = 1, 2, . . . , L, (2.21)

ρ = E[s|W,Ψ]/(NL). (2.22)

Justification of these expressions appears in Appendix A. With the updated pa-

rameter values, we calculate the likelihood P(W |Ψ) using eq. 2.7 and then repeat

the E-step and M-step. The likelihood is guaranteed to increase after each itera-
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tion in this EM process and will converge to a maximum (e.g. Lange, 2002); the

estimated parameter values are MLEs if this maximum is the global maximum.

To lower the chance of convergence only to a local maximum, we repeat our EM

algorithm with 100 sets of initial values of Ψ. For each set, the allele frequen-

cies, Φ = {ϕℓk : k = 1, 2, . . . , Kℓ; ℓ = 1, 2, . . . , L}, are sampled independently at

different loci from Dirichlet distributions, Dir(1(1), 1(2), . . . , 1(Kℓ)) for locus ℓ; the

sample-specific dropout rates γi· (i = 1, 2, . . . , N), the locus-specific dropout rates

γ·ℓ (ℓ = 1, 2, . . . , L), and the inbreeding coefficient ρ are independently sampled from

the uniform distribution U(0, 1). An EM replicate is considered to be “converged”

if the increase of the log-likelihood log10 P(W |Ψ) in one iteration is less than 10−4;

when this condition is met, we terminate the iteration process. The parameter values

that generate the highest likelihood among the 100 EM replicates are chosen as our

estimates.

2.5 Imputation procedure

To correct the bias caused by allelic dropout in estimating the observed heterozy-

gosity and other quantities, we create 100 imputed data sets by drawing genotypes

from the posterior probability P(G|W, Ψ̂) = P(G|W, Φ̂, Γ̂, ρ̂), in which Φ̂, Γ̂, and ρ̂

are the MLEs of Φ, Γ, and ρ, and P(G|W,Ψ) is specified in eq. 2.10 and Table 2.4.

In using this strategy, we not only impute the missing genotypes but also replace

some of the observed homozygous genotypes with heterozygotes, as it is possible that

observed homozygous genotypes represent false homozygotes resulting from allelic

dropout. This imputation strategy accounts for the genotype uncertainty that allelic

dropout introduces.
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2.6 Application to Native American data

We found that in sequential observations of the likelihood of the estimated param-

eter values, our EM algorithm converged quickly for all 100 sets of initial values for

Φ, Γ and ρ (results not shown). For each of the 100 sets, the EM algorithm reached

the convergence criterion within 300 iterations. The difference in the estimated pa-

rameter values among the 100 replicates was minimal after convergence, indicating

that the method was not sensitive to the initial values (results not shown).

Histograms of the estimated sample-specific dropout rates γ̂i· and the estimated

locus-specific dropout rates γ̂·ℓ appear in Fig. 2.4. The mean of the γ̂i· is 0.094, and

for most individuals, γ̂i· < 0.1 (Fig. 2.4A). The maximum γ̂i· is 0.405; this high rate

indicates that some samples have low quantity or quality, and is compatible with the

fact that some of the samples are relatively old. Samples from some populations, such

as Arctic/Subarctic 1 and Central Mexico 2, have higher overall quality, as reflected

in low estimated sample-specific dropout rates.

Compared to the sample-specific dropout rates, the estimated locus-specific dropout

rates are much smaller, with mean 0.036 and maximum 0.160 (Fig. 2.4B). The large

spread of the γ̂i· compared to the small values of the γ̂·ℓ is consistent with the obser-

vation that the positive correlation between missing data and homozygotes is much

greater across individuals than across loci (Fig. 2.2).

The estimated inbreeding coefficient is ρ̂ = 0, the minimum possible value, smaller

than the positive values typical of human populations. Several explanations could

potentially explain the estimate of 0. First, our samples might be close to HWE.

Second, our method might systematically underestimate the inbreeding coefficient, a

hypothesis that we test below using simulations. Third, genotyping errors other than

allelic dropout, such as genotype miscalling, can potentially also contribute to the

underestimation. We use simulations to examine this hypothesis as well.

In a given individual, the L loci can be divided into three classes according to the
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observed genotypes: nhom homozygous loci, nhet heterozygous loci, and L−nhom−nhet

loci that have both allelic copies missing. For each individual, we calculated the ob-

served heterozygosity asHo = nhet/(nhom+nhet), as shown by gray points in Fig. 2.4C.

High variation exists in Ho for different individuals, and the mean Ho across individ-

uals is 0.590 (standard deviation 0.137). The observed heterozygosities are negatively

correlated with the MLEs of the sample-specific dropout rates (Fig. S2.1), as is ex-

pected from the underestimation of heterozygosity caused by allelic dropout. Aver-

aging the estimated observed heterozygosity over 100 imputed data sets, we see that

variation across individuals in estimated heterozygosities is reduced compared to the

values estimated directly from the observed genotypes, and the mean heterozygosity

increases to 0.730 (standard deviation 0.035, Fig. 2.4C). The estimated individual

heterozygosity does not vary greatly across different imputed data sets (standard

deviation 0.014, averaging across all individuals).

2.7 Simulations

We perform three sets of simulations to examine the performance of our method.

First, we consider simulations that assume that the model assumptions hold, using

as true values the estimated parameter values from the Native American data set

(Experiment 1). Next, we consider simulations that do not satisfy the model assump-

tions, by inclusion of population structure (Experiment 2) and genotyping errors not

resulting from allelic dropout (Experiment 3). These latter simulations examine the

robustness of the estimation procedure to model violations.

2.7.1 Simulation methods

To generate simulated allelic dropout rates for use in Experiments 2 and 3, we first

fit the distributions of the estimated sample-specific and locus-specific dropout rates

from the Native American data using beta distributions Beta(α, β). Denote the sam-
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ple mean and sample variance of the MLEs of the sample-specific (or locus-specific)

dropout rates as m and v, respectively. We estimated α and β using the method of

moments, with α̂ = m[m(1 −m)/v − 1] and β̂ = (1 −m)[m(1 −m)/v − 1] (Casella

and Berger , 2001). The estimated sample-specific and locus-specific dropout rates

approximately follow Beta(0.55, 5.30) and Beta(1.00, 27.00), respectively (Figs. 2.4A

and 2.4B).

2.7.1.1 Experiment 1. Native American data

We simulate data under model assumptions 2-5 with parameter values estimated

from the actual Native American data (results from Application to Native American

data). The simulation procedure appears in Fig. 2.5A. Suppose Φ̂, Γ̂ and ρ̂ are the

MLEs of Φ, Γ, and ρ estimated from the data. First, we draw the true genotypes G̃

using probabilities specified by eq. 2.5, assuming that the allele frequencies are given

by Φ̂ and the inbreeding coefficient by ρ̂. Next, we simulate the dropout state Z̃ by

randomly dropping out copies with probability specified by eq. 2.1, independently

across alleles, loci, and individuals. Using G̃ and Z̃, we then obtain our simulated

observed genotypes W̃ . This simulation approach does not guarantee that model

assumption 1 will hold, because some alleles might not be observed owing either to

allelic dropout or to a stochastic failure to be drawn in the simulation. We simulate

one set of genotypes at L = 343 loci for N = 152 individuals.

2.7.1.2 Experiment 2. Data with population structure

To test our method in a setting in which genotypes are taken from a structured

population, we simulate data for two subpopulations with equal sample size (N1 =

N2 = 76), genotyped at the same set of loci (L = 343). We then apply our method on

the combined data set, disregarding the population structure. The procedure appears

in Fig. 2.5B.
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First, we use the F -model (Falush et al., 2003) to generate allele frequencies for

two populations that have undergone a specified level of divergence from a common

ancestral population. We use the MLEs of the allele frequencies of the 343 loci in

the Native American data (results from Application to Native American data) as the

allele frequencies of the ancestral population, Φ(A) = Φ̂. Denote the estimated allele

frequencies at locus ℓ by a vector ϕ̂ℓ·. Under the F -model, allele frequencies of locus ℓ

for population 1, ϕ
(1)
ℓ· , and for population 2, ϕ

(2)
ℓ· , are independently sampled from the

Dirichlet distributionDir(1−F
F

ϕ̂ℓ·), in which F is a parameter constant across loci that

describes the divergence of the descendant populations from the ancestral population.

F can differ for populations 1 and 2, but for simplicity, we set F to the same value for

both populations. Using eqs. B1-B2 in Appendix B and the independence of ϕ
(1)
ℓk and

ϕ
(2)
ℓk , the squared difference of allele frequencies between the two populations satisfies

E[(ϕ(1)
ℓk − ϕ

(2)
ℓk )

2] = 2Fϕ̂ℓk(1 − ϕ̂ℓk), which is linearly proportional to F . In the limit

as F → 0, we get ϕ
(1)
ℓ· = ϕ

(2)
ℓ· = ϕ̂ℓ· for each ℓ, so that no divergence exists between

either descendant population and the ancestral population.

We choose six values of F (0, 0.04, 0.08, 0.12, 0.16, and 0.20) in different simu-

lations. For each value, we first generate allele frequencies, Φ(1) and Φ(2), at all 343

loci for populations 1 and 2. Next, we draw genotypes separately for each population

according to the genotype frequencies in eq. 2.5, with the same value of the inbreeding

coefficient ρ. We consider 16 values for ρ, ranging from 0 to 0.15 in increments of

0.01. In total, we generate 6×16 = 96 sets of simulated genotypes with different com-

binations of settings for F and ρ (although for ease of presentation, some plots show

only 36 of the 96 cases). Last, we simulate allelic dropout on each of the simulated

genotype data sets using γi· and γ·ℓ sampled independently from a Beta(α, β) distribu-

tion, in which α = 0.55 and β = 5.30 are estimated from the MLEs of sample-specific

dropout rates of the Native American data (Fig. 2.4A). We do not use the estimated

α and β from the MLEs of locus-specific dropout rates because these MLEs lie in a
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relatively small range (Fig. 2.4B) that would not permit simulation of high dropout

rates for testing our method. Instead, use of the same beta distribution estimated

from the sample-specific dropout rates produces a greater spread in the values of the

simulated “true” locus-specific dropout rates, providing a more complete evaluation.

2.7.1.3 Experiment 3. Data with other genotyping errors

In our third experiment, we simulate data with stochastic genotyping errors other

than allelic dropout. The simulation procedure appears in Fig. 2.5C. Each simulated

data set contains a single population of N = 152 individuals genotyped for L =

343 loci. True genotypes are drawn with probabilities calculated from eq. 2.5, with

allele frequencies Φ chosen as the maximum likelihood estimated frequencies from

the Native American data, and the inbreeding coefficient ρ ranging from 0 to 0.15

incremented in units of 0.01 for different simulated data sets. Next, we simulate

genotyping errors using a simple error model, in which at a K-allele locus in the

simulated true genotypes, any allele can be mistakenly assigned as any one of the

other K − 1 alleles, each with the same probability of e/(K − 1). The parameter

e specifies the overall error rate from sources other than allelic dropout, such as

genotype miscalling and data entry errors (e.g. Wang , 2004; Johnson and Haydon,

2007). We consider six values for e (0, 0.02, 0.04, 0.06, 0.08, and 0.10), such that

we simulate 96 (= 6 × 16) data sets with different combinations of e and ρ. In

the last step, as in Experiment 2, we simulate allelic dropout in each data set with

both sample-specific and locus-specific dropout rates independently sampled from a

Beta(0.55, 5.30) distribution.
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2.7.2 Simulation results

2.7.2.1 Experiment 1. Native American data

Because we simulate under assumptions 2-5 with parameter values estimated from

the real data, we expect that if our model is correctly specified, the simulated data

can capture patterns observed in the real data. By comparing plots of the fraction

of missing data versus the fraction of homozygotes in the real and simulated data

(Figs. 2.2 and 2.6), we can see that our simulated data effectively capture the observed

positive correlation across individuals and the lack of correlation across loci observed

from the real data. For the simulated data set, the Pearson correlation coefficient

between the fraction of missing genotypes and the fraction of homozygotes is r = 0.900

(P < 0.0001) across individuals and r = 0.143 (P = 0.0045) across loci. We can

also compare the observed heterozygosity for the simulated data (purple points in

Fig. 2.7C) and the real data (gray points in Fig. 2.4C). The simulated data again

reproduce the pattern of variation among individual heterozygosities observed in the

real data. These two empirical comparisons display the similarity between the real

data and the data simulated on the basis of estimates obtained from the real data,

and thus support the validity of the allelic dropout mechanism specified in our model.

We can formally compare the estimated dropout rates for the simulation with

the true dropout rates Γ̃ specified by the MLEs of the dropout rates for the Native

American data. Fig. 2.7A shows that our method accurately estimates the sample-

specific dropout rates for all 152 individuals (mean squared error 2.6 × 10−4). The

estimated locus-specific dropout rates are also close to their true values, but with a

slightly higher mean squared error of 5.2× 10−4 (Fig. 2.7B). This difference between

the estimation of sample-specific and locus-specific dropout rates can be explained by

the fact that the number of loci (L = 343) is more than twice the number of individuals

(N = 152). Consequently, more information is available for estimating a sample-
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specific rather than a locus-specific dropout rate. For the inbreeding coefficient ρ, our

estimated value is 1.7 × 10−5, close to the true value of 0 that we used to generate

the simulated genotypes.

Finally, in Fig. 2.7C, we can see that our method successfully corrects the bias in

estimating heterozygosity from the simulated data. The true observed heterozygosity

is calculated using the true genotypes G̃, and has mean 0.716, averaging across all

individuals. The mean estimated observed heterozygosity, obtained from the observed

uncorrected genotypes W̃ , is 0.565, lower than the true value. With imputed data

sets, we obtain corrected heterozygosities that are close to the true values. The

mean and standard deviation of the corrected heterozygosities, evaluated from 100

imputed data sets and averaged across individuals, are 0.715 and 0.014 respectively.

The low standard deviation across different imputed data sets indicates that our

imputation strategy is relatively robust in correcting the underestimation of observed

heterozygosity.

2.7.2.2 Experiment 2. Data with population structure

To further test the robustness of our method, we applied our method to 96 sim-

ulated data sets with different levels of population structure (parameterized by F )

and inbreeding (parameterized by ρ). In Figs. 2.8A and 2.8C, we compare the es-

timated dropout rates to their true values. Considering the 36 simulated data sets

that are displayed, our method accurately estimates both the sample-specific and

the locus-specific dropout rates. The accuracy of our estimates is then quantified by

mean squared errors for each simulated data set separately, as displayed in Figs. 2.8B

and 2.8D. The performance in estimating the sample-specific dropout rate is not

greatly affected by either the degree of population structure or the level of inbreeding

(Fig. 2.8B). By contrast, while the mean squared error of the estimated locus-specific

dropout rates is roughly constant for different levels of inbreeding, it increases with
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the degree of population structure (Fig. 2.8D).

One possible explanation for this observation is that the accuracy of allelic dropout

estimates is closely related to the accuracy of the estimated allele frequencies. This

accuracy may decrease as the level of population structure increases, because we do

not incorporate population structure in our model for estimation. The estimation of

locus-specific dropout rates is more sensitive to inaccurate estimates of allele frequen-

cies because the estimated accuracy of a locus-specific rate relies on the estimation

of allele frequencies at that particular locus. By contrast, a sample-specific dropout

rate is obtained by averaging the expected number of sample-specific dropouts across

all loci in an individual, and is less dependent on the accuracy of estimated allele

frequencies at any particular locus. Therefore, sample-specific dropout rate estimates

are less sensitive to population structure than are locus-specific estimates. When

F = 0, with no population structure, the difference between the mean squared error

for the sample-specific and locus-specific rates arises simply from differences in the

numbers of loci and individuals, as discussed for Experiment 1.

Fig. 2.8E shows the estimated inbreeding coefficient for all 96 simulated data sets,

compared to the simulated true inbreeding coefficient in the subpopulations. With

F = 0, a scenario for which no population structure exists and the data are gen-

erated under model assumptions 2-5, our method tends to slightly underestimate

the inbreeding coefficient. As F increases, the estimate becomes greater than the

simulated inbreeding coefficient (Fig. 2.8F). This result is consistent with our expec-

tation, because according to the Wahlund effect (e.g. Hartl and Clark , 1997), a pooled

population consisting of two subpopulations is expected to have more homozygous

genotypes than an unstructured population, resulting in a pattern similar to that

caused by a higher level of inbreeding within the unstructured population. Indeed,

with no allelic dropout, a structured population under the F model has identical

expected allele frequencies and genotype frequencies to an unstructured population
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with a higher inbreeding coefficient ρ∗ = ρ + (1 − ρ)[F/(2 − F )] (Appendix B). By

comparing our estimated inbreeding coefficient ρ̂ with the “effective inbreeding coef-

ficient” ρ∗ (dashed lines in Fig. 2.8E), we find that most of our estimated inbreeding

coefficients are slightly smaller than the corresponding ρ∗, indicating that the MLE of

ρ is biased downward. It is worth noting that with a single parameter ρ, we capture

the deviation of genotype frequencies from HWE introduced by population struc-

ture, thereby obtaining accurate estimated allelic dropout rates without explicitly

incorporating population structure in our model.

We applied the imputation procedure to correct the bias in estimating heterozygos-

ity for each of the 96 simulated data sets. Similarly to our application in Experiment

1, we calculated the uncorrected and true heterozygosities for each individual from the

simulated observed genotypes W̃ and the simulated true genotypes G̃, respectively.

The corrected heterozygosity was averaged across 100 imputed data sets for each

simulated data set. Results for 36 simulated data sets appear in Fig. S2.2, in which

heterozygosities were averaged across all individuals in each data set. Our results

show a significant improvement of the corrected heterozygosity over the uncorrected

heterozygosity in all simulations, in that the corrected heterozygosity is considerably

closer to the true heterozygosity. This improvement is fairly robust to the presence

of population structure.

2.7.2.3 Experiment 3. Data with other genotyping errors

This set of simulations tested our method at different levels of genotyping error

from sources other than allelic dropout. In all simulated data sets, with genotyping

error ranging from 0 to 10% and ρ ranging from 0 to 0.15, our method is successful

in estimating both sample-specific and locus-specific dropout rates (Figs. 2.9A and

2.9C). The estimation accuracy of dropout rates is not strongly affected by the geno-

typing error rate (Figs. 2.9B and 2.9D). We can again see that a smaller number of
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individuals than loci has led to higher mean squared error for estimated locus-specific

rates (Fig. 2.9D) than for sample-specific rates (Fig. 2.9B).

Similar to the F = 0 case in our simulations with population structure, the simu-

lated data sets with no genotyping error (e = 0) are generated under model assump-

tions 2-5. Consistently with the results for F = 0, our method slightly underestimates

the inbreeding coefficient ρ for most simulated data sets with e = 0. As genotyping

error increases, the underestimation also increases (Figs. 2.9E and 2.9F). This result

can be explained by noting that the simulated genotyping error, which changes the

allele frequencies only slightly, tends to create false heterozygotes more frequently

than false homozygotes. Therefore, the observed heterozygosity is increased while

the expected heterozygosity changes little, leading to a decrease in the estimated in-

breeding coefficient. Although our estimation of the inbreeding coefficient ρ becomes

less accurate when the genotyping error rate is higher, the underestimation of ρ does

not prevent the method from accurately estimating allelic dropout rates.

For the heterozygosity, the corrected values obtained using our imputation strat-

egy are closer to the true values than are the uncorrected values directly obtained

from the observed genotypes (Fig. S2.3). However, as the genotyping error rate e

increases, our method starts to overcorrect the downward bias in estimating the ob-

served heterozygosity, and the corrected values exceed the true values. Similarly to

our explanation for the underestimation of the inbreeding coefficient, this overcor-

rection is introduced by the simulated genotyping error, which creates an excess of

false heterozygotes. This excess is in turn incorporated into the corrected estimates

of heterozygosity, because we do not model genotyping errors other than those due

to allelic dropout.
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2.8 Discussion

In this study, we have developed a maximum likelihood approach to jointly es-

timate sample-specific dropout rates, locus-specific dropout rates, allele frequencies,

and the inbreeding coefficient from only one nonreplicated set of microsatellite geno-

types. Our algorithm can accurately recover the allelic dropout parameters, and an

imputation strategy using the method provides an alternative to ignoring high empir-

ical missing data rates or excluding samples and loci with large amounts of missing

data. Investigators can then use the imputed data in subsequent analyses, such as

in studies of genetic diversity or population structure, or in software that disallows

missing values in the input data. We have demonstrated our approach using exten-

sive analyses of an empirical data set and data sets simulated using parameter values

chosen on the basis of the empirical example.

We have found that our method works well on simulated data. In particular, it

performs well in estimating the sample-specific dropout rates γi· and locus-specific

dropout rates γ·ℓ. Further, in the examples we have considered, it is reasonably

robust to violations of the model assumptions owing to the existence of population

structure or genotyping error other than allelic dropout. This robustness arises partly

from the inclusion of the inbreeding coefficient ρ in our model, which enables us to

capture the deviation from HWE caused by multiple factors, such as true inbreeding,

population structure, and genotyping errors. Because the various sources of deviation

from HWE are incorporated into the single parameter ρ, the estimation of ρ itself

is more sensitive to violation of model assumptions; therefore, it is important to be

careful when interpreting the estimated value of ρ, as it may reflect phenomena other

than inbreeding. When data are simulated under our model, such as in the cases of

F = 0 and e = 0, our method tends to slightly underestimate ρ (Figs. 2.8E and 2.9E),

indicating that our MLEs are biased, at least for the inbreeding coefficient.

We can use simulation approaches to further explore the statistical properties
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of our estimates. To examine the consistency of the estimators, we performed two

additional sets of simulations, in which we generated genotype data under our model

with either different numbers of individualsN or different numbers of loci L (Appendix

C ). When L is fixed, although estimates of the sample-specific dropout rates γi· are

not affected by the value of N , our estimates of the locus-specific dropout rates γ·ℓ and

the inbreeding coefficient ρ become closer to the true values as N increases (Fig. S2.4).

When N is sufficiently large (e.g. N = 1600), the estimates of γ·ℓ and ρ are almost

identical to the true values. If we instead fix N and increase L, then the estimates

of γi· and ρ eventually approach the true values, while the estimates of γ·ℓ remain

unaffected (Fig. S2.5). These results suggest, without a strict analytical proof, that

our MLEs of the dropout rates and inbreeding coefficient are consistent.

For the Native American data, we can compare the estimated heterozygosities

under our model with other data on similar populations. Wang et al. (2007b) studied

microsatellites in 29 Native American populations, including eight populations from

regions that overlap those considered in our data. We reanalyzed these populations,

three from Canada and five from Mexico, by calculating observed heterozygosity Ho

from the same 343 loci as were genotyped in our data. We obtained a mean Ho of

0.670 with standard deviation 0.051 across 176 individuals in the pooled set of eight

populations. In comparison, mean Ho across our 152 Native American samples is

0.590 (standard deviation 0.137) before correcting for allelic dropout, substantially

lower than in Wang et al. (2007b), and it is 0.730 (standard deviation 0.035) after

correcting for allelic dropout, higher than in Wang et al. (2007b). Several possible

reasons can explain the imperfect agreement between our corrected heterozygosity

and the estimate on the basis of the Wang et al. (2007b) data. First, the sets of

populations might differ in such factors as the extent of European admixture, so that

they might truly differ in underlying heterozygosity. Second, the Wang et al. (2007b)

data might have some allelic dropout as well, so that our Ho estimates from those
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data underestimate the true values. Third, our method might have overcorrected the

underestimation ofHo; our simulations show that because we do not model genotyping

errors from sources other than allelic dropout, the existence of such errors can lead

to overestimation of Ho (Fig. S2.3). It is also possible that missing genotypes caused

by factors other than allelic dropout could have been erroneously attributed to allelic

dropout, leading to overestimation of dropout rates, and hence, to overcorrection of

Ho.

Our model assumes that all individuals are sampled from the same population

with one set of allele frequencies, and that inbreeding is constant across individuals

and loci. We applied this assumption to the whole Native American data set as an

approximation. However, evidence of population structure can be found by apply-

ing multidimensional scaling analysis to the Native American samples. As shown

in Fig. S2.6, individuals from different populations tend to form different clusters,

indicating that underlying allele frequencies and levels of inbreeding differ among

populations. Although our simulations have found that estimation of allelic dropout

rates is robust to the existence of population structure, estimation of allele frequencies

and the inbreeding coefficient can become less accurate in structured populations. It

would therefore have been preferable in our analysis to apply our method on each

population instead of on the pooled data set; however, such an approach was im-

practical owing to the small sample sizes in individual population. To address this

problem, it might be possible to directly incorporate population structure into our

model (e.g. Falush et al., 2003), thereby enabling allele frequencies and inbreeding

coefficients to differ across the subpopulations in a structured data set. Further,

because samples from the same population are typically collected and genotyped as

a group, full modeling of the population structure might allow for a correlation in

dropout rates across individuals within a population.

An additional limitation of our approach is that during data analysis, we do not
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take into account the uncertainty inherent in estimating parameters. We first obtain

the MLEs of allele frequencies Φ̂, allelic dropout rates Γ̂, and the inbreeding coefficient

ρ̂, and then create imputed data sets by drawing genotypes using Φ̂, Γ̂, and ρ̂. This

procedure is “improper” because it does not propagate the uncertainty inherent in

parameter estimation (Little and Rubin, 2002). To obtain “proper” estimates, instead

of using an EM algorithm to find the MLEs of the parameters, we could potentially use

a Gibbs sampler or other Bayesian sampling methods to sample parameter values,

and then create imputed data sets using these sampled parameter sets. In such

approaches, parameters sampled from their underlying distributions would be used

for different imputations, instead of using the same MLEs for all imputations.

Finally, we have not compared our approach with methods that rely on repli-

cate genotypes. While we expect that replicate genotypes will usually lead to more

accurate estimates of model parameters, our method provides a general approach

that is relatively flexible and accurate in the case that replicates cannot be obtained.

Compared with existing models that assume HWE (e.g. Miller et al., 2002; Johnson

and Haydon, 2007), our model uses a more general assumption of inbreeding, and

we also incorporate both sample-specific and locus-specific dropout rates. The gen-

eral model increases the applicability of our method for analyzing diverse genotype

data sets, such as those that have significant dropout caused by locus-specific factors

(e.g. Buchan et al., 2005). It is worth noting that HWE is the special case of ρ = 0

in our inbreeding model; when it is sensible to assume HWE, we can simply initiate

the EM algorithm with a value of ρ = 0. This choice restricts the search for MLEs

to the ρ = 0 parameter subspace, because eq. 2.22 stays fixed at 0 in each EM iter-

ation. Similarly, if we prefer to only consider sample-specific dropout rates (or only

locus-specific dropout rates), then we can simply set the initial values of γ·ℓ to 0 for

all loci (or initial values of γi· to 0 for all individuals). These choices also restrict the

search to subspaces of the full parameter space. We have implemented these options
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in our software program MicroDrop, which provides flexibility for users to analyze

their data with a variety of different assumptions.
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2.10 Appendix A. The EM algorithm

The main text describes an EM algorithm for estimating parameters in our model.

Here, we provide the derivation of eqs. 2.19-2.22 for parameter updates in each EM

iteration. We start from a general description of the EM algorithm (e.g. Casella and

Berger , 2001; Lange, 2002).

To obtain the maximum likelihood estimates (MLEs), our goal is to maximize the

likelihood L = P(W |Ψ). Because L is difficult to maximize directly, we use an EM

algorithm to replace the maximization of L with a series of simpler maximizations.

We introduce three sets of latent variables: the true genotypes G, IBD states S, and

dropout states Z, each representing an N ×L matrix. Instead of directly working on

likelihood L, the EM algorithm starts with a set of initial values arbitrarily chosen

for Ψ, and in each of a series of iterations, maximizes the Q function defined by

eq. A1. This iterative maximization is easier and sequentially increases the value

of L (e.g. Lange, 2002), so that the parameters eventually converge to values at a

34



maximum of L.

In the E-step of iteration t+ 1, we want to calculate the following expectation:

Q(Ψ|Ψ(t)) = EG,S,Z|W,Ψ(t) [lnP(W,G, S, Z|Ψ)]. (A1)

This computation is equivalent to calculating E[G|W,Ψ(t)], E[S|W,Ψ(t)] and E[Z|W,Ψ(t)],

and then inserting these quantities into the expression for lnP(W,G, S, Z|Ψ), such

that eq. A1 is a function of parameters Ψ = {Φ,Γ, ρ}. In the M-step, the parameters

are updated with values Ψ(t+1) that maximize eq. A1. The explicit expression for

eq. A1 is cumbersome, but given the dependency described in Fig. 2.3, we can greatly

simplify our EM algorithm by a decomposition of P(W,G, S, Z|Ψ):

P(W,G, S, Z|Ψ) = P(G,S|Ψ)P(Z|G,S,Ψ)P(W |Z,G, S,Ψ)

= P(G,S|Φ, ρ)P(Z|Γ)P(W |Z,G)

∝ P(G,S|Φ, ρ)P(Z|Γ). (A2)

Eq. A2 implies that we can maximize EG,S|W,Ψ(t) [lnP(G,S|Φ, ρ)] and EZ|W,Ψ(t) [lnP(Z|Γ)]

separately in order to maximize Q(Ψ|Ψ(t)) (eq. A1). Further, it can be shown that

nℓk, di·, d·ℓ, and s are sufficient statistics for ϕℓk, γi·, γ·ℓ and ρ, respectively. Therefore,

in the E-step, we can simply calculate the expectations of these four sets of statis-

tics (eqs. 2.14-2.17) rather than evaluating the full matrices E[G|W,Ψ], E[S|W,Ψ],

E[Z|W,Ψ].

In the M-step, the dropout rates Γ are updated by maximizing EZ|W,Ψ(t) [lnP(Z|Γ)],

resulting in eqs. 2.20 and 2.21, quantities that can be obtained intuitively by consider-

ing each dropout as an independent Bernoulli trial. The allele frequencies Φ and the

inbreeding coefficient ρ are updated by maximizing EG,S|W,Ψ(t) [lnP(G,S|Φ, ρ)], result-

ing in eqs. 2.19 and 2.22 after some algebra. As an example, we show the derivation

of eqs. 2.19 and 2.22 for a single biallelic locus (L = 1, Kℓ = 2).
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Denote the alleles by A1 and A2, and the corresponding allele frequencies by ϕ1

and ϕ2, with ϕ1 + ϕ2 = 1. Suppose that in the whole data set, xhk,u individuals have

true genotype AhAk (1 ≤ h ≤ k ≤ 2) and IBD state u (u = 0 or 1). Then P(G,S|Φ, ρ)

can be written as

P(G,S|Φ, ρ) =
2∏

h=1

2∏
k=h

1∏
u=0

[P(AhAk, u|Φ, ρ)]xhk,u

= [(1− ρ)ϕ2
1]

x11,0(ρϕ1)
x11,1 [(1− ρ)ϕ2

2]
x22,0(ρϕ2)

x22,1 [(1− ρ)2ϕ1ϕ2]
x12,0

= 2x12,0ρx11,1+x22,1(1− ρ)x11,0+x22,0+x12,0ϕ
2x11,0+x11,1+x12,0

1 ϕ
2x22,0+x22,1+x12,0

2

∝ ρs(1− ρ)N−sϕn1
1 (1− ϕ1)

n2 , (A3)

in which s is the total number of genotypes that are IBD (u = 1), and n1 and n2 are

the numbers of independent copies for alleles A1 and A2, respectively. We can see

from eq. A3 that s is a sufficient statistic for ρ, and n1 and n2 are sufficient statistics

for Φ. Following eq. A3, EG,S|W,Ψ(t) [lnP(G,S|Φ, ρ)] can be expressed as

EG,S|W,Ψ(t) [lnP(G,S|Φ, ρ)] =c+ E[s|W,Ψ(t)] ln ρ+ (N − E[s|W,Ψ(t)]) ln(1− ρ)

+ E[n1|W,Ψ(t)] lnϕ1 + E[n2|W,Ψ(t)] ln(1− ϕ1), (A4)

in which c = E[x12,0|W,Ψ(t)] ln 2 is a constant with respect to parameters ρ and Φ.

To maximize EG,S|W,Ψ(t) lnP(G,S|Φ, ρ), we can solve the following equations:

∂

∂ρ
EG,S|W,Ψ(t) [lnP(G,S|Φ, ρ)] = E[s|W,Ψ(t)]−Nρ

ρ(1− ρ)
= 0 (A5)

∂

∂ϕ1

EG,S|W,Ψ(t) [lnP(G,S|Φ, ρ)] = E[n1|W,Ψ(t)]

ϕ1

− E[n2|W,Ψ(t)]

1− ϕ1

= 0. (A6)
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The solutions for the case of L = 1 and Kℓ = 2 agree with eqs. 2.19 and 2.22:

ϕ1 = E[n1|W,Ψ(t)]/(E[n1|W,Ψ(t)] + E[n2|W,Ψ(t)]) (A7)

ρ = E[s|W,Ψ(t)]/N. (A8)

2.11 Appendix B. Inbreeding and the F model

In the presence of population structure, the proportion of homozygotes in the

pooled population exceeds that of an unstructured population, leading to a deviation

from Hardy-Weinberg equilibrium similar to inbreeding. Therefore, we expect our

algorithm to overestimate the inbreeding coefficient when population structure in

the genotype data is not taken into account for the estimation. In this section, we

derive an expression for this overestimation in a structured population under the

F model (Falush et al., 2003). We show that a structured population with two

subpopulations, whose inbreeding coefficients are ρ1 and ρ2, has expected allele and

genotype frequencies identical to an unstructured population with a certain inbreeding

coefficient ρ∗ higher than ρ1 and ρ2.

Consider a structured population with N1 = c1N and N2 = c2N = (1 − c1)N

individuals sampled from subpopulations 1 and 2, respectively (Fig. S2.7). Without

loss of generality, we only examine a single locus with K alleles. Under the F model,

the allele frequencies of subpopulation j (j = 1, 2), Φj = {ϕj1, . . . , ϕjK}, follow a

Dirichlet distribution Φj ∼ Dir
(

1−Fj

Fj
ΦA

)
, in which ΦA = {ϕA1, . . . , ϕAK} denotes

the allele frequencies of a common ancestral population of the two subpopulations

and Fj measures the divergence of subpopulation j from the ancestral population.

We need the first and second moments of the allele frequencies Φj, quantities that

can be obtained from the mean, variance, and covariance of a Dirichlet distribution.
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For h ̸= k,

E[ϕjk] = ϕAk, (B1)

E[ϕ2
jk] = E[ϕjk]

2 +Var(ϕjk) = ϕ2
Ak + FjϕAk(1− ϕAk), (B2)

E[ϕjkϕjh] = E[ϕjk]E[ϕjh] + Cov(ϕjk, ϕjh) = ϕAkϕAh(1− Fj). (B3)

Suppose the two subpopulations have inbreeding coefficients ρ1 and ρ2, respec-

tively. Under the inbreeding model (e.g. Holsinger and Weir , 2009), the frequency of

genotype AkAh in subpopulation j can be written as

Pj,kh =

 (1− ρj)ϕ
2
jk + ρjϕjk if h = k

2(1− ρj)ϕjkϕjh if h ̸= k.
(B4)

Using eqs. B1-B4, in the structured population, homozygote AkAk has expected geno-

type frequency

E[Pkk] = E
[ 2∑

j=1

cjPj,kk

]
=

2∑
j=1

cjE[(1− ρj)ϕ
2
jk + ρjϕjk]

= ϕAk

(
1−

2∑
j=1

cj(1− ρj)(1− Fj)
)
+ ϕ2

Ak

2∑
j=1

cj(1− ρj)(1− Fj). (B5)

Similarly, the expected genotype frequency of heterozygote AkAh (h ̸= k) is

E[Pkh] = E
[ 2∑

j=1

cjPj,kh

]
=

2∑
j=1

cjE[2(1− ρj)ϕjkϕjh]

= 2ϕAkϕAh

2∑
j=1

cj(1− ρj)(1− Fj). (B6)

We now search for the value of ρ∗ at which genotype frequencies in an unstructured

population satisfy eqs. B5 and B6. If we are unaware of the population structure,

38



then the allele frequencies in the pooled population are

Φ∗ =
2∑

j=1

cjΦj. (B7)

Our goal is to derive an inbreeding coefficient ρ∗ for an unstructured population

with allele frequencies Φ∗, such that expected genotype frequencies of an unstruc-

tured population with inbreeding are identical to those of the structured population

(eqs. B5-B6).

The expected genotype frequency of a homozygote AkAk in an unstructured pop-

ulation with an inbreeding coefficient ρ∗ can be written as

E[P ∗
kk] = E[(1− ρ∗)(ϕ∗

k)
2 + ρ∗ϕ∗

k]

= (1− ρ∗)E
[ 2∑

j=1

cjϕjk

]2
+ ρ∗E

[ 2∑
j=1

cjϕjk

]
= ϕAk[c

2
1F1 + c22F2 + ρ∗(1− c21F1 − c22F2)] + ϕ2

Ak(1− ρ∗)(1− c21F1 − c22F2).

(B8)

For a heterozygote AkAh (h ̸= k), the expected genotype frequency is

E[P ∗
kh] = E[2(1− ρ∗)ϕ∗

kϕ
∗
h]

= 2(1− ρ∗)E
[( 2∑

j=1

cjϕjk

)( 2∑
j=1

cjϕjh

)]
= 2ϕAkϕAh(1− ρ∗)(1− c21F1 − c22F2). (B9)

Comparing eqs. B5-B6 and eqs. B8-B9, the genotype frequencies in the two scenarios

agree if

ρ∗ = 1− c1(1− ρ1)(1− F1) + c2(1− ρ2)(1− F2)

1− c21F1 − c22F2

. (B10)
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In summary, under the F model, for both homozygotes and heterozygotes, the

expected genotype frequencies in a structured population are identical to those in an

unstructured population with allele frequencies Φ∗ (eq. B7) and inbreeding coefficient

ρ∗ (eq. B10). For testing the robustness of our method for allelic dropout, we sim-

ulated genotype data with population structure using c1 = c2 = 0.5, F1 = F2 = F ,

and ρ1 = ρ2 = ρ (Experiment 2). In this setting, eq. B10 reduces to

ρ∗ = ρ+ (1− ρ)
F

2− F
. (B11)

The values of eq. B11 for our simulated data sets are indicated by dashed lines in

Fig. 2.8.

2.12 Appendix C. Additional simulation procedures

To assess the performance of our method as a function of the size of the data set,

we performed two additional sets of simulations. In one, we fixed the number of loci

and modified the number of individuals, and in the other, we fixed the number of

individuals and modified the number of loci.

Experiment C1. Simulating data with different numbers of individuals

We used a similar procedure to that shown in Fig. 2.5A, following assumptions

2-5 of our model. We fixed the number of loci at L = 250. This value is chosen to

be between 152 (the number of individuals in the Native American data) and 343

(the number of loci in the data). The numbers of individuals were chosen to be

N = 50, 100, 200, 400, 800, and 1600. For each pair consisting of a choice of N and

L, we simulated data sets with the inbreeding coefficient ρ ranging from 0 to 0.15 in

increments of 0.01. Therefore, we generated 6× 16 = 96 simulated data sets.

For each simulated data set, the allele frequencies Φ at L loci were independently
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sampled (with replacement) from the estimated allele frequencies of the 343 loci in

the Native American data (results from Application to Native American data). Given

the allele frequencies Φ and the inbreeding coefficient ρ, true genotypes G̃ were drawn

according to the inbreeding assumption. Next, the observed genotype data W̃ were

created by adding allelic dropout. The sample-specific dropout rates γi· and the locus-

specific dropout rates γ·ℓ were both independently sampled from Beta(0.55, 5.30), as

in Experiments 2 and 3 in the main text.

Experiment C2. Simulating data with different numbers of loci

The procedure we used to simulate data with different numbers of loci was similar

to Experiment C1, except that we fixed the number of individuals at N = 250, and

varied the number of loci (L = 50, 100, 200, 400, 800, and 1600). Therefore, we

generated 96 simulated data sets, each of which has the same amount of data as a

corresponding data set generated by Experiment C1.
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Table 2.1: Notation used in the article. In this table, i ∈ {1, 2, ..., N}, ℓ ∈ {1, 2, ..., L},
and k, h ∈ {1, 2, ..., Kℓ}.

Notation Meaning Type

i Index of an individual Basic notation

ℓ Index of a locus Basic notation

k, h Index of an allele Basic notation

N Number of individuals Basic notation

L Number of loci Basic notation

Kℓ Number of distinct alleles at locus ℓ Basic notation

Aℓk, Aℓh Allele k (h) at locus ℓ Basic notation

X Missing data (dropout) Basic notation

γiℓ Dropout probability at locus ℓ of individual i Basic notation

wiℓ Observed genotype at locus ℓ of individual i Observed data point

W Observed genotypes, W = {wiℓ} Observed data set

giℓ True genotype at locus ℓ of individual i Latent variable

siℓ IBD state at locus ℓ of individual i Latent variable

ziℓ Dropout state at locus ℓ of individual i Latent variable

G True genotypes, G = {giℓ} Latent variable set

S IBD states, S = {siℓ} Latent variable set

Z Dropout states, Z = {ziℓ} Latent variable set

ρ Inreeding coefficient Parameter

ϕℓk Frequency of allele Aℓk Parameter

γi· Sample-specific dropout rate for individual i Parameter

γ·ℓ Locus-specific dropout rate for locus ℓ Parameter

Φ Allele frequencies, Φ = {ϕℓk} Parameter set

Γ Dropout rates, Γ = {γi·, γ·ℓ} Parameter set

Ψ Model parameters, Ψ = {ρ,Φ,Γ} Parameter set

nℓk Number of independent copies of allele Aℓk Summary statistic

diℓ Number of dropouts at locus ℓ for individual i Summary statistic

di· Number of sample-specific dropouts for individual i Summary statistic

d·ℓ Number of locus-specific dropouts at locus ℓ Summary statistic

s Number of genotypes having two alleles IBD Summary statistic
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Table 2.2: Illustration of the outcomes of allelic dropout using two distinct alleles
at locus ℓ, Aℓk and Aℓh. Genotype frequencies are calculated from allele
frequencies using eq. 2.5, where ρ is the inbreeding coefficient, a parame-
ter used to model the total deviation from Hardy-Weinberg equilibrium.
Dropout is assumed to happen independently to each copy at locus ℓ of
individual i, with probability γiℓ specified by eq. 2.1.

True Genotype Dropout Conditional Observed Conditional

genotype frequency state probability genotype probability

giℓ P(giℓ|Φ, ρ) ziℓ P(ziℓ|giℓ,Γ) wiℓ P(wiℓ|giℓ,Γ)
AℓkAℓk (1− γiℓ)

2

AℓkAℓk 1− γ2
iℓAℓkAℓk (1− ρ)ϕ2

ℓk + ρϕℓk AℓkX 2γiℓ(1− γiℓ)

XX γ2
iℓ XX γ2

iℓ

2(1− ρ)ϕℓkϕℓh

AℓkAℓh (1− γiℓ)
2 AℓkAℓh (1− γiℓ)

2

AℓkAℓh AℓhX γiℓ(1− γiℓ) AℓhAℓh γiℓ(1− γiℓ)

(h ̸= k) AℓkX γiℓ(1− γiℓ) AℓkAℓk γiℓ(1− γiℓ)

XX γ2
iℓ XX γ2

iℓ
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Table 2.3: Posterior joint probabilities of true genotypes giℓ and IBD states siℓ at
a single locus ℓ of an individual i. The calculation of P(giℓ, siℓ|wiℓ,Ψ) is
based on eq. 2.8. In this table, h ̸= k.

Observed genotype True genotype IBD state Joint probability Posterior probability

wiℓ giℓ siℓ P(giℓ, siℓ, wiℓ|Ψ) P(giℓ, siℓ|wiℓ,Ψ)

AℓkAℓh

AℓkAℓh

1 0 0

0 2(1− ρ)ϕℓkϕℓh(1− γiℓ)
2 1

others
1 0 0

0 0 0

AℓkAℓk

AℓkAℓh

1 0 0

0 2(1− ρ)ϕℓkϕℓhγiℓ(1− γiℓ)
2(1−ρ)ϕℓhγiℓ

ρ(1+γiℓ)+(1−ρ)(2γiℓ−ϕℓkγiℓ+ϕℓk)

AℓkAℓk

1 ρϕℓk(1− γ2
iℓ)

ρ(1+γiℓ)
ρ(1+γiℓ)+(1−ρ)(2γiℓ−ϕℓkγiℓ+ϕℓk)

0 (1− ρ)ϕ2
ℓk(1− γ2

iℓ)
(1−ρ)ϕℓk(1+γiℓ)

ρ(1+γiℓ)+(1−ρ)(2γiℓ−ϕℓkγiℓ+ϕℓk)

XX

AℓkAℓh

1 0 0

0 2(1− ρ)ϕℓkϕℓhγ
2
iℓ 2(1− ρ)ϕℓkϕℓh

AℓkAℓk

1 ρϕℓkγ
2
iℓ ρϕℓk

0 (1− ρ)ϕ2
ℓkγ

2
iℓ (1− ρ)ϕ2

ℓk
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Table 2.4: Posterior probabilities of true genotypes giℓ at a single locus ℓ of an indi-
vidual i. The calculation of P(giℓ|wiℓ,Ψ) is based on eq. 2.10. In this table,
h ̸= k.

Observed genotype True genotype Posterior probability

wiℓ giℓ P(giℓ|wiℓ,Ψ)

AℓkAℓh

AℓkAℓh 1

others 0

AℓkAℓk

AℓkAℓh
2(1−ρ)ϕℓhγiℓ

ρ(1+γiℓ)+(1−ρ)(2γiℓ−ϕℓkγiℓ+ϕℓk)

AℓkAℓk
[ρ+(1−ρ)ϕℓk](1+γiℓ)

ρ(1+γiℓ)+(1−ρ)(2γiℓ−ϕℓkγiℓ+ϕℓk)

XX
AℓkAℓh 2(1− ρ)ϕℓkϕℓh

AℓkAℓk ρϕℓk + (1− ρ)ϕ2
ℓk
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Table 2.5: Posterior probabilities of the IBD state siℓ at a single locus ℓ of an individ-
ual i. The calculation of P(siℓ|wiℓ,Ψ) is based on eq. 2.11. In this table,
h ̸= k.

Observed genotype IBD state Posterior probability

wiℓ siℓ P(siℓ|wiℓ,Ψ)

AℓkAℓh

1 0

0 1

AℓkAℓk

1
ρ(1+γiℓ)

ρ(1+γiℓ)+(1−ρ)(2γiℓ−ϕℓkγiℓ+ϕℓk)

0
(1−ρ)(2γiℓ−ϕℓkγiℓ+ϕℓk)

ρ(1+γiℓ)+(1−ρ)(2γiℓ−ϕℓkγiℓ+ϕℓk)

XX
1 ρ

0 1− ρ
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Table 2.6: Posterior probabilities of the number of dropouts diℓ at a single locus ℓ of
an individual i. The calculations are based on eqs. 2.12 and 2.13. In this
table, h ̸= k.

Observed genotype Number of dropouts Joint probability Posterior probability

wiℓ diℓ P(diℓ, wiℓ|Ψ) P(diℓ|wiℓ,Ψ)

0 2(1− ρ)ϕℓkϕℓh(1− γiℓ)
2 1

AℓkAℓh 1 0 0

2 0 0

0 [ρ+ (1− ρ)ϕℓk]ϕℓk(1− γiℓ)
2 [ρ+(1−ρ)ϕℓk](1−γiℓ)

ρ(1+γiℓ)+(1−ρ)(2γiℓ−ϕℓkγiℓ+ϕℓk)

AℓkAℓk 1 2ϕℓkγiℓ(1− γiℓ)
2γiℓ

ρ(1+γiℓ)+(1−ρ)(2γiℓ−ϕℓkγiℓ+ϕℓk)

2 0 0

0 0 0

XX 1 0 0

2 γ2
iℓ 1
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Figure 2.1: Two stages of allelic dropout. The red and blue bars are two allelic copies
of a locus in a DNA sample. The black cross indicates the location at
which allelic dropout occurs. (A) Owing to sample-specific factors such
as low DNA concentration or poor DNA quality, one of the two alleles
drops out when preparing DNA for PCR amplification. (B) Owing to
either locus-specific factors such as low binding affinity between primers
or polymerase and the target DNA sequences or sample-specific factors
such as poor DNA quality, one of the two alleles fails to amplify with
PCR. In both examples shown, allelic dropout results in an erroneous
PCR readout of a homozygous genotype.
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Figure 2.2: Fraction of observed missing data versus fraction of observed homozy-
gotes. (A) Each point represents an individual with fraction x of its
nonmissing loci observed as homozygous and fraction y of its total loci
observed to have both copies missing. The Pearson correlation between X
and Y is r = 0.729 (P < 0.0001, by 10,000 permutations of X while fixing
Y ). (B) Each point represents a locus at which fraction x of individuals
with nonmissing genotypes are observed to be homozygotes and fraction
y of all individuals are observed to have both copies missing. r = 0.099
(P = 0.0326).
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Figure 2.3: Graphical representation of the model. Each arrow denotes a depen-
dency between two sets of quantities: Φ, allele frequencies; ρ, inbreeding
coefficient; Γ, sample-specific and locus-specific dropout rates; G, true
genotypes; S, IBD states; Z, dropout states; W , observed genotypes. W
is the only observed data, consisting of N × L independent observations
and providing information to infer parameters Φ, ρ, and Γ.
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Figure 2.4: Estimated dropout rates and corrected heterozygosity for the Native
American data. (A) Histogram of the estimated sample-specific dropout
rates. The histogram is fit by a beta distribution with parameters esti-
mated using the method of moments. (B) Histogram of the estimated
locus-specific dropout rates. The histogram is again fit by a beta dis-
tribution using the method of moments. (C) Corrected individual het-
erozygosity calculated from data imputed using the estimated parameter
values, averaged over 100 imputed data sets. Colors and symbols follow
Fig. 2.2. The corresponding uncorrected observed heterozygosity for each
individual is indicated in gray.
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Figure 2.5: Simulation procedures. In all procedures, Φ̂ represents the allele frequen-
cies estimated from the Native American data; G̃ represents the true
genotypes generated under the inbreeding assumption; W̃ is the observed
genotypes with allelic dropout. (A) Procedure to generate the simulated
Native American data (Experiment 1). (B) Procedure to generate simu-
lated data with population structure (Experiment 2). In step 1, the allele
frequencies of two subpopulations are generated using the F model. (C)
Procedure to generate simulated data with genotyping errors other than
allelic dropout (Experiment 3).
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Figure 2.6: Fraction of observed missing data versus fraction of observed homozy-
gotes for one simulated data set. (A) Each point represents an individual
with fraction x of its nonmissing loci observed as homozygous and frac-
tion y of its total loci observed to have both copies missing. The Pearson
correlation between X and Y is r = 0.900 (P < 0.0001, by 10,000 permu-
tations of X while fixing Y ). (B) Each point represents a locus at which
fraction x of individuals with nonmissing genotypes are observed to be
homozygotes and fraction y of all individuals are observed to have both
copies missing. r = 0.143 (P = 0.0045).
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Figure 2.7: Estimated dropout rates and corrected heterozygosity for the data simu-
lated on the basis of the Native American data set. (A) Comparison of
the estimated sample-specific dropout rates and the assumed true sample-
specific dropout rates. (B) Comparison of the estimated locus-specific
dropout rates and the assumed true locus-specific dropout rates. (C)
Individual heterozygosities in the simulated data. True values of het-
erozygosity are indicated by green points. With allelic dropout applied
to true genotypes to generate “observed” data, the uncorrected values
of heterozygosity are colored purple. Means of corrected heterozygosities
across 100 imputed data sets are colored black. Symbols follow Fig. 2.6.
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Figure 2.8: Estimated dropout rates and inbreeding coefficients for simulated data
with population structure. (A) Comparison of the estimated sample-
specific dropout rates and the assumed true sample-specific dropout rates.
(B) Mean squared errors across all the estimated sample-specific dropout
rates for each of the 36 data sets shown in panel A. (C) Comparison of
the estimated locus-specific dropout rates and the assumed true locus-
specific dropout rates. (D) Mean squared errors across all the estimated
locus-specific dropout rates for each of the 36 data sets shown in panel C.
(E) Comparison of the estimated inbreeding coefficient and the assumed
true inbreeding coefficient, in which each point corresponds to one of 96
simulated data sets. The 36 solid points correspond to the simulated data
sets shown in the other panels (A, B, C, D, and F). Dashed lines indicate
the effective inbreeding coefficients of structured populations under the
F model (eq. B11). (F) Overestimation of the inbreeding coefficient,
calculated by subtracting the assumed true inbreeding coefficient from
the estimated inbreeding coefficient, or ρ̂− ρ.
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Figure 2.9: Estimated dropout rates and inbreeding coefficients for simulated data
with other genotyping errors. (A) Comparison of the estimated sample-
specific dropout rates and the assumed true sample-specific dropout rates.
(B) Mean squared errors across all the estimated sample-specific dropout
rates for each of the 36 data sets shown in panel A. (C) Comparison of
the estimated locus-specific dropout rates and the assumed true locus-
specific dropout rates. (D) Mean squared errors across all the estimated
locus-specific dropout rates for each of the 36 data sets shown in panel C.
(E) Comparison of the estimated inbreeding coefficient and the assumed
true inbreeding coefficient, in which each point corresponds to one of 96
simulated data sets. The 36 solid points correspond to the simulated data
sets shown in the other panels (A, B, C, D, and F). (F) Overestimation
of the inbreeding coefficient, calculated by subtracting the assumed true
inbreeding coefficient from the estimated inbreeding coefficient, or ρ̂−ρ.
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Figure S2.1: The estimated sample-specific dropout rate versus the observed het-
erozygosity before correcting for allelic dropout in the Native American
data. For each individual, loci with both copies missing are excluded
from the calculation of observed heterozygosity.
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Figure S2.2: Correcting the underestimation of observed heterozygosity for simulated
data with population structure. In each panel, a purple bar indicates the
uncorrected observed heterozygosity averaged across all individuals in a
simulated data set after applying allelic dropout; a green bar indicates
the “true” observed heterozygosity averaged across all individuals in the
same simulated data set before applying allelic dropout; and a striped
black bar indicates the corrected observed heterozygosity averaged across
all individuals and across 100 imputed data sets. The x-axis indicates
values of the inbreeding coefficient that were set for different simulations.
Different panels correspond to different values of the F parameter in
the F -model for simulating structured populations. (A) F = 0; (B)
F = 0.04; (C) F = 0.08; (D) F = 0.12; (E) F = 0.16; (F) F = 0.20.
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Figure S2.3: Correcting the underestimation of observed heterozygosity for simulated
data with genotyping errors other than allelic dropout. In each panel,
a purple bar indicates the uncorrected observed heterozygosity aver-
aged across all individuals in a simulated data set after applying allelic
dropout; a green bar indicates the “true” observed heterozygosity av-
eraged across all individuals in the same simulated data set before ap-
plying allelic dropout and before introducing genotyping errors; and a
striped black bar indicates the corrected observed heterozygosity aver-
aged across all individuals and across 100 imputed data sets. The x-axis
indicates values of the inbreeding coefficient that were set for different
simulations. Different panels correspond to different levels of simulated
genotyping errors that come from sources other than allelic dropout.
(A) e = 0; (B) e = 0.02; (C) e = 0.04; (D) e = 0.06; (E) e = 0.08; (F)
e = 0.10.
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Figure S2.4: Estimated dropout rates and inbreeding coefficients for simulated data
with different numbers of individuals and the same number of loci (L =
250). Each data set was simulated with no population structure and
no genotyping errors other than allelic dropout. (A) Comparison of the
estimated sample-specific dropout rates and the assumed true sample-
specific dropout rates. (B) Mean squared errors across all the estimated
sample-specific dropout rates for each of the 36 data sets shown in panel
A. (C) Comparison of the estimated locus-specific dropout rates and
the assumed true locus-specific dropout rates. (D) Mean squared errors
across all the estimated locus-specific dropout rates for each of the 36
data sets shown in panel C. (E) Comparison of the estimated inbreeding
coefficient and the assumed true inbreeding coefficient, in which each
point corresponds to one of 96 simulated data sets. The 36 solid points
correspond to the simulated data sets shown in the other panels (A, B, C,
D, and F). (F) Overestimation of the inbreeding coefficient, calculated by
subtracting the assumed true inbreeding coefficient from the estimated
inbreeding coefficient, or ρ̂− ρ.
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Figure S2.5: Estimated dropout rates and inbreeding coefficients for simulated data
with different numbers of loci and the same number of individuals
(N = 250). The allele frequencies for the loci were sampled with replace-
ment from the MLEs of the Native American data. Each data set was
simulated with no population structure and no genotyping errors other
than allelic dropout. (A) Comparison of the estimated sample-specific
dropout rates and the assumed true sample-specific dropout rates. (B)
Mean squared errors across all the estimated sample-specific dropout
rates for each of the 36 data sets shown in panel A. (C) Comparison of
the estimated locus-specific dropout rates and the assumed true locus-
specific dropout rates. (D) Mean squared errors across all the estimated
locus-specific dropout rates for each of the 36 data sets shown in panel
C. (E) Comparison of the estimated inbreeding coefficient and the as-
sumed true inbreeding coefficient, in which each point corresponds to
one of 96 simulated data sets. The 36 solid points correspond to the
simulated data sets shown in the other panels (A, B, C, D, and F). (F)
Overestimation of the inbreeding coefficient, calculated by subtracting
the assumed true inbreeding coefficient from the estimated inbreeding
coefficient, or ρ̂− ρ.
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Figure S2.6: Multidimensional scaling (MDS) analysis of the Native American data.
The results of MDS analysis on the original microsatellite data are shown
by colored points, with the x-axis corresponding to the first principal co-
ordinate and the y-axis corresponding to the second principal coordinate.
The results of MDS analysis on one set of imputed microsatellite data
are displayed with gray points, Procrustes-transformed to best match
the results from the original data (Wang et al., 2010). Each pair of
corresponding points is connected by a gray line. The allele-sharing dis-
tance matrices calculated from the original data, averaging across loci
and ignoring loci for which one or both individuals was missing, and
from one set of imputed data (after correcting for allelic dropout) were
used as the input to the cmdscale function in R.
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Figure S2.7: Illustration of a structured population with two subpopulations, under
the F model. ΦA denotes the allele frequencies of a common ancestral
population of the two subpopulations. Φ1 and Φ2 are allele frequencies
of the two subpopulations. The F parameter and the inbreeding coef-
ficient for subpopulation j are Fj and ρj, respectively (j = 1, 2). In
the pooled genotype data of N individuals, c1 is the proportion sampled
from subpopulation 1, producing genotype data G1, c2 = 1 − c1 is the
proportion sampled from subpopulation 2, producing genotype data G2.
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CHAPTER III

Comparing spatial maps of human

population-genetic variation using Procrustes

analysis

3.1 Introduction

Multivariate analysis techniques such as principal components analysis (PCA)

and multidimensional scaling (MDS) are often used with population-genetic data to

produce “statistical maps” of sampled individuals or populations (Menozzi et al.,

1978; Zhivotovsky et al., 2003; Patterson et al., 2006; Novembre and Stephens , 2008).

With these techniques, each sampled individual or population is represented as a

point in a Euclidean vector space in such a manner that the placement of points

carries information about the similarity of the genotypes in the underlying individuals

or populations. Applications to population-genetic data of PCA, MDS, and other

multivariate techniques have recently been reviewed by Jombart et al. (2009).

Many PCA and MDS studies of population-genetic data have posed questions

about the relationship of two or more such statistical maps, or about the relationship

of a statistical map of population-genetic samples to a map of another type, such as a

geographic map. For example: (1) does a statistical map of populations obtained from

data match the statistical map predicted by a model (Novembre and Stephens , 2008;

64



McVean, 2009)? (2) Does a statistical map of populations match the geographic map

of their sampling locations (Ramachandran et al., 2005; Heath et al., 2008; Jakkula

et al., 2008; Jakobsson et al., 2008; Lao et al., 2008; Novembre et al., 2008; Tian et al.,

2008; Chen et al., 2009; Price et al., 2009; Xu et al., 2009)? (3) Does a statistical

map of individuals in one type of analysis match a statistical map in another type of

analysis of the same samples (Jakobsson et al., 2008)? For each of these questions,

two maps are paired, typically in two dimensions, so that each data point in one map

corresponds to a particular data point in the other map.

Comparisons between two or more such maps involving population-genetic data

have generally been assessed in a qualitative manner, by visual evaluation. To provide

a sensible quantitative approach for map comparison, we suggest that another tech-

nique, namely the Procrustes method (Dryden and Mardia, 1998; Cox and Cox , 2001;

Gower and Dijksterhuis , 2004), can be borrowed from multivariate analysis. With

this approach, each of two maps is transformed, preserving relative distances among

pairs of points within each map. The transformations that maximize a measure of

the similarity of the transformed maps are then identified, and the similarity score

between the two optimally transformed maps is obtained. A permutation test can

then evaluate the probability that a randomly chosen permutation of the points in

one of the maps leads to a greater similarity score than that observed for the actual

data points (Jackson, 1995; Peres-Neto and Jackson, 2001).

Here, we illustrate the applications of Procrustes analysis in population genetics,

in scenarios that exemplify some of the questions posed above. First, we compare a

two-dimensional PCA map on the basis of single-nucleotide polymorphism (SNP) data

from European populations to a geographic map of population sampling locations. We

next perform a similar computation for worldwide SNP data with a geographic map

and an MDS map generated by classical metric multidimensional scaling (hereafter,

labeled simply an “MDS map” for brevity). Our third example compares MDS and
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PCA maps based on SNP data from different but overlapping worldwide samples.

Finally, again using worldwide samples, we compare two-dimensional MDS maps on

the basis of copy-number variant (CNV) data to a SNP-based MDS map. These

various examples support the view that statistical maps on the basis of SNPs and

CNVs in human populations have a high level of agreement with each other and

closely reflect geography.

3.2 The Procrustes approach

We briefly review the basic Procrustes technique for the population-genetic con-

text. Details of the approach appear elsewhere (Dryden and Mardia, 1998; Cox and

Cox , 2001; Gower and Dijksterhuis , 2004), and our description largely follows Cox

and Cox (2001). Consider two matrices, X = (x1, . . . ,xn)
T and Y = (y1, . . . ,yn)

T .

X is n× p, and each row in X corresponds to one of n points in Rp; Y is n× q, and

each row in Y corresponds to one of n points in Rq. The points are paired, so that

xr and yr represent coordinate vectors of taxon r in Rp and Rq, respectively. The X

and Y matrices can be viewed as describing two separate sets of coordinates for the

same n taxa (two “maps” of the taxa). It is not required that p and q be equal, but

in our applications, p = q = 2, representing two-dimensional spaces. The “taxa” can

be either populations or individuals, depending on the particular case considered.

The Procrustes method aims to find the transformations, f ∗ and g∗, that minimize

a function d(f(X), g(Y)) over all choices f and g that preserve relative pairwise

distances among points in X and among points in Y, respectively. First, |p − q|

columns of zeros are added at the end of the matrix with fewer columns in order to

place both sets of points in the same k-dimensional space, with k = max(p, q). Thus,

both X and Y become n × k matrices. Without loss of generality, g∗(Y) = Y can

be assumed, so that only X is transformed. The transformation f can be written

as f(xr) = ρATxr + b, where ρ is a scalar dilation, A is a k × k orthogonal matrix
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representing a rotation and possibly a reflection, and b is a k × 1 translation vector.

The objective function d to be minimized is the sum across taxa of squared Eu-

clidean distances between corresponding coordinates of the taxa in the matrices f(X)

and Y, or

d(f(X),Y) =
n∑

r=1

(yr − f(xr))
T (yr − f(xr)). (B1)

Let X0 be an n × k matrix, with each row equal to xT
0 =

∑n
r=1 x

T
r /n. Similarly,

let Y0 be an n × k matrix with each row equal to yT
0 =

∑n
r=1 y

T
r /n. Here, xT

0 and

yT
0 represent the centroids of the points in X and Y, respectively. We use Xc and

Yc to represent X and Y after centering points in the matrices around xT
0 and yT

0 ,

respectively. Thus, Xc = X−X0 and Yc = Y −Y0.

Writing the singular value decomposition of C = YT
c Xc as C = UΛVT , where U

and V are k × k orthonormal matrices and Λ is a k × k diagonal matrix of singular

values, the solution f ∗ has

A = VUT (B2)

ρ = tr(Λ)/tr(XT
c Xc) (B3)

b = y0 − ρATx0 (B4)

d(f ∗(X),Y) = tr(YcY
T
c )− [tr(Λ)]2/tr(XT

c Xc), (B5)

where “tr” represents the trace of a matrix. The solution can be viewed as provid-

ing a method for optimally representing X and Y on the same coordinate system,

so that the sum of squared distances between corresponding points of X and Y

is minimized. The minimum is d(f ∗(X),Y), which can be scaled by dividing by

tr(YT
c Yc) = tr(YcY

T
c ) to give the Procrustes statistic

D(X,Y) = 1− [tr(Λ)]2/[tr(XT
c Xc)tr(Y

T
c Yc)]. (B6)
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Considering all possible X and Y, this quantity has minimum 0 and maximum 1.

A permutation approach can be used for evaluating the similarity of the two

corresponding sets of coordinates (Jackson, 1995; Peres-Neto and Jackson, 2001).

The similarity of X and Y is computed as t(X,Y) =
√

1−D(X,Y). A permutation

distribution of t can be obtained by choosing random permutations X′ of the rows of

X and evaluating the distribution across permutations of t(X′,Y). Using t0 for the

value of t from the unpermuted matrices, P[t(X′,Y) > t0] gives the probability that

a random pairing of the taxa in X and Y leads to greater similarity than the actual

pairing. Each of our permutation tests employed 10,000 permutations.

3.3 Genes and geography in Europe

Novembre et al. (2008) compared a two-dimensional PCA map of European sam-

ples, obtained by analyzing 197,146 SNPs in 1,387 individuals from 36 countries, to

a geographic map of sampling locations. They examined rotations of the coordinates

of the points in the two-dimensional plot of PC1 and PC2, determining the angle

of rotation around the origin (PC2, PC1) = (0, 0) that maximized the sum of the

correlation with longitude of the first coordinate in the rotated PC space and the cor-

relation with latitude of the second coordinate in the rotated PC space. This analysis

found that a 16◦ counterclockwise rotation of the PCA plot most closely resembled

the geographic map. To qualitatively demonstrate the resemblance, their Figure 1a

provided a striking juxtaposition of the rotated PCA plot alongside a geographic map

of Europe. Similar results have been presented by Heath et al. (2008) and Lao et al.

(2008).

With the Procrustes approach, it is further possible to superimpose the Novembre

et al. (2008) genetic and geographic maps of Europe in a manner that minimizes the

sum across countries of squared distances between geographic coordinates and trans-

formed PCA coordinates. For our analysis, the (PC2, PC1) and (longitude, latitude)
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coordinates of the samples were kindly shared by J. Novembre. Multiple individu-

als were sampled per country, with all individuals assumed to have the same geo-

graphic coordinates. For each country, from (longitude, latitude) coordinates (λ, ϕ)

measured in degrees, we used the Gall-Peters projection, an equal-area projection

that preserves distance along the 45◦N parallel, to obtain rectangular coordinates

(Rπλ
√
2/360◦, R

√
2 sinϕ), where R represents the radius of the earth. These geo-

graphic coordinates are plotted in Figure 3.1A.

For each country, we also obtained the centroid on the Novembre et al. (2008) PCA

plot of the individuals sampled from the country. Using the 36 pairs of geographic

and PCA coordinates, we employed eqs. B2-B4 to identify the optimal transformation

for aligning the PCA coordinates with the (Gall-Peters-projected) geographic coor-

dinates. This transformation was then applied to the (PC2, PC1) coordinates of all

sampled individuals. Figure 3.1B shows the Procrustes-transformed coordinates of

the PCA plot, superimposed on the geographic map of Europe. The centroid of the

36 sets of geographic coordinates and the centroid of the 36 sets of PCA coordinates

coincide at 47.539◦N 15.498◦E, ∼90 km southwest of Vienna, Austria. The rotation

applied to the PCA coordinates is 8.860◦ counterclockwise, reasonably close to the

rotation angle of 16◦ obtained by the method of Novembre et al. (2008). Note, how-

ever, that beyond the difference due to our use of Procrustes analysis, two differences

exist between our analysis and that of Novembre et al. (2008). First, we applied

a projection to the (longitude, latitude) geographic coordinates, whereas Novembre

et al. (2008) used unprojected coordinates. When we repeat our Procrustes analysis

using unprojected coordinates, we obtain 10.500◦ for the angle of rotation. Second,

in aligning genetic and geographic coordinates, we used centroid coordinates for each

country, whereas in the analysis of Novembre et al. (2008), coordinates were aligned

at the individual level (treating all individuals from the same country as having iden-

tical coordinates). When we repeat our analysis using individual coordinates, we
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obtain 16.428◦ for the rotation angle. Further, if we use unprojected geographic co-

ordinates and individual rather than centroid coordinates, as was done by Novembre

et al. (2008), we obtain a rotation angle of 16.050◦, in close agreement with the 16◦

angle of Novembre et al. (2008).

Applying the permutation test with our analysis relying on projected geographic

coordinates and population centroids, we find that t0 = 0.874, with P < 0.0001 that

a random permutation of the labels in the PCA plot produces greater similarity to

the geographic coordinates than that seen with the correct labels (Figure 3.2). Thus,

the pattern of relative distances among points in the PCA plot has a demonstrably

high degree of similarity to the corresponding pattern of relative distances in the geo-

graphic map. Through a quantitative assessment of this similarity, our computations

confirm the qualitatively striking concordance of genetics and geography reported by

Novembre et al. (2008).

3.4 Genes and geography worldwide

We next performed an analogous alignment of coordinates computed from genetic

data to geographic sampling locations, for samples collected worldwide. In an analysis

of 512,762 SNPs in 443 individuals from 29 worldwide human populations, Jakobsson

et al. (2008) obtained a two-dimensional MDS plot on the basis of an individual-

level pairwise allele-sharing genetic distance matrix. Qualitatively, the MDS plot

resembled a geographic map of the sampling locations, with the axes corresponding

largely to latitude and longitude. This same phenomenon is visible in the work of Li

et al. (2008) and Biswas et al. (2009).

To quantitatively assess the resemblance, we Procrustes-transformed SNP-based

MDS coordinates to produce an optimal alignment with geographic coordinates. For

this analysis, we used coordinates of an MDS plot based on a population-level genetic

distance matrix. We used microsat (Minch et al., 1998) to obtain the allele-sharing
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genetic distance matrix (Mountain and Cavalli-Sforza, 1997) between populations

for the data of Jakobsson et al. (2008). Classical metric multidimensional scaling was

applied to the matrix, using the cmdscale command in R (Ihaka and Gentleman,

1996). For the geographic coordinates, we used (Gall-Peters-projected) latitudes and

longitudes from Table S6 of Jakobsson et al. (2008).

Figure 3.3A shows the geographic coordinates of the 29 populations, drawn on a

world map. Figure 3.3B provides the Procrustes-transformed two-dimensional MDS

plot of the genetic data. Although genetic coordinates for some populations are

quite distant from the corresponding sampling locations, a geographic pattern in the

MDS plot is clear. The value of t0 for the genetic and geographic coordinates is 0.799

(P < 0.0001), considerably exceeding the similarity values for all 10,000 permutations

examined for the labels in the MDS plot (Figure 3.4). As was true in the case of

Europeans, a formal quantitative comparison supports the qualitative resemblance of

genetic coordinates to geographic coordinates.

3.5 MDS and PCA

Our next example considered the similarity of MDS and PCA plots obtained on

the basis of SNP data in overlapping worldwide samples. In particular, we compared

the individual-level two-dimensional MDS plot of Jakobsson et al. (2008) with the

corresponding individual-level PCA plot of the first two principal components in

Biswas et al. (2009). For the MDS plot, we used coordinates from the individual-

level SNP-based MDS plot presented by Jakobsson et al. (2008), in which MDS was

performed on an individual level pairwise allele sharing genetic distance matrix. The

PCA coordinates from Biswas et al. (2009) were based on the analysis of 643,884

autosomal SNPs and 944 unrelated individuals from 52 populations (Li et al., 2008),

and were kindly shared by J. Akey. The SNP genotype matrix for their PCA was

normalized using equation (3) in Patterson et al. (2006). The datasets underlying
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the two plots have considerable overlap, in that 433 individuals are included in both

datasets.

We applied Procrustes analysis to the common set of 433 individuals, represented

by 433 pairs of points, one each in the MDS and PCA plots. The 433 points in the

PCA plot were transformed to produce an optimal alignment with the 433 corre-

sponding points in the MDS plot. The optimal transformation was then applied to

all 944 points in the PCA plot.

Figure 3.5A shows the individual-level MDS plot of genetic data, in which 443

individuals from 29 populations are included (Jakobsson et al., 2008). The orientation

of this figure was determined by Procrustes transformation, aligning individual-level

MDS coordinates to the geographic coordinates of the individuals. Figure 3.5B shows

the Procrustes-transformed PCA plot with all 944 individuals from 52 populations

included. The two plots are quite similar, with the larger number of points present in

the PCA plot filling in gaps visible in the MDS plot. Considering 10,000 permutations

of the labels in the PCA plot of the 433 shared points, we find that t0 = 0.993 with

P < 0.0001. This high value of t0 indicates a very strong concordance between

MDS and PCA in analyzing the data, as is expected given the close relationship of

these two techniques (indeed, for a given use of PCA, a certain special case of MDS

produces identical results (Mardia et al., 1979)). The example further illustrates how

Procrustes analysis can be used to compare two plots in which the sets of points only

partially overlap.

3.6 SNPs and CNVs

Our final comparison examined the similarity of MDS plots obtained using dif-

ferent types of markers collected in the same samples. We compared an MDS plot

on the basis of 396 copy-number-variable loci reported by Jakobsson et al. (2008) to

the SNP-based MDS plot in the same worldwide populations. The population-level
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CNV genetic distance matrix was obtained as in Jakobsson et al. (2008). MDS and

Procrustes computations were conducted in the same manner as in the analysis of

worldwide SNPs and geography.

The CNV-based and SNP-based MDS plots are qualitatively dissimilar, with the

SNP-based plot (Figure 3.3B) resembling the geographic sampling locations (Figure

3.3A), and the CNV-based plot (Figure 3.6A) instead having all except three points

located near the center. The similarity statistic between the CNV-based and SNP-

based plots reflects this relative discordance (t0 = 0.285, P = 0.1536). Removal

from the two MDS plots of the three outlier populations — Kalash, Melanesian, and

Papuan — followed by reapplication of Procrustes analysis leads to greater qualitative

similarity (Figure 3.6B). Although the similarity statistics in Figures 3.6A and 3.6B

are not strictly comparable because of the different numbers of points in the two

plots, it is noteworthy that upon removal of the outliers, the t statistic between the

CNV-based and SNP-based MDS plots increases to t0 = 0.400 (P = 0.0292).

The importance of the three outlier populations in determining the nature of the

axes in the CNV-based MDS plot is potentially a consequence of high genetic distances

in comparisons involving these populations (Table S1 of Jakobsson et al. (2008)).

These high distances result from high numbers of CNVs detected in the three outlier

populations (Jakobsson et al., 2008), which in turn might be a consequence of high

values in these populations of a tuning parameter used in the CNV genotyping assays

(Itsara et al., 2009). CNV genotypes were obtained using PennCNV (Wang et al.,

2007a) applied to genome-wide genotyping intensity signals. For a given sample,

the variability of genotyping intensity across the genome influences the ability of

PennCNV to accurately identify CNVs (Itsara et al., 2009; Wang et al., 2007a). The

“standard deviation of the log R ratio,” henceforth denoted s, provides a measure

of this variability, where the log R ratio at a given site considers log2 of the ratio of

the genotyping intensity for one allelic type to the genotyping intensity for the other
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allelic type. Higher values of the parameter s lead to greater difficulty in accurate

CNV identification by PennCNV, systematically giving rise to additional false positive

CNV detections.

The Procrustes approach enables us to assess the hypothesis that the dissimilarity

of the CNV-based and SNP-based MDS plots in Figures 3.6A and 3.3B ultimately

traces to high-s low-quality genotyping assays in outlier populations. We first varied

the maximal value of s allowed for samples included in the analysis. Among 443

unrelated individuals studied by Jakobsson et al. (2008), the CNV-based MDS plot

in Figure 3.6A utilized 405 of these individuals, each with s < 0.28. Starting from this

set of 405 individuals, we generated nine datasets based on nine values of the upper

bound on s for samples included in the analysis. These choices for the cutoff on s

were selected at intervals of 0.01 from 0.20 to 0.28 inclusive. The choice of 0.28, used

by Jakobsson et al. (2008), matches that of Figure 3.6 and is the most permissive,

producing a dataset with the most CNVs, but with a potentially greater number of

false positive CNV identifications. The choice of 0.20 is the most restrictive, leading

to a smaller dataset with fewer samples, but also with fewer false positives. For each

choice of cutoff, samples were excluded from the initial collection of 405 individuals

if their s values were greater than or equal to the cutoff (no samples had s equal

to a two-digit decimal number, so that exclusions of s values strictly greater than

the cutoff would have produced the same datasets). Using each set of individuals

derived from the original dataset, CNV loci polymorphic in the reduced set were

identified, and non-singleton autosomal CNVs were retained for MDS analysis. In

some populations, as few as two individuals were retained in the reduced datasets

(Table 3.1), but each of the nine datasets included individuals from all populations

(Table 3.2). To ensure that all datasets included at least two individuals from each

population, we did not consider cutoff choices below 0.20.

MDS analyses of the eight new CNV datasets proceeded using the same methods
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as were used in the analysis of the initial s < 0.28 dataset. For each CNV dataset,

we constructed an allele-sharing population-level genetic distance matrix in the same

manner as was done by Jakobsson et al. (2008) for the s < 0.28 dataset. We then

performed MDS and used Procrustes analysis to compare the resulting plots to the

SNP-based MDS plot in Figure 3.3B.

Figure 3.7 displays the Procrustes-transformed CNV-based MDS plots based on

the nine choices of the cutoff on s. As the cutoff decreases, the resemblance of the

MDS plot to the SNP-based MDS plot in Figure 3.3B increases. The smallest values

of the cutoff on s lead to MDS plots with a similar triangular structure to the plot

obtained with SNPs: populations from Africa lie in the lower left corner, populations

from the Middle East and Europe lie near the top, populations from the Americas

lie on the right, and a series of populations from Asia lies along an upper edge. The

values of t0 are greatest for the lowest values of the cutoff, and all plots except the

s < 0.28 plot produce P < 0.0001. Figure 3.8 demonstrates that for cutoffs of 0.25 or

less, t0 is quite high, greater even than the value of t0 for the comparison of SNPs and

geography in Figure 3.4. The t0 similarity statistic is somewhat lower with cutoffs

s < 0.26 and s < 0.27, and it is considerably lower with the original cutoff of s < 0.28.

Thus, Procrustes analysis of reduced CNV datasets suggests that CNVs produce

similar patterns of population structure to those observed with SNPs. When restrict-

ing the CNV dataset to smaller sets of individuals with more reliable CNV detection,

the similarity of CNV-based MDS plots to the SNP-based MDS plot increases. The

observations support the view that high values of s for certain individuals from the

Kalash, Melanesian, and Papuan populations explain the outlier status of these popu-

lations in a previous analysis of CNV population structure (Jakobsson et al., 2008). As

suggested by Itsara et al. (2009), it is likely that high-s individuals contain numerous

false-positive CNV genotypes; however, removal of these individuals only reinforces

the observation of Jakobsson et al. (2008) that a general similarity exists between
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CNV-based and SNP-based inferences of population structure.

3.7 Discussion

The Procrustes approach for investigating the concordance of separate sets of

spatial positions has been used for diverse biological problems, particularly in the

context of morphometric data (Dryden and Mardia, 1998; Bookstein, 1996; Adams

et al., 2004). We suggest that this approach similarly has considerable potential for

use with population-genetic data. Our examples quantitatively comparing genes and

geography with Procrustes analysis strengthen the evidence for patterns previously

identified qualitatively. They support a strong role for geography in predicting pat-

terns of population structure, both in Europe and worldwide. Our Procrustes example

with CNV-based and SNP-based MDS plots shows that the similarity of CNV-based

inference of human population structure to SNP-based inference is greater than had

been reported previously with a permissive cutoff for sample inclusion in CNV anal-

ysis.

In agreement with Itsara et al. (2009), our Procrustes analysis supports the view

that the difference between CNV-based and SNP-based inference in our previous

analysis (Jakobsson et al., 2008) was due to use of a permissive cutoff. However,

in contrast to the claim of Itsara et al. (2009) that there is “limited evidence for

stratification of CNVs in geographically distinct human populations,” our use of a

more restrictive cutoff leads to the conclusion that population structure is detectable

on the basis of CNVs, and that the CNV population structure pattern has a strong

concordance with that inferred using SNPs. The concordance between CNV-based

and SNP-based MDS plots, t0 = 0.892 for the s < 0.22 cutoff on the standard

deviation of the log R ratio, exceeds the concordance between the SNP-based MDS

plot and the geographic coordinates.

We note that many alternatives to the Procrustes approach exist for aligning
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sets of points, including methods that are robust to the presence of outliers (Dryden

and Mardia, 1998; Rohlf and Slice, 1990). In addition, the Mantel coefficient (Mantel ,

1967; Sokal and Rohlf , 1995) and the RV coefficient (Robert and Escoufier , 1976; Heo

and Gabriel , 1998) provide alternatives to the Procrustes t statistic for measuring the

similarity of pairs of plots. To compare t and the RV coefficient, for each of the CNV-

based MDS plots in Figure 3.7, we repeated our comparisons to the SNP-based MDS

plot in Figure 3.3B, substituting the RV coefficient in place of the t statistic. The

correlation of RV and t across the nine plots was high (r = 0.994), and P -values from

permutation tests with RV were similar to those with t (P = 0.2836 for the s < 0.28

plot and P < 0.0001 for all other plots). However, while t and the RV coefficient

appear to perform similarly, t is perhaps more intuitive in the Procrustes context,

as it is a simple function of the the sum of squared Euclidean distances between

corresponding points in the two plots when the plots are optimally aligned.

The computations we have performed involve comparisons of genes and geography,

comparisons of results from two separate multivariate analysis techniques (PCA and

MDS), and comparisons of inferences from separate types of markers. However, the

Procrustes approach has several other potential uses in population genetics. The

Procrustes t statistic can provide a method for comparing PCA or MDS plots based

on observed data to those based on simulations, thereby assisting in evaluating the

fit of PCA and MDS patterns in population-genetic data to those that population-

genetic models predict. The Procrustes approach also enables the comparison of

variant analyses performed with the same multivariate analysis technique, such as

in examining MDS plots based on different genetic distances or based on different

bootstrap replicates. As in our example comparing PCA results of Biswas et al.

(2009) and MDS results of Jakobsson et al. (2008), Procrustes analysis can be used in

integrating separate results on the basis of sample sets that overlap only partially. In

our investigation of multiple analyses of CNVs, we based the comparison on similarity
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to a reference dataset; if no natural basis exists for selecting a particular dataset as

the reference, such as in comparing multiple genetic distances, bootstrap replicates,

or repeated simulations, a generalized Procrustes technique can be used, in which

results from the various analyses are transformed iteratively until a least-squares sum

considering all pairs of configurations cannot be further reduced (Dryden and Mardia,

1998; Gower , 1975). In all these applications, Procrustes methods can make the

results of separate analyses of standard data sets commensurable. Further, Procrustes

analysis is applicable to data both in two dimensions and in higher-dimensional spaces

for which no simple visual representation alternative exists. Thus, the examples

we have considered represent only a small subset of the category of problems in

population genetics for which the Procrustes approach might provide an informative

tool for data analysis.
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Figure 3.1: Procrustes analysis of genetic and geographic coordinates in Europe,
based on data from Novembre et al. (2008). (A) Geographic coordinates
for 36 countries. (B) Procrustes-transformed plot of the first two prin-
cipal components of genetic variation. The plot is centered at the geo-
graphic centroid of the populations. Individuals are represented by two-
and three-letter abbreviations, and circles represent the centroids of the
PCA coordinates for individuals from a country. Abbreviations are as fol-
lows: AL, Albania; AT, Austria; BA, Bosnia-Herzegovina; BE, Belgium;
BG, Bulgaria; CH, Switzerland; CY, Cyprus; CZ, Czech Republic; DE,
Germany; DK, Denmark; ES, Spain; FI, Finland; FR, France; GB, Great
Britain; GR, Greece; HR, Croatia; HU, Hungary; IE, Ireland; IT, Italy;
KS, Kosovo; LV, Latvia; MK, Macedonia; NL, Netherlands; NO, Norway;
PL, Poland; PT, Portugal; RO, Romania; RS, Serbia and Montenegro;
RU, Russia; Sct, Scotland; SE, Sweden; SI, Slovenia; SK, Slovakia; TR,
Turkey; UA, Ukraine; YG, Yugoslavia. Population labels follow the color
scheme of Novembre et al. (2008). The figures are drawn according to the
Gall-Peters projection.

79



t

N
um

be
r 

of
 p

er
m

ut
at

io
ns

0.0 0.2 0.4 0.6 0.8 1.0

0
10

00
20

00
30

00

Figure 3.2: Distribution of the permutation test statistic t, comparing a geographic
map of sampling locations (Figure 3.1A) and a SNP-based PCA map
(Figure 3.1B) in European populations. The value of t0, the permutation
test statistic obtained from the unpermuted data, is represented by the
blue vertical line, and it equals 0.874 (P < 0.0001).
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Figure 3.3: Procrustes analysis of genetic and geographic coordinates worldwide,
based on data from Jakobsson et al. (2008). (A) Geographic coordinates
for 29 populations. (B) Procrustes-transformed MDS plot of genetic vari-
ation. The figures are drawn according to the Gall-Peters projection. For
each graph, the black open circle represents the centroid of the points
plotted.
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Figure 3.4: Distribution of the permutation test statistic t, comparing a geographic
map of sampling locations (Figure 3.3A) and a SNP-based MDS map
(Figure 3.3B) in worldwide populations. The value of t0, the permutation
test statistic obtained from the unpermuted data, is represented by the
blue vertical line, and it equals 0.799 (P < 0.0001).
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Figure 3.5: Procrustes analysis of genetic coordinates obtained using MDS and PCA.
(A) MDS plot of genetic variation for 443 individuals from 29 worldwide
populations, based on data from Jakobsson et al. (2008). (B) Procrustes-
transformed PCA plot of genetic variation for 944 individuals from 52
worldwide populations, based on data from Biswas et al. (2009). The
Procrustes analysis is based on a subset of 433 individuals included in
both datasets. Note that unlike Biswas et al., our plot splits the Han and
Han (N. China) groups, so that the 944 individuals are separated into 53
populations rather than 52. A histogram of the t statistic across 10,000
permutations appears in the lower right corner (t0 = 0.993, P < 0.0001).
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Figure 3.6: Procrustes analysis of CNV-based MDS genetic coordinates. (A)
Procrustes-transformed MDS plot for CNV data, aligned to the SNP-
based MDS plot in Figure 3.3B. A histogram of the t statistic across
10,000 permutations appears in the upper right corner (t0 = 0.285,
P = 0.1536). A version of the MDS plot without the Procrustes transfor-
mation appeared in Figure S14 of Jakobsson et al. (2008). (B) Procrustes-
transformed CNV-based MDS plot, excluding three outliers, aligned to
the restriction of the SNP-based MDS plot in Figure 3.3B to the 26 non-
outlier populations. The three outlier populations are Kalash, Melane-
sian, and Papuan. A histogram of the t statistic across 10,000 permuta-
tions appears in the upper right corner (t0 = 0.400, P = 0.0292). The
population labels and colors follow those of Figure 3.3, and for each graph,
the center of the cross represents the centroid of the points plotted.
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Figure 3.7: Procrustes analysis of CNV-based MDS genetic coordinates, for nine sep-
arate choices of the cutoff on s for inclusion of samples in the CNV data.
Each graph represents a Procrustes-transformed MDS plot for the CNV
data based on a particular choice of the cutoff on s, aligned to the SNP-
based MDS plot in Figure 3.3B. The s < 0.28 MDS plot is the same as
the plot in Figure 3.6A. In increasing order of the cutoff on s, the values
of t0 are 0.862, 0.859, 0.892, 0.860, 0.867, 0.827, 0.742, 0.648, and 0.285.
For the cutoff of 0.28, P = 0.1536, and for all other cutoffs, P < 0.0001.
The population labels and colors follow those of Figure 3.3, and for each
graph, the center of the cross represents the centroid of the points plotted.
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Table 3.1: Sizes of CNV datasets reduced according to cutoffs on the standard devi-
ation of the log R ratio.

Cutoff on Number of Number of Smallest Number of
the standard individuals individuals sample size autosomal
deviation including excluding across non-singleton
of the relatives relatives populations CNV loci

log R ratio when excluding when excluding
(s) relatives relatives

0.20 351 320 2 208
0.21 371 340 3 231
0.22 386 355 3 243
0.23 402 370 4 255
0.24 413 379 4 272
0.25 418 384 5 285
0.26 425 389 5 298
0.27 431 395 5 332
0.28 443 405 5 396
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CHAPTER IV

A quantitative comparison of the similarity

between genes and geography in worldwide

populations

4.1 Introduction

The geographic structure of human genetic variation has long been of interest for

its implications for studying human evolutionary history (Sokal et al., 1991; Cavalli-

Sforza et al., 1994; Barbujani , 2000; Cavalli-Sforza and Feldman, 2003; Novembre and

Ramachandran, 2011). In recent years, the expansion of population-genetic datasets

has contributed to an increase in geographic investigations of human genetic variation,

often on the basis of classic multivariate statistical techniques such as PCA and MDS

(Ramachandran et al., 2005; Li et al., 2008; Jakobsson et al., 2008; Novembre et al.,

2008; Biswas et al., 2009). In PCA, samples are projected onto a series of orthogonal

axes (principal components or PCs) that are constructed from a linear combination

of genotypic values across genetic markers, such that each PC sequentially maximizes

the variance among samples projected on it (Menozzi et al., 1978; Patterson et al.,

2006). Classic MDS analyzes a genetic distance matrix between pairs of samples and

places the samples in a low-dimensional space in such a way that pairwise Euclidean

distances among samples in the low-dimensional space approximate their relative
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genetic distances (Cox and Cox , 2001). The population structure of genetic variation

is often summarized in easily visualized two-dimensional statistical maps obtained

from the first two components of PCA or MDS. Especially for large-scale single-

nucleotide polymorphism (SNP) data, PCA and MDS are popular because of their

computational efficiency and high level of resolution in decomposing the complex

structure of human genetic variation (Patterson et al., 2006; Paschou et al., 2007).

Generally, results produced by PCA and MDS are very similar to each other (Wang

et al., 2010).

Several recent studies have reported detectable similarity between statistical maps

of genetic variation and geographic maps of population locations. Such observations

are particularly prominent within Europe, where striking similarity between genes

and geography is observed both at a continental level (Novembre et al., 2008; Lao

et al., 2008; Heath et al., 2008) and in more localized studies such as in Finland

(Jakkula et al., 2008; Hoggart et al., 2012), Iceland (Price et al., 2009), and Sweden

(Salmela et al., 2011). Analogous but visually less striking observations have also

been reported in studies of other geographic regions, including in worldwide samples

(Ramachandran et al., 2005; Li et al., 2008; Jakobsson et al., 2008; Biswas et al.,

2009; Xing et al., 2009, 2010) and in samples from Asia (Xing et al., 2010; The

HUGO Pan-Asian SNP Consortium, 2009; Tian et al., 2008), Africa (Bryc et al.,

2010b; Sikora et al., 2011), China (Chen et al., 2009; Xu et al., 2009), and Japan

(Yamaguchi-Kabata et al., 2008). However, this similarity of genes and geography is

in many cases reported in a qualitative sense and has not been assessed systematically

across different studies, so that it has been difficult to compare levels of agreement

between genes and geography in different regions. Further, different studies have

used different sets of genetic markers and different statistical techniques (e.g. PCA

and MDS), further complicating comparisons across datasets. Even for studies that

used PCA, several versions of this technique have been employed in different studies.
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For example, some studies have performed PCA on genotypic matrices (Novembre

et al., 2008; Biswas et al., 2009; Patterson et al., 2006; Price et al., 2009), whereas

others have applied PCA on pairwise genetic distance matrices (Li et al., 2008; Xing

et al., 2009, 2010).

A formal comparison of genes and geography in different regions using a single

technique and a common marker set can provide a systematic basis for evaluating the

role of geography in explaining the genetic similarity of individuals or populations in

different locations. We have previously developed a Procrustes analysis approach to

quantify the similarity between statistical maps of genetic variation and geographic

maps (Wang et al., 2010). This approach identifies data transformations that mini-

mize the sum of squared Euclidean distances between two sets of coordinates while

preserving relative pairwise distances among points within each set. The statistical

significance of the similarity between genetic coordinates and geographic coordinates

is then examined using a permutation test.

In this study, we apply the Procrustes approach together with PCA to system-

atically study the geographic structure of human genetic variation across different

geographic regions. By compiling data from a variety of published sources (Novembre

et al., 2008; Xing et al., 2010; Bryc et al., 2010b; Pemberton et al., 2012; Simonson

et al., 2010), we have assembled genome-wide SNP data and geographic coordinates

for 149 populations worldwide. Based on a common set of autosomal SNP markers

shared by datasets collected from different studies, we evaluate the similarity between

genes and geography in examples from Europe, Sub-Saharan Africa, Asia, East Asia,

and Central/South Asia, as well as in a worldwide sample. We compare the level of

similarity across the various datasets, finding that all show a high level of similarity,

and that the highest similarity score appears in Asia. We also examine the depen-

dence of the similarity on the choice of populations included in the analysis and on the

number of markers studied. Our results provide information about the importance of
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geography in human evolutionary history, and can facilitate statistical methods for

inferring the ancestral origin of human individuals from their genotypes.

4.2 Results

We integrated published genome-wide SNP data on 4,257 individuals from 149

worldwide populations, taking data from the Human Genome Diversity Project (HGDP)

(Li et al., 2008; Pemberton et al., 2012), International Haplotype Map Project Phase

III (HapMap Phase III) (Pemberton et al., 2012; The International HapMap 3 Con-

sortium, 2010), and POPRES (Novembre et al., 2008) samples, as well as from several

other publications (Xing et al., 2010; Bryc et al., 2010b; Simonson et al., 2010). In

our analyses, we focused on the data from 128 populations (Tables S4.1-S4.3). We

constructed six datasets for evaluating the geographic structure of genetic variation

in different geographic regions: a worldwide sample, continental samples from Eu-

rope, Sub-Saharan Africa, and Asia, and subcontinental samples from East Asia and

Central/South Asia (Table 4.1).

Our analyses were based on 32,991 autosomal SNP markers that were shared

among datasets obtained from different genotyping platforms. We applied PCA on

datasets after quality control and removal of PCA outliers (see Materials and Meth-

ods), and we then used Procrustes analysis to compute the similarity score, denoted

as t0, between the first two PCs of genetic variation and the geographic coordinates

of the populations.

We evaluated the statistical significance of the similarity score by permutation.

We further examined the robustness of our results using a leave-one-out approach, in

which we repeated PCA and Procrustes analysis on datasets with a single population

excluded. PCA coordinates obtained from these new datasets were compared to the

original PCA coordinates obtained from the whole dataset and to the geographic

coordinates, with the respective Procrustes similarity scores denoted as t′ and t′′ (see
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Materials and Methods). These analyses were applied systematically on all datasets.

4.2.1 Worldwide sample

Our worldwide example was based on 938 unrelated individuals from 53 worldwide

populations (Fig. 4.1A), taken from the study of Li et al. (2008). None of these

individuals was found to have >5% missing data or to appear as a PCA outlier.

A PCA plot finds that as in previous studies (Li et al., 2008; Jakobsson et al., 2008;

Biswas et al., 2009), samples from the same geographic region (indicated by colors

in Fig. 4.1) generally cluster together, and that different clusters align on the PCA

plot in a way that qualitatively resembles the geographic map of sampling locations.

The first two PCs of our PCA explain 6.22% and 4.72% of the total genetic variation,

respectively. These values are considerably less than the values reported by Li et al.

(2008) in their Fig. S3B, which were 52.3% for PC1 and 27.8% for PC2. The difference

can be attributed primarily to the different versions of PCA used in the analyses. We

applied PCA on the N × L genotypic matrix for N individuals and L loci, whereas

Li et al. applied PCA on an N × N matrix recording levels of identity-by-state for

pairs of individuals (Li et al., 2008). Although the two approaches provide visually

similar PCA plots, the values and the interpretation of the proportions of variance

explained by each PC differ, as they are based on quite distinct computations.

Using Procrustes analysis, we identified an optimal alignment of the genetic coor-

dinates to the (Gall-Peters-projected) geographic coordinates that involved a rotation

of the PCA plot by 31.91◦ counterclockwise. The genetic coordinates were then su-

perimposed on the geographic map by applying the optimal transformation, thereby

highlighting the similarity between genes and geography (Fig. 4.1). This qualitative

resemblance is demonstrated by the Procrustes similarity score of t0 = 0.705, which

is highly significant in 100,000 permutations (P < 10−5). Applying the leave-one-out

approach with populations excluded individually, the similarity score between genes
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and geography ranges from 0.697 to 0.715, with mean 0.705 and standard deviation

0.003 (Table S4.4). Some populations, such as Native American and Oceanian popu-

lations, align in Fig. 4.1B distantly from their geographic locations. In most but not

all cases, excluding one of these populations leads to an increase in the Procrustes

similarity score.

4.2.2 Europe

Visually striking similarity betweeen PCA plots of genetic variation and a geo-

graphic map of Europe has been reported by several studies (Novembre et al., 2008;

Lao et al., 2008; Heath et al., 2008). Our analysis was based on nearly the same sam-

ple studied by Novembre et al. Novembre et al. (2008), containing 1,385 individuals

from 37 populations widely spread across Europe (Fig. 4.2A). After excluding five in-

dividuals with >5% missing data and two PCA outliers, our final analysis examined

1,378 individuals.

Our PCA plot is very similar to the plot of Novembre et al. (2008), with a close

correspondence of genes and geography (Fig. 4.2B). One difference is that in the PCA

plot of Novembre et al. (2008), individuals are more widely spread along PC2 than

in our plot. As we applied PCA in the same way as Novembre et al. (2008), the

difference arises primarily because they employed coordinates given directly by the

eigenvectors in PCA, such that PC1 and PC2 were scaled to have the same variance

(J. Novembre, personal communication). To simplify the standardization of analyses

across datasets, we chose not to scale the PC axes in our analyses, so that the relative

amounts of genetic variation explained by each PC are reflected in the PCA plot (see

Material and Methods). Our PC1 and PC2 explain 0.30% and 0.16% of the total

genetic variation respectively, in close agreement with the values of 0.30% and 0.15%

reported by Novembre et al. (2008).

We used Procrustes analysis to superimpose the PCA plot on the geographic map,
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rotating the PCA coordinates 72.66◦ clockwise (Fig. 4.2). The rotated genetic coor-

dinates of the European samples are spread over a larger distance along longitudinal

lines than along latitudinal lines, although the geographic locations of the samples

are distributed in the opposite way. This observation reflects the result that the

genetic differentiation among Europeans is larger in a north-south direction than in

an east-west direction (Auton et al., 2009). The Procrustes similarity between the

genetic coordinates and the geographic coordinates is t0 = 0.780 (P < 10−5). Ex-

cluding populations from the analysis individually, the Procrustes similarity between

genes and geography ranges from 0.764 for the analysis without the United Kingdom

to 0.810 for the analysis without Italy, with a mean of 0.780 across populations and

a standard deviation of 0.007 (Table S4.5). Populations that have a relatively large

effect on the similarity score are mostly those with large sample sizes (e.g., Italy,

Portugal, Spain, and the United Kingdom). The Russian population is an exception;

its sample size is small (n = 6), but the genetic coordinates of the Russian sam-

ple align poorly with the geographic coordinates (Novembre et al., 2008) (Fig. 4.2).

Thus, this population has a relatively large effect on the similarity with geography

(t′′ = 0.788 when excluding Russians, Table S4.5). Excluding Russians has minimal

effect on the PCA coordinates for the remaining samples, however, as reflected in

the high similarity score between the PCA coordinates before and after excluding the

Russian sample (t′ = 1.000, Table S4.5). Reducing the sizes of large samples also

has a relatively small impact; when repeating our analyses on a subset of the data in

which 50 individuals are selected randomly from populations with larger samples, t0

changes slightly to 0.777, and both FST and the proportions of variance explained by

PC1 and PC2 undergo slight increases (Fig. S4.1).
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4.2.3 Sub-Saharan Africa

Sub-Saharan Africa is the location of the origin of modern humans and has the

highest genetic variation among all continents (Li et al., 2008; Xing et al., 2009; Bow-

cock et al., 1994; Rosenberg et al., 2002; Tishkoff et al., 2009). Previous studies have

found that when isolated hunter-gatherer populations are included in the analysis,

PCA plots of genetic variation in Sub-Saharan Africa display low qualitative similar-

ity to the geographic map of sampling locations (Li et al., 2008; Xing et al., 2009;

Henn et al., 2011). Bryc et al. recently studied 12 populations in West Africa, and

revealed a high similarity between a SNP-based PCA map and the corresponding

geographic map, when Mbororo Fulani, a nomadic pastoralist population, was ex-

cluded from the analysis (Bryc et al., 2010b). By integrating SNP data from multiple

sources (Xing et al., 2010; Bryc et al., 2010b; Pemberton et al., 2012), we investi-

gated Sub-Saharan African populations in a broader region than in the analysis of

Bryc et al. (2010b). We first excluded four hunter-gatherer populations (!Kung, San,

Biaka Pygmy, and Mbuti Pygmy) and Mbororo Fulani. After further excluding six

individuals with >5% missing data and two PCA outliers, our analyses examined 348

individuals from 23 populations in Sub-Saharan Africa (Fig. 4.3A).

Applying PCA on this combined Sub-Saharan African dataset, we found that

PC1 accounts for 1.34% of the total genetic variation, largely separating populations

from west to east. PC2 accounts for 0.69% of the total genetic variation and largely

separates populations from north to south (Fig. 4.3B). Generally, populations along

the west coast of Africa cluster closely with each other, while interior populations

form relatively isolated clusters. Bantu-speaking populations tend to cluster with

each other, and can be divided into three groups according to their geographic lo-

cations: two populations in the west (Fang and Kongo), two in the east (Kenyan

Bantus from the HGDP and Luhya), and five in the south (Southern African Bantus

from the HGDP, Nguni, Pedi, Sotho/Tswana, and Xhosa). Despite the large geo-
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graphic separation among these three groups, their genetic separation in the PCA

plot is relatively small (Fig. 4.3B). In particular, Luhya and Kenyan Bantus from

the HGDP align between the western Bantu populations and the eastern non-Bantu

populations such as Alur and Hema. The Maasai sample, consisting of 30 unrelated

individuals randomly selected from the HapMap Phase III (Pemberton et al., 2012;

The International HapMap 3 Consortium, 2010), forms a cluster distant from the

other populations along PC1 (and PC3, results not shown).

Procrustes analysis identifies a rotation angle of 16.11◦ counterclockwise for the

genetic coordinates (Fig. 4.3B), and the similarity score between genes and geography

is t0 = 0.790 (P < 10−5). Among all populations, Maasai has the largest impact on

both the PCA and Procrustes analysis (Table S4.6); as shown in Fig. S4.2, when an-

alyzed without Maasai, the other 22 populations align more closely with geography,

and the Procrustes similarity score increases to 0.832 (P < 10−5). Excluding any of

the populations in South Africa leads to a decrease of the similarity between genes

and geography, and the lowest similarity is obtained when excluding the combined

Sotho/Tswana sample (t′′ = 0.768, Table S4.6). This result suggests that the genetic

map of Sub-Saharan Africans might look more similar to the geographic map if ad-

ditional populations from the undersampled southern region of Africa were included.

When hunter-gatherer populations (!Kung, San, Biaka Pygmy, and Mbuti Pygmy)

and Mbororo Fulani were included in the analysis, they appeared as isolated clusters

on the PCA plots and greatly reduced the similarity between PCA maps and geo-

graphic maps (Fig. S4.3, Table S4.7). The similarity score decreased from 0.790 to

0.548 after including all five of these populations in the analysis. This value, however,

is still statistically significant, with a P -value of 4.0×10−4; further, if we disregard the

hunter-gatherer populations and Mbororo Fulani in Fig. S4.3B and only examine the

relative locations of the original 23 populations, we can still find a clear resemblance

between genetic and geographic coordinates. Compared to the other 23 populations,
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the four hunter-gatherer populations appear as isolated groups at the south, and

Mbororo Fulani appears at the north. These observations are clearer in plots with

only one among the five outlier populations included at a time (Figs. S4.3C-G), each

of which also produces significant similarity scores between genetic and geographic

coordinates (Fig. S4.4, Table S4.7).

4.2.4 Asia

Our Asian example included 760 individuals from 44 populations distributed

widely across Asia (Fig. 4.4A). Previous studies based on largely overlapping datasets

have reported correlations between genetic and geographic distances across Eurasia

(Xing et al., 2009, 2010). Our dataset combined data from these studies as well as

from Li et al. (2008) and Simonson et al. (2010), and after excluding 11 PCA outliers,

our final dataset for Asia contains 749 individuals.

In our PCA plot (Fig. 4.4B), PC1 largely separates populations on different sides

of the Himalayas, accounting for genetic variation in an east-west direction. PC2, on

the other hand, distinguishes northern and southern populations. PC1 accounts for

5.42% of the total genetic variation, a much larger value than the 0.85% captured

by PC2, reflecting large genetic distances between populations separated by the Hi-

malayas. Interestingly, populations around the Himalayas form a ring shape on the

PCA plot, with the Nepalese population from the Himalaya region aligning in the

middle. As noted by Xing et al. (2010), the Nepalese samples were collected from

different subgroups that have different levels of ancestry shared with Central/South

Asians and East Asians, and the dispersion of the Nepalese sample is therefore not

unexpected. Tibetans, on the northern side of the Himalayas, do not spread over a

large area in the plot and are well clustered with other East Asian populations.

One interesting result concerns the Uygur and Kyrgyzstani populations, both of

which lie along ancient trade routes between Europe and East Asia. Compared to the
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Uygur population, which lies farther to the east, the Kyrgyzstani population clusters

closer to East Asian populations, especially to the Yakut and Buryat populations,

supporting a view that the Kyrgyzstani group has a proportion of its ancestry in

Siberia (Bregel , 2003). A third population sampled from near the Uygur and Kyr-

gyzstani populations is the Xibo population, which clusters clearly with East Asians

from northeastern China. This pattern matches the expectation given documentation

that this Xibo group moved in 1764 from northeastern China to Xinjiang province

(Du and Yip, 1993; Powell et al., 2007).

The PCA map of genetic variation in Asia is rotated 5.05◦ counterclockwise in

the Procrustes superposition on the geographic map (Fig. 4.4B). Despite the dis-

continuity caused by the Himalayas, most populations align in a way that is highly

concordant with their geographic locations. This observation is confirmed by a Pro-

crustes similarity score of t0 = 0.849 (P < 10−5). Among all populations, the tribal

population Irula, which appears south of India as an isolated cluster in Fig. 4.4B, has

the largest impact among all populations on the Procrustes similarity with geography

(Table S4.8). When excluding Irula, the PCA map aligns more closely with geogra-

phy, with the Procrustes similarity increasing to 0.871 (P < 10−5, Fig. S4.5). This

exclusion generates increased separation on the PCA map for some populations. For

example, in Fig. S4.5, Iban from Sarawak is more clearly distinguished from other

Southeast Asian populations. Overall, the similarity score between genes and ge-

ography in Asia is robust to the exclusion of any one population, with the lowest

Procrustes similarity score of t′′ = 0.839 occurring when the Buryat population is

excluded (Table S4.8).

4.2.5 East Asia

To further examine populations on either side of the Himalaya Moutains, we per-

formed additional analyses of East Asia and Central/South Asia. We first considered
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the East Asian populations in our Asian example. This dataset consists of 341 indi-

viduals from 23 populations. After excluding seven PCA outliers, our analyses were

based on 334 individuals from 23 East Asian populations (Fig. 4.5A).

Individuals in this East Asian dataset generally align along a curve on the PCA

plot. PC1 explains 1.58% of the total genetic variation and largely accounts for a

north-south genetic gradient; PC2 explains 0.98% of the genetic variation and mainly

separates two Siberian populations (Buryat and Yakut) and three Southeast Asian

populations (Cambodians, Iban, and Thai) from the other East Asian populations

(Fig. 4.5B). The Tibetan population is also separated by PC2, but on the opposite

side to the Siberians and Southeast Asians. Overall, PC1 largely matches geography

in the north-south direction, and PC2 shows only a partial similarity to the east-west

direction.

The imperfect match between PCA coordinates and geography is reflected by a

relatively low Procrustes similarity score of t0 = 0.640, which, however, is still statisti-

cally significant with P = 0.00038. The optimal transformation rotates the PCA map

67.27◦ counterclockwise prior to superposition on the geographic map (Fig. 4.5B). In-

terestingly, excluding populations one at a time, we found that the PCA coordinates

were reflected over PC1 when Procrustes-transformed to match the geographic co-

ordinates if either the Iban, Tibetan, or Yakut population was excluded (Fig. S4.6).

Such abrupt changes of the Procrustes transformation are consistent with the fact

that PC2 matches less closely with geography; a reflection over PC1 has a small ef-

fect on the similarity score. The Procrustes similarity score with geography can be

substantially increased by excluding Japanese (t′′ = 0.755, P < 10−5); other than the

Japanese population, Iban, Thai, and Yakut have the largest effect on the similarity

scores both with geography and with the original PCA (Table S4.9).
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4.2.6 Central/South Asia

Our last example focused on Central/South Asia, using an initial sample of 372

individuals from 18 populations. Ten individuals were excluded as PCA outliers,

leaving 362 individuals from 18 populations for the final analysis (Fig. 4.6A).

The first two components of the PCA anlaysis account for 1.59% and 1.31% of

the total genetic variation, respectively. Overall, the PCA pattern for the sepa-

rate anlaysis of Central/South Asian populations is similar to the pattern for the

same set of populations in our analysis of all of Asia (Fig. 4.4). After rotating the

PCA coordinates 11.78◦ counterclockwise, we obtained a Procrustes similarity score

of 0.737 (P < 10−5) when comparing PCA coordinates to geography (Fig. 4.6B).

Most populations from Pakistan cluster closely on the first two PCs except for the

Hazara population, which clusters with the Uygur population and aligns distantly

from its sampling location. When excluding Hazara, the Procrustes similarity score

to geography increases from 0.737 to t′′ = 0.769, larger than for any other exclusion

(Table S4.10). Excluding Irula has the second largest effect on the similarity score to

geography, but more interestingly, this exclusion has the largest effect on the PCA

coordinates (smallest value for t′ in Table S4.10). A closer examination of the PCA

results reveals that when Irula is excluded, the Kalash population in Pakistan is sep-

arated from the other Pakistani populations and appears as an isolated group in the

north (results not shown). This result accords with the identification of this isolated

group as distinct in previous studies (Jakobsson et al., 2008; Rosenberg et al., 2002).

4.2.7 Comparison across geographic regions

We have found that significant similarity between genes and geography exists in

general at different geographic levels (Table 4.2). The highest similarity score was

found in the data from Asia, followed by Sub-Saharan Africa when five outlier popu-

lations were excluded, and by Europe. Five of the six analyses had P -values smaller
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than 10−5, and only the data from East Asia had a nonzero P -value estimate in

100,000 permutations. When comparing the permutation distributions of the simi-

larity score (Fig. 4.7), however, a difference in the significance levels is evident for

the five examples with P < 10−5. The worldwide and Asian datasets have similarity

scores t0 considerably exceeding the similarity scores from all 100,000 permutations

(Figs. 4.7A and D). By contrast, although the European, Sub-Saharan African, and

Central/South Asian datasets have similarity scores higher than that of the worldwide

dataset, their similarity scores are closer to the corresponding permutation distribu-

tions (Figs. 4.7B, C, and F), indicating relatively high P -values compared to the

worldwide data.

To examine the robustness of our results to the number of SNPs analyzed, we

repeated our analyses with subsets of randomly selected loci. We found that our

Procrustes similarity scores between genes and geography are quite robust as long

as enough SNPs (>10,000) are used (Fig. 4.8). Indeed, for the worldwide and Asian

datasets, ∼1,000 SNPs are sufficient to obtain a similarity score between genes and

geography close to the score obtained using all 32,991 SNPs. For the African, East

Asian, and Central/South Asian datasets, the number of SNPs needed increases to

∼4,000. Interestingly, many more SNPs are required for the European dataset to

reach a high similarity score between genes and geography. Although the increase of

the similarity score for the European dataset becomes slow when the number of SNPs

exceeds 10,000, it continues even when the number of SNPs is as high as ∼30,000

(Fig. 4.8). If we use the same 197,146 SNPs as used by Novembre et al. (2008),

the similarity score between genes and geography for the European example would

become 0.799, slightly higher than the value for our Sub-Saharan African example

based on 32,991 SNPs. This larger number of SNPs required might reflect a relatively

homogeneous population structure in Europe that requires more genetic markers to

characterize subtle differentiation.
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To explore the relationship between genetic differentiation and the number of

SNPs required to produce convergence in the Procrustes similarity, we computed

FST across populations, a measurement of population differentiation, for all of our

datasets, on the basis of the 32,991 autosomal SNP markers. We found FST = 0.212%

for the European dataset, much smaller than the values of 9.704% and 4.706% for the

worldwide and Asian datasets. The values of FST for the Sub-Saharan Africans (with-

out outlier populations), the East Asians, and the Central/South Asians are 1.334%,

1.874% and 2.140%, respectively. As expected, datasets that have less population

differentiation, as indicated by smaller FST values, need more markers to reveal geo-

graphic structure in the PCA plot, consistent with a previous finding that the dataset

size required for the population structure to be evident in PCA is inversely related to

FST (Patterson et al., 2006). Further, we found FST and the sum of the proportions of

variance explained by PC1 and PC2 to be positively correlated (Pearson correlation

r = 0.996, Fig. 4.9). This strong linear correlation is not surprising because of the

connection between FST and the proportions of variance: FST can be computed as

the proportion of the variance in an allelic indicator variable contributed by between-

population differences (Weir , 1996). It has been shown under a two-population model

that the proportion of the total variance explained by PC1 is approximately equal to

FST (McVean, 2009). Here, we have observed a qualitatively similar relationship.

4.3 Discussion

Both simulation-based and theoretical studies have shown that under spatial mod-

els in which migration and gene flow occur in a homogeneous manner over short dis-

tances, a similarity between PCA maps of genetic variation and geography is predicted

(McVean, 2009; Novembre and Stephens , 2008). In this study, we have systematically

assessed this similarity in different geographic regions using a shared set of autosomal

SNPs and a shared statistical approach. We have found that although they gener-

103



ally explain a relatively small proportion of the total genetic variation, the first two

principal components in PCA often produce a map that resembles the geographic

distribution of sampling locations. Our results quantitatively demonstrate the gen-

eral existence in different geographic regions of a considerable similarity between genes

and geography, supporting the view that geography, in the form of incremental migra-

tion and gene flow primarily with nearby neighbors, plays a strong role in producing

human population structure.

One particularly interesting observation concerns our analysis of the Asian dataset.

Asia contains the Himalaya region, a strong geographic barrier to gene flow that has

generated noticeable genetic differentiation between populations on opposite sides

(Rosenberg , 2011). Such barrier effects can produce a distortion of PCA maps

from those expected under homogeneous isolation-by-distance models (McVean, 2009;

Novembre and Stephens , 2008), leading to a decrease in the similarity to geography.

However, although the concordance of a PCA plot with geography is perhaps best

known for Europe — which does not have a barrier of comparable importance to the

Himalayas — we obtained the unexpected result that in spite of the Himalaya barrier,

the Procrustes similarity score t0 was actually highest in Asia. When further exam-

ining the population structure on separate sides of the Himalayas, we found lower

similarity scores between genes and geography in our East Asian and Central/South

Asian samples. Especially for the East Asian sample, our results indicate weaker

correlation between genes and geography in the east-west direction.

To make the similarity scores between genes and geography commensurable for

different datasets, we performed our analyses with the same markers and the same

statistical approach. However, one aspect of the analysis that is not homogeneous

across datasets is the nature of the geographic coordinates. For example, while most

of the analyses employed population sampling locations, for the European dataset,

coordinates did not necessarily represent sampling locations. Sampling locations may
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also vary in the extent to which they represent long-term locations where groups have

resided. One example that highlights this issue is the Xibo population, which was

sampled in northwestern China, but which clusters genetically with populations in

northeastern China (Fig. 4.5). This group is known to have migrated westward from

near Shenyang in northeastern China about 250 years ago (Du and Yip, 1993; Powell

et al., 2007), and if we were to use the coordinates of Shenyang (41.8◦N, 123.4◦E)

for Xibo rather than the sampling location, t0 would increase from 0.640 to 0.654 for

the East Asian dataset, from 0.849 to 0.859 for the Asian dataset, and from 0.705 to

0.709 for the worldwide dataset.

Additional limitations apply to our geographic analysis. In all of the datasets,

population-level rather than individual-level coordinates were used, so that all indi-

viduals from the same population were assigned to a single geographic location. This

approach can potentially obscure substructure within populations. For example, al-

though both the northern and southern Han Chinese groups from the HGDP dataset

were assigned to the same location, they can be genetically distinguished from each

other, with the northern group clustering closer to the northern populations in China

(Fig. 4.5). Use of individual-level coordinates might lead to higher values of the sim-

ilarity score t0. Another concern is that the choice of a map projection (including

the projection that consists of using unprojected latitudes and longitudes as a rectan-

gular coordinate system) can have different effects in geographic regions at different

distances from the equator, as the level of distortion of the surface of the earth varies

with the choice of projection. This issue is expected to be of greatest concern in

analyses at high latitudes or in datasets with a wide range of latitudes.

We note that theoretical work and simulation studies have found that results from

the PCA approach can be sensitive to the sample size distribution over geographic

space (McVean, 2009; Novembre and Stephens , 2008; Engelhardt and Stephens , 2010).

In most of our analyses excluding one population at a time, patterns in PC1 and PC2

105



did not differ greatly from analyses in which all populations were included. However,

exclusions of genetically distinctive populations, populations that were geographically

distant from the center of a dataset, or populations with large sample sizes sometimes

had sizeable effects on t0. In some analyses, particularly in considering the Luhya

and Maasai populations from the HapMap, we therefore included only a subset of

available individuals in order to reduce the influence of the large sample sizes for these

populations. More generally, an analysis of the role of the geographic distribution of

the sample can be performed by analysis of subsamples of a full dataset with different

levels of geographic unevenness. A previous analysis of population structure inference

using STRUCTURE for a variety of samples with different geographic distributions

did not find a particularly strong role for the geographic dispersion of the sample

(Rosenberg et al., 2005), but the issue has not yet been systematically investigated

with PCA.

Through a combination of PCA and Procrustes analysis, we have investigated

genes and geography using the same standardized approach in different regions. The

general observation of a concordance of genes and geography in different regions

and at different geographic levels can provide a foundation for refinement of meth-

ods for inferring local geographic origin of human individuals from their genotypes

(e.g. Novembre et al., 2008; Hoggart et al., 2012; Yang et al., 2012). In addition, our

computations illustrate the use of Procrustes analysis in assisting the interpretation

of PCA, such as in comparing PCA maps to different types of spatial maps and in

assessing the impact of certain populations or individuals on PCA results. Similar

applications of PCA and Procrustes approaches can be used to evaluate evolutionary

models by comparing PCA maps obtained from observed data to those obtained from

simulated data generated by these models. With the incorporation of the Procrustes

similarity score for quantifying patterns in PCA, results from PCA can potentially

find new uses in additional applications in population-genetic studies.
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4.4 Materials and Methods

4.4.1 Genotype data

We examined genome-wide SNP datasets previously reported in several studies

(Novembre et al., 2008; Xing et al., 2010; Bryc et al., 2010b; Pemberton et al., 2012;

Simonson et al., 2010). The data of Pemberton et al. (2012) merged unrelated samples

from earlier datasets obtained from the HGDP (Li et al., 2008) and HapMap Phase

III (The International HapMap 3 Consortium, 2010; Pemberton et al., 2010). Some

of the data of Xing et al. (2010) were previously reported in an earlier paper of Xing

et al. (2009).

Because the datasets were genotyped on different genotyping platforms, including

Illumina 650K (Pemberton et al., 2012), Illumina Human 1M (Pemberton et al., 2012),

Affymetrix 500K (Novembre et al., 2008; Bryc et al., 2010b), Affymetrix NspI 250K

(Xing et al., 2010), and Affymetrix 6.0 (Xing et al., 2010; Pemberton et al., 2012;

Simonson et al., 2010), we identified a shared set of 32,991 autosomal SNPs included

in all five datasets (Novembre et al., 2008; Xing et al., 2010; Bryc et al., 2010b;

Pemberton et al., 2012; Simonson et al., 2010). This number was smaller than the

maximum possible set of overlapping SNPs shared among these genotyping platforms,

because some SNPs were excluded during the quality control procedures of the studies

that originally published the data (Novembre et al., 2008; Xing et al., 2010; Bryc

et al., 2010b; Pemberton et al., 2012; Simonson et al., 2010). At 6,549 among these

32,991 markers, the datasets from Novembre et al. (2008) and Bryc et al. (2010b)

had genotypes given for opposite strands when compared to the datasets of Xing

et al. (2010), Pemberton et al. (2012), and Simonson et al. (2010). In these instances,

we converted the genotypes from Novembre et al. (2008) and Bryc et al. (2010b) to

the opposite strand, so that genotypes were consistent across datasets from different

sources. In total, we obtained genotype data on 32,991 autosomal SNPs for 4,257
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samples from 149 populations worldwide, with dense sampling from Asia, Europe,

and Sub-Saharan Africa. In our final dataset, the physical distance between pairs of

nearby SNPs has mean 84 kb (median 45 kb).

We next created six datasets at different geographic scales, including a worldwide

sample, continental samples for Europe, Sub-Saharan Africa, and Asia, and subcon-

tinental samples from East Asia and Central/South Asia (Fig. S4.7, Table 4.1). For

the worldwide example, we included 938 unrelated individuals from 53 populations

in the HGDP (Li et al., 2008; Pemberton et al., 2012). For the European sample, we

used a set of individuals that was nearly identical to that analyzed by Novembre et al.

(2008), containing 1,385 individuals from 37 populations defined by ancestral origins.

We did not include two French individuals (sample ID 31645 and 32480) that were

included by Novembre et al. (2008) but that are not found in the release we obtained

of the POPRES dataset in the NCBI dbGaP database (Nelson et al., 2008; Mailman

et al., 2007). For Sub-Saharan Africa, we integrated data on African populations from

three sources (Xing et al., 2010; Bryc et al., 2010b; Pemberton et al., 2012), including

30 unrelated Luhya (LWK) individuals and 30 unrelated Maasai (MKK) individuals,

both randomly selected from the HapMap Phase III (Pemberton et al., 2012). Because

some populations in Sub-Saharan Africa are known to be genetically distinctive when

compared to most other Sub-Saharan Africans (Li et al., 2008; Jakobsson et al., 2008;

Xing et al., 2010; Bryc et al., 2010b; Rosenberg et al., 2002; Tishkoff et al., 2009), we

created two datasets for Sub-Saharan Africa, one including and the other excluding

these distinctive populations (!Kung, San, Biaka Pygmy, Mbuti Pygmy, and Mbororo

Fulani). When excluding all five of these populations, we have 356 individuals from

23 Sub-Saharan African populations. Including them, we have 422 individuals from

28 groups. Note that both Pygmy populations that we examined are from the HGDP

(Li et al., 2008; Pemberton et al., 2012), and we did not include the Mbuti Pygmy

data from Xing et al. (2010). Further, we also did not include the Luhya individu-
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als from Xing et al. (2010); these individuals are a subset of those of the HapMap

(Pemberton et al., 2012; The International HapMap 3 Consortium, 2010). As in Xing

et al. (2010), we analyzed three Sotho samples and five Tswana samples together as

a single population, labeled as “Sotho/Tswana.”

Our sample from Asia has 760 individuals from 44 populations with sampling lo-

cations distributed widely across Asia. These data include 27 populations from the

HGDP dataset (Li et al., 2008; Pemberton et al., 2012), 16 populations from Xing

et al. (2010), and one population (Tibetan) from Simonson et al. (2010). For popu-

lations studied by both Pemberton et al. (2012) and Xing et al. (2010) (Cambodian,

Han Chinese, and Japanese), we only included the HGDP samples from Pemberton

et al. (2012). Samples for East Asia and Central/South Asia are subsets of the Asian

sample. The East Asian sample consists of 341 individuals from 23 populations: 18

populations from the HGDP dataset (Li et al., 2008; Pemberton et al., 2012), 4 pop-

ulations from Xing et al. (2010), and the Tibetan population from Simonson et al.

(2010). The Central/South Asian sample has 372 individuals from 18 populations in

total, including 9 populations each from the HGDP dataset (Li et al., 2008; Pemberton

et al., 2012) and the Xing et al. dataset (Xing et al., 2010).

We applied two additional processing steps on each dataset to remove samples

with high missing data rates and samples that appear to be outliers. First, we re-

moved individuals with more than 5% missing data in the 32,991 SNPs. Next, in each

analysis, we used an iterative PCA approach to identify and remove outlier individ-

uals, as outliers can potentially distort PCA maps of genetic variation (Price et al.,

2006). After applying PCA on a dataset, individuals greater than 10 standard devi-

ations from the mean PC position on at least one of the top 10 PCs were considered

outliers and were removed from the dataset. This procedure was repeated iteratively

until no more outliers were detected. For all datasets, only a small proportion of

samples were identified as outliers and removed by this procedure (Table 4.1). The
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data processing procedures are illustrated in Figs. S4.7-S4.9, and are summarized in

Table 4.1. Individuals that were identified as PCA outliers are listed in Table S4.11.

4.4.2 Geographic coordinates

We assigned all individuals from the same population to a single geographic loca-

tion, as listed in Tables S4.1-S4.3. For the HGDP samples (Pemberton et al., 2012),

we used previously reported coordinates as the geographic locations for all popula-

tions (Table 1 in Rosenberg , 2011). The geographic locations for the European dataset

were reported in Table S3 of Novembre et al. (2008), and represent countries of ori-

gin. The geographic coordinates for the African populations from Bryc et al. (2010b)

are sampling locations, and we used the values reported by Tishkoff et al. (2009) in

their Table S1. Geographic coordinates for populations from Xing et al. (2010) were

kindly provided by J. Xing. For the Tibetan samples, we used the sampling location

reported by Simonson et al. (2010). For the two HapMap populations included in this

study (Luhya and Maasai), we used the sampling locations reported by HapMap (The

International HapMap 3 Consortium, 2010).

We used longitude and latitude measured in degrees as our geographic coordinates

(λ, ϕ) for all datasets except the worldwide dataset. Latitudes in the southern hemi-

sphere and longitudes in the western hemisphere were denoted by negative values.

For the worldwide dataset, we shifted the Americas by adding 360◦ to longitudes

smaller than −25◦. We then used the Gall-Peters projection, an equal-area projec-

tion that preserves distance along the 45◦N parallel, to obtain rectangular coordinates

(πλ
√
2/360◦,

√
2 sinϕ) as our geographic coordinates. For other datasets, we used un-

projected longitude-latitude coordinates.

110



4.4.3 Principal components analysis

We coded the genotype data for each dataset by an N × L matrix C, in which

Ciℓ counts the number of copies of a reference allele at locus ℓ of individual i, N is

the number of individuals, and L is the number of loci. For autosomal SNPs, Ciℓ

is 0, 1, 2, or missing. We first ignored missing data and estimated the reference

allele frequency among nonmissing genotypes, or p̂ℓ. Following the smartpca program

(Patterson et al., 2006), we standardized the nonmissing entries in C by

Xiℓ = (Ciℓ − 2p̂ℓ)/
√
p̂ℓ(1− p̂ℓ), (B1)

where X is a matrix with the same dimensions as C. If a locus was monomorphic in

a dataset (p̂ℓ = 0 or 1), eq. B1 is undefined, and we set all entries in the column of

X for this locus to zero. Entries representing missing data were set to zero in X as

well.

We performed PCA by applying the function eigen in R (www.r-project.org) to

the N ×N matrix M = XXT McVean (2009). The coordinates of the N individuals

on the jth PC are given by σ
1/2
j v⃗j, where σj is the jth eigenvalue of M , sorted in

decreasing order, and v⃗j is the corresponding eigenvector. The proportion of variance

explained by the kth PC is calculated as σk/
∑J

j=1 σj, where J is the total number

of eigenvectors of M . This quantity measures the variation among individuals along

the kth PC direction, relative to the total variance in the standardized genotypic

matrix X. In our examples, L ≫ N , and J = N − 1 because X has rank N − 1 after

standardization (eq. B1).

We note that some studies have used the eigenvectors v⃗j directly as PCs, so that

all PCs have equal variance. We follow an alternative convention (McVean, 2009;

Hastie et al., 2009), reporting PCs using σ
1/2
j v⃗j, so that the proportions of variance

explained by each PC are reflected on the PCA plot. In PCA plots superimposed on
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geographic maps, because horizontal and vertical axes are plotted on different scales,

PC1 and PC2 can appear to not be perpendicular.

4.4.4 Procrustes analysis and permutation test

We applied Procrustes analysis (Cox and Cox , 2001;Wang et al., 2010) to compare

the individual-level coordinates of the first two components (PC1 and PC2) in the

PCA performed on the SNP data to the geographic coordinates. Procrustes analysis

minimizes the sum of squared Euclidean distances between two sets of points (two

“maps”) by transforming one set of points to optimally match the other set, while

preserving the relative pairwise distances among all points within maps. Possible

transformations include translation, scaling, rotation, and reflection. The similarity

between two maps is then quantified by a Procrustes similarity statistic t0 =
√
1−D,

in which D is the minimum sum of squared Euclidean distances between the two

maps across all possible transformations. D, which is given by equation 6 in Wang

et al. (2010), has been scaled to have minimum 0 and maximum 1. The similarity

statistic t0 therefore also ranges from 0 to 1. In our analyses, we fixed the geographic

coordinates and Procrustes-transformed the PCA coordinates in order to superimpose

the PCA maps on the geographic maps. In addition to t0, we also report the rotation

angle θ of the PCA map as given by the Procrustes analysis, measured in degrees

counterclockwise.

To test the statistical significance of t0, we used a permutation test. In each

permutation, we randomly permuted the population geographic locations, assigning

all individuals from the same population to a single geographic location in the per-

muted dataset. We then applied Procrustes analysis to compute the similarity score

t between the PCA coordinates and the randomly permuted geographic coordinates.

We calculated the P -value as P(t > t0), representing the probability of observing

a similarity statistic higher than t0 under the null hypothesis that no geographic
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pattern exists in the population structure. For each dataset, we employed 100,000

permutations for the permutation test.

4.4.5 Analyses with populations excluded individually

We investigated the effect of each population on our PCA and Procrustes analysis

using a leave-one-out approach. For each dataset, we excluded one population at a

time and repeated PCA to obtain a new set of genetic coordinates (for each population

excluded, this PCA started from the same final set of individuals after exclusions

owing to missing data and PCA outliers, and we did not repeat the search for outliers).

We then performed two Procrustes analyses. In the first one, we compared the new

PCA coordinates and the original PCA coordinates obtained before removing any

population. This comparison was based on the common set of individuals included

in both analyses, and its similarity score was denoted t′. In the second Procrustes

analysis, we computed the similarity between the new set of PCA coordinates and

the corresponding geographic coordinates, denoting the similarity score by t′′.

4.4.6 Subsets of loci

To investigate the effect of the number of markers on our results, we created a series

of marker lists by randomly selecting L loci from the 32,991 total loci. These marker

lists were selected independently of each other and had L = 500, 1000, ..., 32500.

We then repeated PCA and Procrustes analysis for each geographic region using

genotypes at the loci in each of our marker lists. For Sub-Saharan Africa, we used

the dataset that excludes hunter-gatherer populations and the Mbororo Fulani. Given

L, the analyses for different geographic regions are based on the same set of markers,

so that their results are comparable.
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4.4.7 FST estimation

We calculated FST in each dataset using Weir and Cockerham’s estimator (eq. 10

in Weir and Cockerham, 1984) based on all 32,991 loci.
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Figure 4.1: Procrustes analysis of genetic and geographic coordinates of world-
wide populations. (A) Geographic coordinates of 53 populations. (B)
Procrustes-transformed PCA plot of genetic variation. The Procrustes
analysis is based on the Gall-Peters projected coordinates of geographic
locations and PC1-PC2 coordinates of 938 individuals. The figures are
plotted according to the Gall-Peters projection. PC1 and PC2 are indi-
cated by dotted lines, crossing over the centroid of all individuals. PC1
and PC2 account for 6.22% and 4.72% of the total variance, respectively.
The Procrustes similarity is t0 = 0.705 (P < 10−5). The rotation angle
of the PCA map is θ = 31.91◦.
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Figure 4.2: Procrustes analysis of genetic and geographic coordinates of Euro-
pean populations. (A) Geographic coordinates of 37 populations. (B)
Procrustes-transformed PCA plot of genetic variation. The Procrustes
analysis is based on the unprojected latitude-longitude coordinates and
PC1-PC2 coordinates of 1378 individuals. PC1 and PC2 are indicated
by dotted lines, crossing over the centroid of all individuals. Abbrevia-
tions are as follows: AL, Albania; AT, Austria; BA, Bosnia-Herzegovina;
BE, Belgium; BG, Bulgaria; CH-F, Swiss-French; CH-G, Swiss-German;
CH-I, Swiss-Italian; CY, Cyprus; CZ, Czech Republic; DE, Germany; DK,
Denmark; ES, Spain; FI, Finland; FR, France; GB, United Kingdom; GR,
Greece; HR, Croatia; HU, Hungary; IE, Ireland; IT, Italy; KS, Kosovo;
LV, Latvia; MK, Macedonia; NL, Netherlands; NO, Norway; PL, Poland;
PT, Portugal; RO, Romania; RU, Russia; Sct, Scotland; SE, Sweden; SI,
Slovenia; TR, Turkey; UA, Ukraine; YG, Serbia and Montenegro. Popu-
lation labels follow the color scheme of Novembre et al. Novembre et al.
(2008). PC1 and PC2 account for 0.30% and 0.16% of the total variance,
respectively. The Procrustes similarity is t0 = 0.780 (P < 10−5). The
rotation angle of the PCA map is θ = −72.66◦.
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Figure 4.3: Procrustes analysis of genetic and geographic coordinates of Sub-Saharan
African populations, excluding hunter-gatherer populations and Mbororo
Fulani. (A) Geographic coordinates of 23 populations. (B) Procrustes-
transformed PCA plot of genetic variation. The Procrustes analysis is
based on the unprojected latitude-longitude coordinates and PC1-PC2
coordinates of 348 individuals. PC1 and PC2 are indicated by dotted
lines, crossing over the centroid of all individuals. PC1 and PC2 account
for 1.34% and 0.69% of the total variance, respectively. The Procrustes
similarity is t0 = 0.790 (P < 10−5). The rotation angle of the PCA map
is θ = 16.11◦.
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Figure 4.4: Procrustes analysis of genetic and geographic coordinates of Asian pop-
ulations. (A) Geographic coordinates of 44 populations. (B) Procrustes-
transformed PCA plot of genetic variation. The Procrustes analysis is
based on the unprojected latitude-longitude coordinates and PC1-PC2
coordinates of 749 individuals. PC1 and PC2 are indicated by dotted
lines, crossing over the centroid of all individuals. PC1 and PC2 account
for 5.42% and 0.85% of the total variance, respectively. The Procrustes
similarity is t0 = 0.849 (P < 10−5). The rotation angle of the PCA map
is θ = 5.05◦.
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Figure 4.5: Procrustes analysis of genetic and geographic coordinates of East Asian
populations. (A) Geographic coordinates of 23 populations. (B)
Procrustes-transformed PCA plot of genetic variation. The Procrustes
analysis is based on the unprojected latitude-longitude coordinates and
PC1-PC2 coordinates of 334 individuals. PC1 and PC2 are indicated
by dotted lines, crossing over the centroid of all individuals. PC1 and
PC2 account for 1.58% and 0.98% of the total variance, respectively. The
Procrustes similarity statistic is t0 = 0.640 (P = 0.00038). The rotation
angle of the PCA map is θ = 67.27◦.
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Figure 4.6: Procrustes analysis of genetic and geographic coordinates of Cen-
tral/South Asian populations. (A) Geographic coordinates of 18 pop-
ulations. (B) Procrustes-transformed PCA plot of genetic variation. The
Procrustes analysis is based on the unprojected latitude-longitude coor-
dinates and PC1-PC2 coordinates of 362 individuals. PC1 and PC2 are
indicated by dotted lines, crossing over the centroid of all individuals.
PC1 and PC2 account for 1.59% and 1.31% of the total variance, respec-
tively. The Procrustes similarity statistic is t0 = 0.737 (P < 10−5). The
rotation angle of the PCA map is θ = 11.78◦.
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Figure 4.7: Histograms of the Procrustes similarity t of 100,000 permutations for
analyses in Figs. 4.1-4.6. The blue vertical lines indicate the value of
t0. (A) The worldwide dataset in Fig. 4.1 (t0 = 0.705, P < 10−5). (B)
The European dataset in Fig. 4.2 (t0 = 0.780, P < 10−5). (C) The Sub-
Saharan African dataset in Fig. 4.3 (t0 = 0.790, P < 10−5). (D) The
Asian dataset in Fig. 4.4 (t0 = 0.849, P < 10−5). (E) The East Asian
dataset in Fig. 4.5 (t0 = 0.640, P = 0.00038). (F) The Central/South
dataset in Fig. 4.6 (t0 = 0.737, P < 10−5).
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Figure 4.8: Procrustes analyses of genetic and geographic coordinates based on dif-
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were used to generate PCA maps of genetic variation to compare with
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of the paper in Table 4.2 and the supplementary analyses of Sub-Saharan
Africa, in which certain populations excluded from the main analysis are
included, are considered in obtaining the regression line. The values on
the x-axis were obtained by summing the proportions of variance ex-
plained by PC1 and PC2 (columns 2 and 3 in Table 4.2, columns 6 and
7 in Table S4.7). FST values were estimated from the same datasets as
used in the PCA (column 7 in Table 4.2, column 11 in Table S4.7). The
dashed line indicates the linear least squares fit of y = 0.902x − 0.416.
The Pearson correlation is r = 0.996.
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Figure S4.1: Procrustes analysis of genetic and geographic coordinates of European
populations, when reducing the maximal sample size to 50. That is,
for each population that has sample size N > 50 in Fig. 4.2, we reduce
the sample size to 50 by randomly excluding N − 50 individuals. (A)
Geographic coordinates of 37 populations. (B) Procrustes-transformed
PCA plot of genetic variation. The Procrustes analysis is based on the
unprojected latitude-longitude coordinates and PC1-PC2 coordinates of
721 individuals. PC1 and PC2 are indicated by dotted lines, crossing
over the centroid of all individuals. Population abbreviations can be
found in the caption of Fig. 4.2. PC1 and PC2 account for 0.35% and
0.25% of the total variance, respectively. The Procrustes similarity is
t0 = 0.777 (P < 10−5). The rotation angle of the PCA map is θ =
−77.75◦. FST = 0.230%.
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Figure S4.2: Procrustes analysis of genetic and geographic coordinates of Sub-
Saharan African populations, excluding Maasai (MKK) as well as
Mbororo Fulani and four hunter-gatherer populations. (A) Geographic
coordinates of 22 populations. (B) Procrustes-transformed PCA plot of
genetic variation. The Procrustes analysis is based on the unprojected
latitude-longitude coordinates and PC1-PC2 coordinates of 318 individ-
uals. PC1 and PC2 are indicated by dotted lines, crossing over the
centroid of all individuals. PC1 and PC2 account for 0.89% and 0.75%
of the total variance, respectively. The Procrustes similarity statistic
is t0 = 0.832 (P < 10−5). The rotation angle of the PCA map is
θ = −0.24◦.
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Figure S4.3: Procrustes analysis of genetic and geographic coordinates of Sub-
Saharan African populations, including 23 populations in Fig. 4.3 plus
Mbororo Fulani and four hunter-gatherer populations (Biaka Pygmy,
Mbuti Pygmy, !Kung, and San). (A) Geographic coordinates of all 28
populations. (B-G) Procrustes-transformed PCA plots of genetic varia-
tion. (B) All 28 populations. (C) 23 populations and Mbororo Fulani.
(D) 23 populations and Biaka Pygmy. (E) 23 populations and Mbuti
Pygmy. (F) 23 populations and !Kung. (G) 23 populations and San.
Results are summarized in Table S4.7.
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Figure S4.4: Histograms of the Procrustes similarity t of 100,000 permutations for the
Sub-Saharan African examples in Fig. S4.3. The blue vertical lines indi-
cate the value of t0. (A) All 28 populations (corresponding to Fig. S4.3B,
t0 = 0.548, P = 0.00040). (B) 23 populations and Mbororo Fulani
(Fig. S4.3C, t0 = 0.605, P = 0.00005). (C) 23 populations and Biaka
Pygmy (Fig. S4.3D, t0 = 0.559, P = 0.00278). (D) 23 populations and
Mbuti Pygmy (Fig. S4.3E, t0 = 0.543, P = 0.00120). (E) 23 populations
and !Kung (Fig. S4.3F, t0 = 0.721, P < 10−5). (F) 23 populations and
San (Fig. S4.3G, t0 = 0.725, P < 10−5).
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Figure S4.5: Procrustes analysis of genetic and geographic coordinates of Asian popu-
lations, excluding Irula. (A) Geographic coordinates of 43 populations.
(B) Procrustes-transformed PCA plot of genetic variation. The Pro-
crustes analysis is based on the unprojected latitude-longitude coordi-
nates and PC1-PC2 coordinates of 725 individuals. PC1 and PC2 are
indicated by dotted lines, crossing over the centroid of all individuals.
PC1 and PC2 account for 5.55% and 0.74% of the total variance, re-
spectively. The Procrustes similarity statistic is t0 = 0.871 (P < 10−5).
The rotation angle of the PCA map is θ = 2.61◦.
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Figure S4.6: Procrustes analysis of genetic and geographic coordinates of East Asian
populations, excluding Tibetans. (A) Geographic coordinates of 22 pop-
ulations. (B) Procrustes-transformed PCA plot of genetic variation. The
Procrustes analysis is based on the unprojected latitude-longitude coor-
dinates and PC1-PC2 coordinates of 303 individuals. PC1 and PC2 are
indicated by dotted lines, crossing over the centroid of all individuals.
PC1 and PC2 account for 1.72% and 1.02% of the total variance, respec-
tively. The Procrustes similarity statistic is t0 = 0.655 (P = 0.00025).
The rotation angle of the PCA map is θ = 80.44◦.
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Figure S4.7: Data preparation procedure for creating datasets for different geographic
regions.

132



Figure S4.8: Data-processing procedures for datasets from different geographic re-
gions. (A) The worldwide dataset in Fig. 4.1. (B) The European dataset
in Fig. 4.2. (C) The Sub-Saharan African dataset in Fig. 4.3 (excluding
Mbororo Fulani and four hunter-gatherer populations). (D) The Asian
dataset in Fig. 4.4. (E) The East Asian dataset in Fig. 4.5. (F) The
Central/South Asian dataset in Fig. 4.6.
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Figure S4.9: Data-processing procedure for the supplementary example of Sub-
Saharan Africa when including Mbororo Fulani and four hunter-gatherer
populations (Biaka Pygmy, Mbuti Pygmy, !Kung, and San). Similar pro-
cedures (not shown) were also used to prepare datasets for the analyses
in Figs. S4.3C-G, in each of which only one outlier population was in-
cluded.

134



T
ab

le
S
4.
1:

P
op

u
la
ti
on

s
in
cl
u
d
ed

in
th
is
st
u
d
y
(P

ar
t
I)
.

P
o
p
u
la
ti
o
n

L
a
ti
tu

d
e

L
o
n
g
it
u
d
e

S
o
u
rc
e
o
f

S
a
m
p
le

H
ig
h
-m

is
si
n
g
-

G
e
n
o
ty

p
in
g

S
o
u
rc
e
o
f

(d
e
g
re
e
s)

(d
e
g
re
e
s)

c
o
o
rd

in
a
te
s

si
z
e

d
a
ta

sa
m
p
le
s

p
la
tf
o
rm

S
N
P

d
a
ta

A
d
y
g
e
i

4
4

3
9

R
o
se

n
be

rg
(2

0
1
1
)

1
7

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

B
a
lo
ch

i
3
0
.5

6
6
.5

R
o
se

n
be

rg
(2

0
1
1
)

2
4

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

B
a
n
tu

(K
e
n
y
a
)

-3
3
7

R
o
se

n
be

rg
(2

0
1
1
)

1
1

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

B
a
n
tu

(S
.
A
fr
ic
a
)

-2
5
.6

2
4
.3

R
o
se

n
be

rg
(2

0
1
1
)

8
0

Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

B
a
sq

u
e

4
3

0
R
o
se

n
be

rg
(2

0
1
1
)

2
4

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

B
e
d
o
u
in

3
1

3
5

R
o
se

n
be

rg
(2

0
1
1
)

4
5

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

B
ia
k
a
P
y
g
m
y

4
1
7

R
o
se

n
be

rg
(2

0
1
1
)

2
2

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

B
ra

h
u
i

3
0
.5

6
6
.5

R
o
se

n
be

rg
(2

0
1
1
)

2
5

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

B
u
ru

sh
o

3
6
.5

7
4

R
o
se

n
be

rg
(2

0
1
1
)

2
5

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

C
a
m
b
o
d
ia
n

1
2

1
0
5

R
o
se

n
be

rg
(2

0
1
1
)

1
0

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

C
o
lo
m
b
ia
n

3
-6
8

R
o
se

n
be

rg
(2

0
1
1
)

7
0

Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

D
a
i

2
1

1
0
0

R
o
se

n
be

rg
(2

0
1
1
)

1
0

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

D
a
u
r

4
8
.5

1
2
4

R
o
se

n
be

rg
(2

0
1
1
)

9
0

Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

D
ru

z
e

3
2

3
5

R
o
se

n
be

rg
(2

0
1
1
)

4
2

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

F
re
n
ch

4
6

2
R
o
se

n
be

rg
(2

0
1
1
)

2
8

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

H
a
n

3
2
.3

1
1
4

R
o
se

n
be

rg
(2

0
1
1
)

3
4

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

H
a
n

(N
.
C
h
in
a
)

3
2
.3

1
1
4

R
o
se

n
be

rg
(2

0
1
1
)

1
0

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

H
a
z
a
ra

3
3
.5

7
0

R
o
se

n
be

rg
(2

0
1
1
)

2
2

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

H
e
z
h
e
n

4
7
.5

1
3
3
.5

R
o
se

n
be

rg
(2

0
1
1
)

9
0

Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

It
a
li
a
n

4
6

1
0

R
o
se

n
be

rg
(2

0
1
1
)

1
2

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

J
a
p
a
n
e
se

3
8

1
3
8

R
o
se

n
be

rg
(2

0
1
1
)

2
8

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

K
a
la
sh

3
6
.0

7
1
.5

R
o
se

n
be

rg
(2

0
1
1
)

2
3

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

K
a
ri
ti
a
n
a

-1
0

-6
3

R
o
se

n
be

rg
(2

0
1
1
)

1
3

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

L
a
h
u

2
2

1
0
0

R
o
se

n
be

rg
(2

0
1
1
)

8
0

Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

M
a
k
ra

n
i

2
6

6
4

R
o
se

n
be

rg
(2

0
1
1
)

2
5

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

M
a
n
d
e
n
k
a

1
2

-1
2

R
o
se

n
be

rg
(2

0
1
1
)

2
2

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

M
a
y
a

1
9

-9
1

R
o
se

n
be

rg
(2

0
1
1
)

2
1

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

M
b
u
ti

P
y
g
m
y

1
2
9

R
o
se

n
be

rg
(2

0
1
1
)

1
3

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

M
e
la
n
e
si
a
n

-6
1
5
5

R
o
se

n
be

rg
(2

0
1
1
)

1
1

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

M
ia
o

2
8

1
0
9

R
o
se

n
be

rg
(2

0
1
1
)

1
0

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

M
o
n
g
o
la

4
5

1
1
1

R
o
se

n
be

rg
(2

0
1
1
)

1
0

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

M
o
z
a
b
it
e

3
2

3
R
o
se

n
be

rg
(2

0
1
1
)

2
7

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

N
a
x
i

2
6

1
0
0

R
o
se

n
be

rg
(2

0
1
1
)

8
0

Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

O
c
a
d
ia
n

5
9

-3
R
o
se

n
be

rg
(2

0
1
1
)

1
5

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

O
ro

q
e
n

5
0
.4

1
2
6
.5

R
o
se

n
be

rg
(2

0
1
1
)

9
0

Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

P
a
le
st
in
ia
n

3
2

3
5

R
o
se

n
be

rg
(2

0
1
1
)

4
6

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

P
a
p
u
a
n

-4
1
4
3

R
o
se

n
be

rg
(2

0
1
1
)

1
7

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

P
a
th

a
n

3
3
.5

7
0
.5

R
o
se

n
be

rg
(2

0
1
1
)

2
2

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

P
im

a
2
9

-1
0
8

R
o
se

n
be

rg
(2

0
1
1
)

1
4

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

R
u
ss
ia
n

6
1

4
0

R
o
se

n
be

rg
(2

0
1
1
)

2
5

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

S
a
n

-2
1

2
0

R
o
se

n
be

rg
(2

0
1
1
)

5
0

Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

S
a
rd

in
ia
n

4
0

9
R
o
se

n
be

rg
(2

0
1
1
)

2
8

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

S
h
e

2
7

1
1
9

R
o
se

n
be

rg
(2

0
1
1
)

1
0

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

S
in
d
h
i

2
5
.5

6
9

R
o
se

n
be

rg
(2

0
1
1
)

2
4

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

S
u
ru

i
-1
1

-6
2

R
o
se

n
be

rg
(2

0
1
1
)

8
0

Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

135



T
ab

le
S
4.
2:

P
op

u
la
ti
on

s
in
cl
u
d
ed

in
th
is
st
u
d
y
(P

ar
t
II
).

P
o
p
u
la
ti
o
n

L
a
ti
tu

d
e

L
o
n
g
it
u
d
e

S
o
u
rc
e
o
f

S
a
m
p
le

H
ig
h
-m

is
si
n
g
-

G
e
n
o
ty

p
in
g

S
o
u
rc
e
o
f

(d
e
g
re
e
s)

(d
e
g
re
e
s)

c
o
o
rd

in
a
te
s

si
z
e

d
a
ta

sa
m
p
le
s

p
la
tf
o
rm

S
N
P

d
a
ta

T
u

3
6

1
0
1

R
o
se

n
be

rg
(2

0
1
1
)

1
0

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

T
u
ji
a

2
9

1
0
9

R
o
se

n
be

rg
(2

0
1
1
)

1
0

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

T
u
sc
a
n

4
3

1
1

R
o
se

n
be

rg
(2

0
1
1
)

7
0

Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

U
y
g
u
r

4
4

8
1

R
o
se

n
be

rg
(2

0
1
1
)

1
0

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

X
ib
o

4
3
.5

8
1
.5

R
o
se

n
be

rg
(2

0
1
1
)

9
0

Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

Y
a
k
u
t

6
3
.0

1
2
9
.5

R
o
se

n
be

rg
(2

0
1
1
)

2
5

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

Y
i

2
8

1
0
3

R
o
se

n
be

rg
(2

0
1
1
)

1
0

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

Y
o
ru

b
a

8
5

R
o
se

n
be

rg
(2

0
1
1
)

2
1

0
Il
lu
m
in
a
6
5
0
K

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

L
u
h
y
a
(L

W
K
)

0
.6

3
4
.8

H
a
p
M

a
p
3
(2

0
1
0
)

3
0

0
H
a
p
M

a
p
3
re
l2

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

M
a
a
sa

i
(M

K
K
)

0
3
7
.9

H
a
p
M

a
p
3
(2

0
1
0
)

3
0

0
H
a
p
M

a
p
3
re
l2

P
e
m
be

r
to

n
e
t
a
l.

(2
0
1
2
)

A
lb
a
n
ia

(A
L
)

4
1
.2

2
0
.1

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

3
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

A
u
st
ri
a
(A

T
)

4
7
.6

1
4
.1

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

1
4

0
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

B
o
sn

ia
-H

e
rz
e
g
o
v
in
a
(B

A
)

4
4
.2

1
7
.9

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

9
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

B
e
lg
iu
m

(B
E
)

5
0
.7

4
.6
1

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

4
3

1
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

B
u
lg
a
ri
a
(B

G
)

4
2
.8

2
5
.2

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

2
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

S
w
is
s-
F
re
n
ch

(C
H
-F

)
4
6
.2

6
.1
5

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

1
2
5

0
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

S
w
is
s-
G
e
rm

a
n

(C
H
-G

)
4
7
.4

8
.5
5

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

8
4

2
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

S
w
is
s-
It
a
li
a
n

(C
H
-I
)

4
6

8
.9
5

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

1
3

0
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

C
y
p
ru

s
(C

Y
)

3
5
.1

3
3
.2

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

4
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

C
z
e
ch

R
e
p
u
b
li
c
(C

Z
)

4
9
.7

1
5
.4

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

1
1

0
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

G
e
rm

a
n
y
(D

E
)

5
1
.1

1
0
.4

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

7
1

2
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

D
e
n
m
a
rk

(D
K
)

5
6
.1

9
.2
5

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

1
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

S
p
a
in

(E
S
)

4
0
.3

-3
.5
7

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

1
3
6

0
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

F
in
la
n
d

(F
I)

6
0
.2

2
4
.9

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

1
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

F
ra

n
c
e
(F

R
)

4
6
.6

2
.3
9

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

8
9

0
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

U
n
it
e
d

K
in
g
d
o
m

(G
B
)

5
3
.5

-2
.3
3

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

2
0
0

1
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

G
re
e
c
e
(G

R
)

4
0

2
2
.7

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

8
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

C
ro

a
ti
a
(H

R
)

4
5
.3

1
6
.1

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

8
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

H
u
n
g
a
ry

(H
U
)

4
7
.2

1
9
.4

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

1
9

0
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

Ir
e
la
n
d

(I
E
)

5
3
.2

-8
.1
8

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

6
1

1
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

It
a
ly

(I
T
)

4
2

1
2
.5

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

2
1
9

0
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

K
o
so
v
o
(K

S
)

4
2
.7

2
1
.1

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

2
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

L
a
tv

ia
(L

V
)

5
6
.9

2
4
.9

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

1
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

M
a
c
e
d
o
n
ia

(M
K
)

4
1
.7

2
1
.7

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

4
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

N
e
th

e
rl
a
n
d
s
(N

L
)

5
2
.3

5
.6
7

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

1
7

0
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

N
o
rw

a
y
(N

O
)

5
9
.9

1
0
.7

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

3
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

P
o
la
n
d

(P
L
)

5
2
.1

1
9
.4

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

2
2

0
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

P
o
rt
u
g
a
l
(P

T
)

3
9
.6

-8
.0
2

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

1
2
8

0
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

R
o
m
a
n
ia

(R
O
)

4
5
.9

2
5

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

1
4

0
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

R
u
ss
ia

(R
U
)

5
5
.8

3
7
.5

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

6
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

S
c
o
tl
a
n
d

(S
c
t)

5
6

-3
.2

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

5
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

S
w
e
d
e
n

(S
E
)

5
9
.4

1
8

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

1
0

0
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

S
lo
v
e
n
ia

(S
I)

4
6
.1

1
4
.8

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

2
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

S
lo
v
a
k
ia

(S
K
)

4
8
.7

1
9
.5

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

1
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

T
u
rk

e
y
(T

R
)

3
9
.1

3
5
.4

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

4
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

136



T
ab

le
S
4.
3:

P
op

u
la
ti
on

s
in
cl
u
d
ed

in
th
is
st
u
d
y
(P

ar
t
II
I)
.

P
o
p
u
la
ti
o
n

L
a
ti
tu

d
e

L
o
n
g
it
u
d
e

S
o
u
rc
e
o
f

S
a
m
p
le

H
ig
h
-m

is
si
n
g
-

G
e
n
o
ty

p
in
g

S
o
u
rc
e
o
f

(d
e
g
re
e
s)

(d
e
g
re
e
s)

c
o
o
rd

in
a
te
s

si
z
e

d
a
ta

sa
m
p
le
s

p
la
tf
o
rm

S
N
P

d
a
ta

U
k
ra

in
e
(U

A
)

4
9
.1

3
1
.4

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

1
0

A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

S
e
rb

ia
-M

o
n
te
n
e
g
ro

(Y
G
)

4
3
.9

2
0
.6

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

4
4

0
A
ff
y
m
e
tr
ix

5
0
0
K

N
o
v
e
m
b
re

e
t
a
l.

(2
0
0
8
)

B
a
m
o
u
n

5
.5

1
0
.8

T
is
h
k
o
ff

e
t
a
l.

(2
0
0
9
)

2
0

2
A
ff
y
m
e
tr
ix

5
0
0
K

B
r
y
c
e
t
a
l.

(2
0
1
0
b
)

B
ro

n
g

7
.5

-2
.0

T
is
h
k
o
ff

e
t
a
l.

(2
0
0
9
)

8
1

A
ff
y
m
e
tr
ix

5
0
0
K

B
r
y
c
e
t
a
l.

(2
0
1
0
b
)

B
u
la
la

1
3
.0

1
8
.0

T
is
h
k
o
ff

e
t
a
l.

(2
0
0
9
)

1
5

0
A
ff
y
m
e
tr
ix

5
0
0
K

B
r
y
c
e
t
a
l.

(2
0
1
0
b
)

F
a
n
g

2
.5

1
3
.0

T
is
h
k
o
ff

e
t
a
l.

(2
0
0
9
)

1
8

1
A
ff
y
m
e
tr
ix

5
0
0
K

B
r
y
c
e
t
a
l.

(2
0
1
0
b
)

H
a
u
sa

1
2
.0

8
.0

T
is
h
k
o
ff

e
t
a
l.

(2
0
0
9
)

1
3

2
A
ff
y
m
e
tr
ix

5
0
0
K

B
r
y
c
e
t
a
l.

(2
0
1
0
b
)

Ig
b
o

6
.0

7
.0

T
is
h
k
o
ff

e
t
a
l.

(2
0
0
9
)

1
7

4
A
ff
y
m
e
tr
ix

5
0
0
K

B
r
y
c
e
t
a
l.

(2
0
1
0
b
)

K
a
b
a

8
.0

1
6
.8

T
is
h
k
o
ff

e
t
a
l.

(2
0
0
9
)

1
6

0
A
ff
y
m
e
tr
ix

5
0
0
K

B
r
y
c
e
t
a
l.

(2
0
1
0
b
)

K
o
n
g
o

-5
.5

1
5
.0

T
is
h
k
o
ff

e
t
a
l.

(2
0
0
9
)

9
0

A
ff
y
m
e
tr
ix

5
0
0
K

B
r
y
c
e
t
a
l.

(2
0
1
0
b
)

M
b
o
ro

ro
F
u
la
n
i

1
1
.8

1
4
.8

T
is
h
k
o
ff

e
t
a
l.

(2
0
0
9
)

1
3

2
A
ff
y
m
e
tr
ix

5
0
0
K

B
r
y
c
e
t
a
l.

(2
0
1
0
b
)

M
a
d
a

1
0
.8

1
4
.1

T
is
h
k
o
ff

e
t
a
l.

(2
0
0
9
)

1
2

0
A
ff
y
m
e
tr
ix

5
0
0
K

B
r
y
c
e
t
a
l.

(2
0
1
0
b
)

X
h
o
sa

-3
2
.0

2
8
.0

T
is
h
k
o
ff

e
t
a
l.

(2
0
0
9
)

5
2

A
ff
y
m
e
tr
ix

5
0
0
K

B
r
y
c
e
t
a
l.

(2
0
1
0
b
)

!K
u
n
g

-1
9
.6

2
0
.5

J
.
X
in
g

1
3

0
A
ff
y
m
e
tr
ix

N
sp

I
2
5
0
K

X
in

g
e
t
a
l.

(2
0
1
0
)

A
lu
r

-3
.0

3
0
.9

J
.
X
in
g

1
0

0
A
ff
y
m
e
tr
ix

N
sp

I
2
5
0
K

X
in

g
e
t
a
l.

(2
0
1
0
)

A
.P

.
B
ra

h
m
in

1
7
.7

8
3
.3

J
.
X
in
g

2
5

0
A
ff
y
m
e
tr
ix

N
sp

I
2
5
0
K

X
in

g
e
t
a
l.

(2
0
1
0
)

A
.P
.
M

a
d
ig
a

1
7
.7

8
3
.3

J
.
X
in
g

1
0

0
A
ff
y
m
e
tr
ix

N
sp

I
2
5
0
K

X
in

g
e
t
a
l.

(2
0
1
0
)

A
.P
.
M

a
la

1
7
.7

8
3
.3

J
.
X
in
g

1
1

0
A
ff
y
m
e
tr
ix

N
sp

I
2
5
0
K

X
in

g
e
t
a
l.

(2
0
1
0
)

B
a
m
b
a
ra

n
1
2
.5

-8
.0

J
.
X
in
g

2
5

0
A
ff
y
m
e
tr
ix

6
.0

X
in

g
e
t
a
l.

(2
0
1
0
)

B
u
ry

a
t

4
8
.1

1
1
4
.6

J
.
X
in
g

2
5

0
A
ff
y
m
e
tr
ix

6
.0

X
in

g
e
t
a
l.

(2
0
1
0
)

D
o
g
o
n

1
5
.1

-4
.2

J
.
X
in
g

2
4

0
A
ff
y
m
e
tr
ix

6
.0

X
in

g
e
t
a
l.

(2
0
1
0
)

H
e
m
a

1
.6

3
0
.3

J
.
X
in
g

1
5

0
A
ff
y
m
e
tr
ix

N
sp

I
2
5
0
K

X
in

g
e
t
a
l.

(2
0
1
0
)

Ib
a
n

3
.1

1
1
3
.0

J
.
X
in
g

2
5

0
A
ff
y
m
e
tr
ix

N
sp

I
2
5
0
K

X
in

g
e
t
a
l.

(2
0
1
0
)

Ir
a
q
i
K
u
rd

3
6
.7

4
3
.9

J
.
X
in
g

2
4

0
A
ff
y
m
e
tr
ix

6
.0

X
in

g
e
t
a
l.

(2
0
1
0
)

Ir
u
la

1
3
.1

8
0
.3

J
.
X
in
g

2
4

0
A
ff
y
m
e
tr
ix

N
sp

I
2
5
0
K

X
in

g
e
t
a
l.

(2
0
1
0
)

K
y
rg

y
z
st
a
n
i

4
3
.2

7
4
.6

J
.
X
in
g

2
5

0
A
ff
y
m
e
tr
ix

6
.0

X
in

g
e
t
a
l.

(2
0
1
0
)

N
e
p
a
le
se

2
7
.7

8
5
.3

J
.
X
in
g

2
5

0
A
ff
y
m
e
tr
ix

6
.0

X
in

g
e
t
a
l.

(2
0
1
0
)

N
g
u
n
i

-3
3
.3

2
6
.5

J
.
X
in
g

9
0

A
ff
y
m
e
tr
ix

N
sp

I
2
5
0
K

X
in

g
e
t
a
l.

(2
0
1
0
)

P
a
k
is
ta

n
i

2
8
.6

7
0
.3

J
.
X
in
g

2
5

0
A
ff
y
m
e
tr
ix

6
.0

X
in

g
e
t
a
l.

(2
0
1
0
)

P
e
d
i

-2
5
.5

2
6
.1

J
.
X
in
g

1
0

0
A
ff
y
m
e
tr
ix

N
sp

I
2
5
0
K

X
in

g
e
t
a
l.

(2
0
1
0
)

S
o
th

o
/
T
sw

a
n
a

-2
6
.2

2
8
.1

J
.
X
in
g

8
0

A
ff
y
m
e
tr
ix

N
sp

I
2
5
0
K

X
in

g
e
t
a
l.

(2
0
1
0
)

S
ta

ls
k
o
e

4
3
.0

4
7
.5

J
.
X
in
g

5
0

A
ff
y
m
e
tr
ix

N
sp

I
2
5
0
K

X
in

g
e
t
a
l.

(2
0
1
0
)

T
h
a
i

7
.9

9
8
.3

J
.
X
in
g

2
4

0
A
ff
y
m
e
tr
ix

6
.0

X
in

g
e
t
a
l.

(2
0
1
0
)

T
.N

.
B
ra

h
m
in

1
3
.1

8
0
.3

J
.
X
in
g

1
4

0
A
ff
y
m
e
tr
ix

N
sp

I
2
5
0
K

X
in

g
e
t
a
l.

(2
0
1
0
)

T
.N

.
D
a
li
t

1
3
.1

8
0
.3

J
.
X
in
g

1
3

0
A
ff
y
m
e
tr
ix

6
.0

X
in

g
e
t
a
l.

(2
0
1
0
)

U
rk
a
ra

h
4
3
.0

4
7
.5

J
.
X
in
g

1
8

0
A
ff
y
m
e
tr
ix

N
sp

I
2
5
0
K

X
in

g
e
t
a
l.

(2
0
1
0
)

V
ie
tn

a
m
e
se

1
6
.7

1
0
7
.3

J
.
X
in
g

7
0

A
ff
y
m
e
tr
ix

N
sp

I
2
5
0
K

X
in

g
e
t
a
l.

(2
0
1
0
)

T
ib
e
ta

n
3
4
.9

9
8
.2

S
im

o
n
so

n
e
t
a
l.

(2
0
1
0
)

3
1

0
A
ff
y
m
e
tr
ix

6
.0

S
im

o
n
so

n
e
t
a
l.

(2
0
1
0
)

137



Table S4.4: Change of the Procrustes similarity when excluding one population from
the worldwide example. The Procrustes similarity between genetic coor-
dinates and geographic coordinates is t0 = 0.705 in the original analysis
(Fig. 4.1).

Population
Number of Similarity to Similarity to

excluded
individuals original PCA geography t′′ − t0
excluded t′ t′′

Han 34 1.000 0.715 0.010
Maya 21 1.000 0.713 0.008

Karitiana 13 1.000 0.710 0.005
Xibo 9 1.000 0.710 0.005
Dai 10 1.000 0.708 0.003
Yi 10 1.000 0.708 0.003

Tujia 10 1.000 0.708 0.003
Miao 10 1.000 0.708 0.003
Tu 10 1.000 0.707 0.002
Naxi 8 1.000 0.707 0.002
Lahu 8 1.000 0.707 0.002
Surui 8 1.000 0.707 0.002
Sindhi 24 1.000 0.707 0.002
Makrani 25 1.000 0.707 0.002
Mongola 10 1.000 0.707 0.002
Yakut 25 1.000 0.707 0.002

Han (N. China) 10 1.000 0.707 0.002
She 10 1.000 0.707 0.002

Hazara 22 1.000 0.707 0.002
Brahui 25 1.000 0.707 0.002

Cambodian 10 1.000 0.707 0.002
Papuan 17 1.000 0.707 0.002
Japanese 28 1.000 0.707 0.002
Balochi 24 1.000 0.707 0.002
Daur 9 1.000 0.706 0.001

Colombian 7 1.000 0.706 0.001
Oroqen 9 1.000 0.706 0.001

Melanesian 11 1.000 0.706 0.001
Pathan 22 1.000 0.706 0.001
Kalash 23 1.000 0.706 0.001
Hezhen 9 1.000 0.706 0.001

Mandenka 22 1.000 0.705 0.000
Uygur 10 1.000 0.705 0.000
Burusho 25 1.000 0.705 0.000
Yoruba 21 1.000 0.704 -0.001
Tuscan 7 1.000 0.704 -0.001
Druze 42 1.000 0.704 -0.001
Adygei 17 1.000 0.704 -0.001

Biaka Pygmy 22 1.000 0.703 -0.002
Italian 12 1.000 0.703 -0.002

Mbuti Pygmy 13 1.000 0.703 -0.002
Orcadian 15 1.000 0.703 -0.002
Basque 24 1.000 0.702 -0.003
Russian 25 1.000 0.702 -0.003
French 28 1.000 0.702 -0.003

Palestinian 46 1.000 0.701 -0.004
Bantu (Kenya) 11 1.000 0.701 -0.004

Bedouin 45 1.000 0.701 -0.004
Sardinian 28 1.000 0.701 -0.004

San 5 1.000 0.700 -0.005
Pima 14 1.000 0.700 -0.005

Mozabite 27 1.000 0.699 -0.006
Bantu (S. Africa) 8 1.000 0.697 -0.008
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Table S4.5: Change of the Procrustes similarity when excluding one population from
the European example. The Procrustes similarity between genetic coor-
dinates and geographic coordinates is t0 = 0.780 in the original analysis
(Fig. 4.2).

Population
Number of Similarity to Similarity to

excluded
individuals original PCA geography t′′ − t0
excluded t′ t′′

Italy (IT) 219 0.986 0.810 0.030
Russia (RU) 6 1.000 0.788 0.008

Swiss-French (CH-F) 125 1.000 0.785 0.005
Swiss-German (CH-G) 84 1.000 0.785 0.005

Germany (DE) 69 1.000 0.783 0.003
France (FR) 89 1.000 0.783 0.003
Sweden (SE) 10 1.000 0.782 0.002

Swiss-Italian (CH-I) 13 1.000 0.781 0.001
Austria (AT) 14 1.000 0.781 0.001
Slovakia (SK) 1 1.000 0.780 0.000
Hungary (HU) 19 1.000 0.780 0.000
Romania (RO) 14 1.000 0.780 0.000
Finland (FI) 1 1.000 0.780 0.000
Ukraine (UA) 1 1.000 0.780 0.000
Bulgaria (BG) 2 1.000 0.780 0.000
Slovenia (SI) 2 1.000 0.779 -0.001

Denmark (DK) 1 1.000 0.779 -0.001
Latvia (LV) 1 1.000 0.779 -0.001
Norway (NO) 3 1.000 0.779 -0.001
Poland (PL) 22 0.999 0.779 -0.001
Turkey (TR) 4 1.000 0.779 -0.001
Croatia (HR) 8 1.000 0.779 -0.001
Kosovo (KS) 2 1.000 0.779 -0.001
Belgium (BE) 42 1.000 0.779 -0.001

Czech Republic (CZ) 11 1.000 0.779 -0.001
Cyprus (CY) 4 1.000 0.779 -0.001
Scotland (Sct) 5 1.000 0.779 -0.001

Netherlands (NL) 17 1.000 0.779 -0.001
Macedonia (MK) 4 1.000 0.779 -0.001
Albania (AL) 3 1.000 0.779 -0.001

Bosnia-Herzegovina (BA) 9 1.000 0.779 -0.001
Greece (GR) 8 1.000 0.778 -0.002
Ireland (IE) 60 0.999 0.776 -0.004

Serbia-Montenegro (YG) 44 0.998 0.772 -0.008
Spain (ES) 136 0.994 0.770 -0.010

Portugal (PT) 126 0.990 0.769 -0.011
United Kingdom (GB) 199 0.998 0.764 -0.016
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Table S4.6: Change of the Procrustes similarity when excluding one population from
the Sub-Saharan African example. The Procrustes similarity between ge-
netic coordinates and geographic coordinates is t0 = 0.790 in the original
analysis (Fig. 4.3).

Population
Number of Similarity to Similarity to

excluded
individuals original PCA geography t′′ − t0
excluded t′ t′′

Maasai (MKK) 30 0.980 0.832 0.042
Luhya (LWK) 30 0.999 0.808 0.018

Bamoun 18 1.000 0.797 0.007
Bantu (Kenya) 11 1.000 0.797 0.007

Fang 17 1.000 0.796 0.006
Mandenka 22 0.999 0.795 0.005

Kaba 16 1.000 0.794 0.004
Hausa 13 1.000 0.794 0.004
Igbo 17 1.000 0.791 0.001
Kongo 9 1.000 0.791 0.001
Yoruba 21 1.000 0.791 0.001
Alur 10 1.000 0.789 -0.001
Brong 7 1.000 0.788 -0.002
Dogon 24 0.995 0.788 -0.002

Bambaran 25 0.999 0.786 -0.004
Mada 12 1.000 0.785 -0.005
Hema 13 1.000 0.784 -0.006
Xhosa 3 1.000 0.783 -0.007

Bantu (S. Africa) 8 0.999 0.781 -0.009
Bulala 15 0.999 0.780 -0.010
Pedi 10 0.998 0.775 -0.015
Nguni 9 0.998 0.774 -0.016

Sotho/Tswana 8 0.997 0.768 -0.022
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Table S4.8: Change of the Procrustes similarity when excluding one population from
the Asian example. The Procrustes similarity between genetic coordi-
nates and geographic coordinates is t0 = 0.849 in the original analysis
(Fig. 4.4).

Population
Number of Similarity to Similarity to

excluded
individuals original PCA geography t′′ − t0
excluded t′ t′′

Irula 24 0.993 0.871 0.022
Xibo 9 1.000 0.857 0.008

Tibetan 31 1.000 0.854 0.005
Kyrgyzstani 25 1.000 0.854 0.005
A.P. Brahmin 25 1.000 0.854 0.005

Nepalese 25 1.000 0.853 0.004
Yakut 25 0.999 0.853 0.004

T.N. Dalit 13 1.000 0.853 0.004
A.P. Mala 11 1.000 0.852 0.003
Hazara 22 1.000 0.852 0.003

A.P. Madiga 10 1.000 0.852 0.003
Naxi 8 1.000 0.852 0.003

T.N. Brahmin 14 1.000 0.851 0.002
Lahu 8 1.000 0.851 0.002
Yi 10 1.000 0.851 0.002
Dai 10 1.000 0.850 0.001
Tu 10 1.000 0.850 0.001
Thai 24 1.000 0.850 0.001
Uygur 10 1.000 0.849 0.000

Vietnamese 7 1.000 0.849 0.000
Tujia 10 1.000 0.849 0.000
Miao 10 1.000 0.849 0.000
Kalash 23 1.000 0.849 0.000
Stalskoe 5 1.000 0.849 0.000
Burusho 25 1.000 0.848 -0.001

Han (N. China) 10 1.000 0.848 -0.001
Iban 25 0.999 0.848 -0.001

Cambodian 10 1.000 0.848 -0.001
Pathan 22 1.000 0.847 -0.002
Hezhen 9 1.000 0.847 -0.002
She 10 1.000 0.847 -0.002

Mongola 10 1.000 0.847 -0.002
Makrani 20 1.000 0.847 -0.002
Balochi 22 1.000 0.847 -0.002
Japanese 28 1.000 0.847 -0.002
Brahui 23 1.000 0.847 -0.002
Daur 9 1.000 0.846 -0.003

Pakistani 25 1.000 0.846 -0.003
Sindhi 22 1.000 0.846 -0.003
Oroqen 9 1.000 0.846 -0.003
Urkarah 18 1.000 0.845 -0.004

Iraqi Kurd 24 1.000 0.845 -0.004
Han 34 1.000 0.844 -0.005

Buryat 25 1.000 0.839 -0.010
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Table S4.9: Change of the Procrustes similarity when excluding one population from
the East Asian example. The Procrustes similarity between genetic coor-
dinates and geographic coordinates is t0 = 0.640 in the original analysis
(Fig. 4.5).

Population
Number of Similarity to Similarity to

excluded
individuals original PCA geography t′′ − t0
excluded t′ t′′

Japanese 28 0.999 0.755 0.115
Thai 20 0.994 0.691 0.051
Han 34 0.999 0.673 0.033
Xibo 8 1.000 0.655 0.015

Tibetan 31 0.996 0.655 0.015
She 10 1.000 0.654 0.014

Hezhen 9 1.000 0.645 0.005
Han (N. China) 10 1.000 0.645 0.005

Miao 10 1.000 0.642 0.002
Tujia 10 1.000 0.642 0.002

Mongola 10 1.000 0.640 0.000
Dai 10 1.000 0.637 -0.003

Vietnamese 7 1.000 0.637 -0.003
Tu 10 1.000 0.637 -0.003

Lahu 8 1.000 0.636 -0.004
Daur 9 1.000 0.636 -0.004

Cambodian 10 1.000 0.635 -0.005
Buryat 25 0.999 0.635 -0.005
Naxi 8 1.000 0.634 -0.006
Yi 10 1.000 0.631 -0.009

Oroqen 9 1.000 0.631 -0.009
Yakut 23 0.988 0.577 -0.063
Iban 25 0.993 0.561 -0.079
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Table S4.10: Change of the Procrustes similarity when excluding one population from
the Central/South Asian example. The Procrustes similarity between
genetic coordinates and geographic coordinates is t0 = 0.737 in the
original analysis (Fig. 4.6).

Population
Number of Similarity to Similarity to

excluded
individuals original PCA geography t′′ − t0
excluded t′ t′′

Hazara 22 1.000 0.769 0.032
Kalash 23 1.000 0.754 0.017

A.P. Brahmin 25 1.000 0.749 0.012
T.N. Brahmin 14 1.000 0.748 0.011

Nepalese 25 1.000 0.747 0.010
Burusho 25 1.000 0.747 0.010
Pathan 22 1.000 0.740 0.003
Pakistani 25 1.000 0.736 -0.001
Sindhi 22 1.000 0.732 -0.005

A.P. Madiga 10 1.000 0.724 -0.013
Uygur 10 1.000 0.723 -0.014

A.P. Mala 11 1.000 0.721 -0.016
Kyrgyzstani 25 0.992 0.720 -0.017

Balochi 23 0.999 0.720 -0.017
T.N. Dalit 13 0.999 0.720 -0.017
Brahui 23 0.999 0.718 -0.019
Makrani 20 0.999 0.718 -0.019
Irula 24 0.979 0.717 -0.020
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Table S4.11: Samples identified as PCA outliers in the analyses for different geo-
graphic regions. Note that AFH7 and AFH10, which appeared as PCA
outliers in most of the Sub-Saharan African examples, are likely to be
relatives based on allele-sharing analysis (results not shown).

Analysis Region
Number of Sample ID of

Population
PCA outliers PCA outliers

Fig. 4.1 Worldwide 0 - -

Fig. 4.2 Europe 2
POPR26466 Portugal (PT)
POPR48136 Portugal (PT)

Fig. 4.3 Sub-Saharan Africa 2
AFH7 Hema
AFH10 Hema

Fig. 4.4 Asia 11

HGDP00057 Balochi
HGDP00060 Balochi
HGDP00013 Brahui
HGDP00029 Brahui
HGDP00130 Makrani
HGDP00139 Makrani
HGDP00150 Makrani
HGDP00154 Makrani
HGDP00157 Makrani
HGDP00173 Sindhi
HGDP00175 Sindhi

Fig. 4.5 East Asia 7

F066579 Thai
F066599 Thai
F066607 Thai
F066612 Thai

HGDP01243 Xibo
HGDP00949 Yakut
HGDP00953 Yakut

Fig. 4.6 Central/South Asia 10

HGDP00057 Balochi
HGDP00013 Brahui
HGDP00029 Brahui
HGDP00130 Makrani
HGDP00150 Makrani
HGDP00151 Makrani
HGDP00154 Makrani
HGDP00157 Makrani
HGDP00173 Sindhi
HGDP00175 Sindhi

Fig. S4.3B Sub-Saharan Africa 4

AFH7 Hema
AFH10 Hema
NA21417 Maasai (MKK)
NA21596 Maasai (MKK)

Fig. S4.3C Sub-Saharan Africa 2
AFH7 Hema
AFH10 Hema

Fig. S4.3D Sub-Saharan Africa 3
AFH7 Hema
AFH10 Hema
NA21417 Maasai (MKK)

Fig. S4.3E Sub-Saharan Africa 4

AFH7 Hema
AFH10 Hema
NA21417 Maasai (MKK)
NA21596 Maasai (MKK)

Fig. S4.3F Sub-Saharan Africa 2
NA21417 Maasai (MKK)
TSW25 Sotho/Tswana

Fig. S4.3G Sub-Saharan Africa 1 NA21417 Maasai (MKK)
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CHAPTER V

Conclusion

Research presented in this dissertation has centered around development of sta-

tistical methods for population-genetic studies based on large-scale genetic data. I

have explored two main topics: correcting for allelic dropout in microsatellite geno-

types (Chapter II), and assessing the geographic structure of human genetic variation

(Chapters III and IV). These two topics represent statistical challenges at two differ-

ent stages of studies using large-scale genetic data: upstream data quality control and

downstream data analysis. I have developed methods to accurately estimate allelic

dropout rates from a single set of microsatellite genotypes, to prepare imputed data

sets to circumvent allelic dropout in downstream microsatellite-based analyses, and

to quantitatively compare and interpret spatial maps of population-genetic variation

from separate analyses. In addition, based on a systematic analysis of genome-wide

autosomal SNP variation in worldwide populations, I have provided a quantitative

assessment of the similarity between genes and geography in different geographic

regions around the world.

In Chapter II (Wang et al., 2012a), I developed a maximum likelihood method

together with an EM algorithm to correct for allelic dropout in microsatellite data.

Unlike most existing methods that rely on replicate genotypes, my method was de-

signed to estimate allelic dropout rates from a single nonreplicated set of microsatellite
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genotypes. The method is based on a general allele frequency model, which allows

different model assumptions — with or without Hardy-Weinberg equilibrium — and

different sources of allelic dropout caused by both sample-specific and locus-specific

factors. Based on extensive simulations, I showed that my estimates of sample-specific

and locus-specific dropout rates are accurate and fairly robust to some violations of

model assumptions, such as existence of population structure and genotyping errors

from sources other than allelic dropout. Further, I devised an empirical Bayesian

approach to both impute the missing data and replace some homozygous genotypes

that might be mistakenly reported due to allelic dropout. Multiple imputed data sets

generated by this strategy can then be used in downstream analyses to account for the

genotype uncertainty that allelic dropout introduces. As an example, I demonstrated

the strategy by showing that estimation of the observed heterozygosity from imputed

data sets can effectively correct for a downward bias caused by allelic dropout. The

method will be useful for a large number of ecologists and geneticists who often an-

alyze microsatellite data genotyped from poor-quality samples. In particular, I have

applied the method to improve a Native American data set that will be used for

further studies by our collaborators. To assist other researchers in their work, I have

implemented the method in a publicly available software program called MicroDrop.

In Chapter III (Wang et al., 2010), I described a Procrustes analysis approach

for quantitatively assessing the similarity of population-genetic and geographic maps.

I confirmed in two scenarios, one using SNP data from European populations and

the other using SNP data from worldwide populations, that a measurably high level

of concordance exists between statistical maps of population-genetic variation and

geographic maps of sampling locations. My third example involved comparing results

from two partially overlapping worldwide samples, verifying the concordance of SNP

analyses based on PCA and MDS. Further, I showed that statistical maps of world-

wide CNVs generally accord with statistical maps of SNP variation, especially when
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CNV analysis is limited to samples with the highest-quality data. These examples

highlighted the potential of the Procrustes-based quantitative approach for compar-

ing and interpreting statistical maps generated by PCA and MDS. In particular, one

nice property of the Procrustes approach is that it makes the spatial maps generated

by separate analyses commensurable, such that the maps can be presented in the

same coordinate system. My examples illustrated this feature by superimposing sta-

tistical maps of genetic variation on the geographic maps to highlight the similarity

between genes and geography. Using this feature, Procrustes analysis can have many

other applications in population-genetic studies, especially when a common set of

markers is not possible for all studied samples. In a recent study of ancient human

DNA samples (Skoglund et al., 2012), the Procrustes approach was used to integrate

PCA results from separate analyses on each ancient sample, in which large amounts

of missing genotypes were present due to poor quality of the DNA. Similarly, this

approach can be applied to infer the ancestral origins of admixed individuals based

on DNA segments from a certain ancestral group. The data, after excluding DNA

segments from different ancestral groups, will have a lot of missing genotypes present

at different genomic locations for different individuals, resulting in a missing data

problem similar to that of the ancient DNA samples.

Chapter IV (Wang et al., 2012b) presents the first systematic quantitative anal-

ysis of spatial patterns of human genetic variation based on PCA and Procrustes

analysis. By systematically assessing the similarity between genes and geography in

different locations using a shared set of autosomal SNPs, I showed that significant

similarity scores can be obtained in different geographic regions and at different geo-

graphic levels. Surprisingly, the highest similarity score appeared in Asia rather than

in Europe, where the qualitative similarity is perhaps best known in the literature

(e.g. Heath et al., 2008; Lao et al., 2008; Novembre et al., 2008). This unexpected

result was found even though the Himalaya Mountains, as strong geographic barriers,
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have generated noticeable genetic differentiation between Central/South Asians and

East Asians (Rosenberg , 2011). Further, by examining the dependence of the Pro-

cruste similarity on the number of markers studied, I found that the number of SNPs

required for convergence of PCA is inversely related to the level of population dif-

ferentiation in the sample, as measured by FST . Together, the results quantitatively

demonstrate the general existence of similarity between genes and geography, pro-

viding a systematic basis for evaluating the role of geography in human evolutionary

history. In addition, the results suggest that using appropriate statistical methods,

we can infer human individuals’ ancestral geographic locations with high accuracy

based on large amounts of genetic data.

In the era of genomics, fast accumulation of genetic data has brought exciting

opportunities to learn about human evolutionary history and to dissect the genetic

basis of complex diseases. This dissertation contributes two novel statistical tools

to analyze large-scale genetic data from diverse populations, as well as a systematic

discussion of the similarity between genes and geography across the globe. Results

from this dissertation provide biological insights on the geographic structure of human

genetic variation in worldwide populations. These results, together with the statistical

tools, can benefit studies in many areas that rely on genetic variation data, including

population genetics, evolutionary biology, molecular ecology, and medical genetics.

Ideas presented in this dissertation can facilitate development of related statistical

methods with applications in genetics to advance our knowledge on human evolution

and genetic diseases.
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