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ABSTRACT

ALL-PARTICLE MULTISCALE COMPUTATION OF HYPERSONIC
RAREFIED FLOW

by

Eun Ji Jun

Chair: Iain D. Boyd

Hypersonic aerothermodynamics for a probe entering a planetary atmosphere is

an important issue in space exploration. The probe experiences various Knudsen

number regimes, ranging from rarefied to continuum, due to density variation in the

planet’s atmosphere. To simulate such multiscale flows, a novel hybrid particle scheme

is employed in the present work. The hybrid particle scheme employs the direct

simulation Monte Carlo (DSMC) method in rarefied flow regions and the low diffusion

(LD) particle method in continuum flow regions. Numerical procedures in the low

diffusion particle method are implemented within an existing DSMC algorithm.

The hybrid scheme is assessed by studying Mach 10 nitrogen flow over a sphere

with a global Knudsen number of 0.002. Standard DSMC and CFD results are com-

pared with the LD-DSMC hybrid simulation results. The hybrid scheme results show

good overall agreement with results from standard DSMC computation, while CFD is

inaccurate especially in the wake where a highly rarefied region exists. The LD-DSMC

hybrid solution is able to increase computational efficiency by 20% in comparison to

xvii



DSMC. Also, sensitivity to numerical parameters of the LD-DSMC method is studied

by using Mach 40 carbon dioxide flow over a Mars entry spacecraft. Finally, a module

initializing the LD-DSMC hybrid method with a Navier-Stokes solution is studied.

The conventional LD-DSMC initializes with standard DSMC until the first continuum

breakdown occurs. The main alternative to hybrid LD-DSMC simulation is a CFD-

DSMC hybrid simulation that is significantly faster because it initializes the method

decomposition by evaluating breakdown based on an initial CFD solution. The ini-

tialized solution agrees well with DSMC and the conventional LD-DSMC methods

and requires only 56 % of the resources of the conventional LD-DSMC simulation.

xviii



CHAPTER I

Introduction

1.1 Motivation

The desire of humans for space exploration was first realized through the success

of Sputnik in 1957 and over 200 missions have been completed or have been planned

since that time [2]. As we move into the 21st century, planetary missions, especially

to the Moon and Mars, have taken center stage in planetary exploration due to the

possibility of finding resources and life [35]. The most recent planetary mission is

the Mars Science Laboratory (MSL), which is a robotic mission to Mars launched

by NASA on November 26, 2011 that successfully landed Curiosity, a Mars rover,

on August 6, 2012 [2]. Planetary missions are classified by type of approach to the

destination, like orbiters, flybys, hard impactors and landers. The first successful soft

landing mission was Luna 9 in 1966; many lander missions have been performed since

then [1]. The most challenging part of a landing mission is the entry, descent, and

landing (EDL) sequence (Figure 1.1).

To explore a planet possessing an atmosphere, most planetary missions utilize an

entry vehicle. As a vehicle enters the atmosphere of a planet, a series of physical

interactions ensue between the vehicle and the surrounding atmospheric gas. The

vehicle enters the atmosphere at near-orbital velocity relative to the atmosphere.

The velocity is much higher than the speed of sound in the atmosphere; hypersonic

1



Figure 1.1: Mars Pathfinder EDL sequence of events [65].
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Altitude [km] Times [sec] V∞ [m/s] ρ∞ [kg/m3] Kn∞

130.9 0.0 7460 1.18 × 10−9 5.50 × 101

110.1 12.1 7470 1.84 × 10−8 8.47 × 10−1

90.2 24.6 7480 2.61 × 10−7 5.98 × 10−2

65.0 42.3 7450 7.95 × 10−6 1.96 × 10−3

56.1 49.3 7430 2.86 × 10−5 5.60 × 10−4

Table 1.1: Freestream and surface conditions for Mars pathfinder nominal entry tra-
jectory [45, 46].

Mach numbers greater than 20 are encountered.

The conventional rule of thumb defines hypersonic flow where the free stream

Mach number, Ma∞, is greater than 5. At high Mach numbers, a strong bow shock

wave is located close to the vehicle surface. The total energy crossing the bow shock

of the vehicle is sufficiently large to excite internal vibrational energy, and to cause

dissociation and even ionization. These high temperatures change the gas properties,

so it is a dominant effect of hypersonic aerodynamics [4]. For example, the Mars

Pathfinder (MPF) entry vehicle entered the Mars atmosphere directly from the in-

terplanetary transfer trajectory with an inertial velocity magnitude of 7,460 m/s at

140 km above the surface. As the vehicle descended deeper into the atmosphere, it

experienced an extreme flow condition. The vehicle reached 56 km altitude within

50 sec (Table 1.1). The maximum heat flux at the stagnation point was 20 W/cm2

before the deployment of a parachute [46, 45]. Figure 1.2 is an illustration of the

high temperature shock layer for a capsule moving at hypersonic speed. At 65 km

above the Mars surface, MPF enters at about Mach 40 and the temperature rises

to 46,000 K (about 8 times the surface temperature of the Sun) in the shock layer.

Due to the maximum heating at the stagnation point and the significant deceleration

pressure, aerodynamic analysis around an entry vehicle is a significant concern for

proper design and operation.
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Figure 1.2: Illustration of the high-temperature shock layer on the Mars Pathfinder
moving at hypersonic speed.

1.2 Flow Regime Characteristics

In the EDL sequence, the flow experiences a wide range of regimes including both

high and low Knudsen number (Equation (1.1)). The flow regime may be classified as

free molecular, continuum, and transitional, depending on the Knudsen number [27].

At the highest altitudes, the interaction of the vehicle with the atmosphere is char-

acterized by free molecular flow. In the limit of very few collisions as a molecule

traverses the flow field, internal energy modes and chemical composition tend to stay

frozen at their initial condition. In the opposite limit of very many collisions as a

molecule traverses only a small distance across the flow field, the effects of collisions

at previous locations in the flow field are overwhelmed by local collisions. This limit-

ing case is referred to as equilibrium flow; it is usually restricted to flow well within

the continuum regime [27, 52]. As the vehicle descends deeper from the free molec-

ular flow regime to the equilibrium flow, the mean free path between atmospheric

molecules decreases (the gas becomes more dense). This flow condition defines the

transitional regime which represents a transition from free molecular flow to contin-
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uum flow. In transitional flow, aerodynamic forces and heating rates start to increase

rapidly and are accompanied by chemical reactions. The reactions are the result of

energetic, intermolecular collisions. These collisions also serve to distribute energy

among the various internal modes (rotational, vibrational, and electronic) of the gas.

This state is referred to as a nonequilibrium flow; it is usually encountered in the tran-

sition regime between free molecular flow and continuum flow [51]. In the transition

regime, the increased contribution of friction force with flight altitude causes consider-

able changes in aerodynamic characteristics as compared to their continuum behavior.

These changes affect the trajectory of the descending spacecraft very slightly during

ballistic entry.

The degree of rarefaction and departure from translational thermal equilibrium

of a gas is generally characterized through the Knudsen number as given in Equa-

tion (1.1) [8]. This is the ratio of the average distance the gas molecules travel between

collisions, to a characteristic length-scale of the fluid system.

Kn =
λ

L
(1.1)

where λ is the mean free path of the gas and L is a characteristic length scale. It

is generally accepted that free molecule flow may be assumed for Knudsen numbers

larger than 10. If the Knudsen number is much smaller than one, the flow is consid-

ered to be continuum. In this case, one can disregard microscopic structure in the

gas and consider only macroscopic parameters such as density, velocity, and temper-

ature. A sufficiently large number of collisions occur for the velocity distribution to

be characterized by a small departure from equilibrium, and the conventional Navier-

Stokes or Euler equations are appropriate models. The Euler equations for inviscid

flow assume that the flow is in local thermodynamic equilibrium with the velocity

distribution equal to the local Maxwellian. This is the limiting case as the Knudsen
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Figure 1.3: Flow regimes and characteristics according to the local Knudsen number
[8, 65].

number tends to zero. Computational fluid dynamics (CFD) techniques are used

to solve these equations. As the Knudsen number increases and reaches 0.1 or 0.2,

the velocity distribution becomes non-Maxwellian, the continuum assumption breaks

down due to insufficient collisions. The Navier-Stokes equations become inaccurate.

In this regime, the flow is characterized by strong thermal non-equilibrium and the

Boltzmann equation is the governing equation which requires a simulation method

based on kinetic theory [8]. The most mature and commonly used simulation method

for the Boltzmann equation is the direct simulation Monte Carlo (DSMC) method.

The flow regimes and characteristics are explained in Figure 1.3 [8].

Even when an entry vehicle as a whole is in the continuum regime, there may

exist locally rarefied regions in the hypersonic flowfield such as the interior of shock

waves, wall boundary layers or wake regions. In these regions, the numbers of parti-

cles and collisions may not be enough to produce a Maxwellian distribution and an

equilibrium description is inaccurate. This kind of mixed flow is called a multiscale

flow. Thus, a multiscale flow that experiences a wide range of regimes includes both

high and low Knudsen number. Figure 1.4 is an example of a multiscale flow. The
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Figure 1.4: An example of multiscale flow mixed with continuum and non-continuum
regions.

freestream condition is summarized in Table 5.1 and the contours in Figure 1.4 are

of the maximum gradient length local Knudsen number. It shows a wide range of

Kundsen number and it might be classified as continuum or non-continuum region

based on the gradient-length local Knudsen number. In these types of flows, a near-

equilibrium gas velocity distribution may exist through much of the flowfield, as the

equilibrating effect of intermolecular collisions dominates over other processes, such

as inhomogeneous diffusive transport or gas-surface interaction, which tend to pull

the velocity distribution away from equilibrium. However, some flowfield regions may

have characteristic length scales comparable to or smaller than the local mean free

path, so that the influence of collisions does not dominate and the velocity distri-

bution diverges considerably from the equilibrium limit. In practice, such multiscale

flows are usually simulated using a hybrid scheme which includes both an equilibrium

gas dynamics method and a RGD method by applying the equilibrium assumption
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method in near-equilibrium regions where the Navier-Stokes equations are valid, and

using a non-equilibrium method elsewhere in the flow field [36].

1.3 Review and Current Scope of Numerical Scheme

Many numerical approaches for rarefied hypersonic flow exist. For near-continuum

flow, it is sufficient to take into account the effects of rarefaction through boundary

conditions of slip velocity and temperature jump on the surface. Navier-Stokes equa-

tions or viscous shock layer equations are used with these conditions.

Burnett equations based on the second term of the Chapman-Enskog expansion

can be used for calculating rarefied hypersonic flows. The theoretical basis of the

Burnett equations is the formalism of the Chapman-Enskog expansion and the suc-

cessive development for the velocity distribution function under the assumption that

the particle collision time is small compared with a flow characteristic [23]. With a

time-dependent, flux-splitting technique, Fiscko and Chapman found that the Bur-

nett equations provide greater accuracy than the Navier-Stokes equations for one-

dimensional shock structure in a monatomic gas [22, 26]. However, the degree of

improvement over Navier-Stokes varies depending on the flow quantities of inter-

est. Also, their application has difficulties related to the uncertainty of boundary

conditions and linear instability of these equations to short-wave disturbances. The

Burnett equations can only make small improvement over the Navier-Stokes equations

when the latter are adequate, but the Burnett equations fail when the Navier-Stokes

equations become inadequate [77, 66, 36].

If one adopts the idea that flow within shock waves falls within the range of appli-

cability of the Boltzmann equation, then one may attempt solutions of that equation

to model shock flow. One particular class of solutions to the Boltzmann equation is

that obtained by the momentum method (Grad’s 13-momentum equations) [24, 26].

Grad’s system of 13-momentum equations is a particular set of velocity moments, the
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Maxwell transfer equations in which closure is achieved with the help of an assumed

form of the distribution function [23]. These equations do not require small Knudsen

number, so may serve as a kinetic theory basis for a viscous shock-layer analysis.

Another reason for using the 13-momentum equations is the absence of ambiguity

in the type and number of admissible boundary conditions at a body surface. By

considering the number of characteristics reaching the boundary, Grad showed that

the number and type of needed boundary conditions are the same as for the Navier-

Stokes equations [29]. For application to supersonic flows, the 13-moment equations

fail to yield a normal shock structure when the free stream Mach number is larger

than 1.65, as is well known [30]. Consequently, the system, without modification,

cannot provide a foundation for the entire flowfield that includes the shock structure.

When considerable nonequilibrium effects exist, the Boltzmann equation can be

considered directly. Direct numerical integration is an approach for numerically solv-

ing the Boltzmann equation, and the molecular dynamics (MD) method and the

DSMC method model the physics of the gas flow [36, 76, 3, 8]. These will be detailed

in Chapter 2.1.

Extended hydrodynamics is another method that uses equations in the form of

the standard fluid equations of mass, momentum and energy, but in the momen-

tum and energy equations the stress tensor and the heat flux vector are constructed

to be mathematically more applicable to flows with a high Knudsen number [76].

This means that the expressions for the stress tensor and heat flux contain higher

order, and typically nonlinear, terms in the gradients of the gas properties than the

Navier-Stokes equations. One advantage of these higher-order constitutive relations

is that solving them should not be much more computationally expensive than solv-

ing the standard Navier-Stokes equations. Another advantage is that the equations

of extended hydrodynamics reduce to the Navier-Stokes equations in areas of low

Knudsen number. Therefore, the same set of equations can be applied across an
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entire mixed-density flow field [52].

To analyze multiscale flow, a hybrid method that includes an equilibrium gas dy-

namics method and an RGD method are needed together. Roveda et al. (1998) have

used an Euler solver for those parts of the flow where an equilibrium gas description

is valid and DSMC is too computationally expensive [53]. Wherever flow gradients

appear in the solution, the Euler solver displayed numerical dissipation and not the

correct Navier-Stokes dissipation. However, provided the Euler solver is invoked in

those cells where the flow gradients are small, this is not important: the Euler equa-

tions are sufficiently accurate outside regions of large flow gradients such as boundary

layers and the interior of shocks. DSMC can be used where flow gradients are large

and dissipative effects must be accurately modeled [53].

In efforts to develop hybrid schemes for simulating such multiscale flows, the most

widely investigated type of method is the CFD-DSMC hybrid scheme [33, 32]. In this

hybrid scheme, CFD is used in the near-equilibrium regions and the direct simula-

tion Monte Carlo (DSMC) method is applied in non-equilibrium regions where the

continuum Navier-Stokes equations fail [59, 60]. Among hybrid CFD-DSMC imple-

mentations, there are two main types of approaches. In a decoupled approach, CFD

calculations are applied only over near-equilibrium regions, and results from this com-

putation are used to define inflow boundary conditions for a DSMC simulation [34].

The coupled approach is more complex and involves a number of challenges [71]. It

must integrate two very different methods (CFD and DSMC) into a single numeri-

cal framework. In addition, two-way coupled information transfer between CFD and

DSMC domains is complex and requires significant algorithm development. The chief

difficulty with hybrid continuum/DSMC codes lies in the interface between the two

approaches. Information from the continuum solver can easily serve as the boundary

conditions for DSMC, but it is more difficult to use the ‘noisy’ information from the

DSMC solution as boundary conditions for the continuum solution method. This
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problem seems an inevitable result of the amalgamation of a continuum solver, for

which the primitive variables are the continuum flow properties such as density and

fluid velocity, and the particle-based DSMC method [61, 62].

Another type of hybrid approach for multiscale flow simulation, termed as an

‘all particle’ hybrid scheme, employs DSMC type particles throughout the whole

simulation domain. This approach uses a particle method which is based on the

DSMC in place of CFD [69, 5, 68, 38]. As in DSMC, these continuum particle meth-

ods use particles to transfer mass, momentum and energy through a computational

grid, and employ temporal decoupling between particle movement and velocity re-

sampling procedures during each simulation time step. Macroscopic flow properties

are calculated in both rarefied and continuum regions by averaging quantities among

representative particles. Particle velocities are typically redistributed under an as-

sumption of local equilibrium within continuum regions. This method can handle

very strong coupling between the two flow regimes. Among other advantages relative

to hybrid CFD-DSMC schemes, this approach allows simpler code development, as

there is no need to integrate two very different simulation schemes in the same code.

However, ‘all-particle’ hybrid techniques are prone to significant errors associated

with numerical diffusion, including effects of artificial viscosity, thermal conductiv-

ity, and mass diffusion resulting from free-molecular fluxes between adjacent cells

(Figure 2.5) [41, 15, 50, 42].

This numerical diffusion is due to an extreme sensitivity to computational cell size

in the equilibrium particle method. Ideally, random molecular motion in continuum

flows should be suppressed on length scales comparable to the cell size because the

ratio of local mean free path to cell size is typically very small. Over these macro-

scopic length scales, individual molecules tend to move along smooth trajectories

that approximately follow the gas streamlines. In contrast, representative particles

in DSMC-based continuum particle methods exhibit random motion on length scales
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comparable to the cell size, so that the cell size takes on properties of the local mean

free path and becomes a scaling factor for numerical transport coefficients. Because

the influence of collisions is neglected in fluxes based on particle motion between adja-

cent cells, the ratio of numerical transport coefficients (viscosity, thermal conductivity

and mass diffusivity) to physical transport coefficients tends to scale with the ratio of

the mean free path to the cell size. As a result, both numerical viscosity and thermal

conductivity become extremely large when the cell size is much greater that the local

mean free path. To avoid this problem, a small cell size is needed, but a prohibitively

large number of cells may be required to reach an overall level of simulation accuracy

comparable to that of CFD methods on a much coarser grid [15, 40].

1.4 Outline of Thesis

In the present dissertation, a continuum particle method [20, 17, 16] is used as

means of low Knudsen number gas flow simulation in a hybrid method. In this

method, originally the intended for simulating gas flows near the low Knudsen num-

ber limit, a large number of representative particles are tracked through a grid in such

a way that every particle maintains a constant relative position within a network of

Lagrangian cells. Each Lagrangian cell coincides with a cell in the fixed Eulerian

grid at the beginning of each time step, and moves and deforms over the time step

interval according to local bulk gas properties. Particles follow the macroscopic mo-

tion of Lagrangian cells, and move along trajectories that closely approximate the

gas streamlines. Random particle motion associated with thermal energy is therefore

greatly suppressed. As a result, numerical diffusion errors, as well as effects of sta-

tistical scatter, are generally far smaller than in other equilibrium particle methods.

The method employed here significantly reduces both numerical diffusion effects and

statistical scatter relative to existing DSMC-based continuum particle methods, and

is termed the low diffusion (LD) method.
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Chapter II details the microscopic level behavior of gas flow. The Boltzmann

equation is provided to describe flows at the microscopic level as the governing equa-

tion. The equation is detailed and challenges which are associated with deterministic

solution are discussed. After the mathematical description of the Boltzmann equa-

tion, numerical methods which are based on the simulation of the physics of the flow

provided by kinetic theory are discussed. In Chapter II, two kinds of particle descrip-

tions are discussed. First, the DSMC approach is described for particle description

of nonequilibrium gas dynamics. The DSMC method employs simulated molecules;

their number is reduced to a manageable level by regarding each simulated molecule

as representing a fixed number of real molecules. Other computation approximations,

and procedures of DSMC, and physical models of DSMC, are discussed. Chapter II

then describes a particle approach for an equilibrium gas: the LD method. The LD

method also employs simulated molecules over the computational domain which is

divided into a large number of grid cells, but it undergoes an alternative procedure

in place of DSMC particle collisions. The alternative procedure of the LD method is

also detailed.

Chapter III details the all-particle multiscale computation: the LD-DSMC hybrid

method. The LD-DSMC hybrid method employs the DSMC method in the nonequi-

librium region and the LD method in the equilibrium region. To employ both LD

and DSMC methods as part of a hybrid scheme, it is necessary to determine contin-

uum breakdown to allocate cells to LD and DSMC domains and information must

to be transferred across the domain boundaries. These two key components of the

LD-DSMC hybrid algorithm are outlined. The LD method needs to have physical

models that are consistent with DSMC and must minimize information loss across

domain boundaries. Viscous modification, internal energy nonequilibrium, and dif-

fusive transport in the LD method are detailed in Chapter III. Finally, an effort to

increase efficiency of the LD-DSMC hybrid method is described. To optimize the
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constraint of DSMC, and to increase the LD-DSMC hybrid simulation efficiency, a

subcell utility, and numerical weight and timestep adaptation are discussed.

The idea to increase efficiency of the LD-DSMC hybrid simulation is discussed

further in Chapter IV. Previous LD-DSMC hybrid simulations have been initialized

with standard DSMC until a first continuum breakdown surface is evaluated. After

the first continuum breakdown, the computational domain is decomposed into LD and

DSMC regions, and then the hybrid simulation starts. The main alternative to the

hybrid LD-DSMC simulation is a CFD-DSMC hybrid simulation that is significantly

faster because it initializes the method decomposition and flowfield based on an initial

CFD solution. Based on the ideas of CFD-DSMC, the LD-DSMC hybrid method is

initialized with a Navier-Stokes solution to improve the efficiency. From the CFD

solution, the domain is decomposed into LD and DSMC regions. The LD-DSMC

method uses the LD method in continuum regions and the DSMC method in non-

continuum regions from the startup of the hybrid simulation. The details of initial

domain decomposition and mesh refinement are discussed in Chapter IV.

Chapter V describes application of the LD-DSMC hybrid numerical method to

several hypersonic flows. Hypersonic flow over a sphere is simulated using standard

DSMC, CFD, and the LD-DSMC hybrid method. Hybrid results for flowfield and

surface properties are compared with standard DSMC as well as the CFD solution.

The computational efficiency of the hybrid method for this hypersonic flow is pre-

sented and discussed. Chapter V then describes application of the hybrid method

to a hypersonic flow over the Mars Pathfinder. The LD-DSMC hybrid method is

sensitive to numerical parameters for the assignment of LD/DSMC domains, and for

determination of time step size. This sensitivity to numerical parameters is stud-

ied through the hypersonic flow over the Mars Pathfinder. Finally, in Chapter V,

LD-DSMC initialized with a Navier-Stokes solution is validated for hypersonic flow

over the sphere. The results are compared with the conventional LD-DSMC hybrid

14



method, and computational efficiency is discussed.

Chapter VI summarizes all conclusions drawn from each chapter and highlights

major contributions made by this dissertation to the field of all particle multiscale

computation of hypersonic rarefied flow. The chapter and thesis end with discussion

for future research in the field.
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CHAPTER II

Mathematical and Numerical Modeling of Gas

Flow

A macroscopic model describes the flow in terms of spatial and temporal variations

of the familiar flow properties such as the velocity, density, pressure, and tempera-

ture. The macropic model assumes the system is in equilibrium, which means the flow

is continuous. The Navier-Stokes equations provide the conventional mathematical

model of a gas as a continuum. The macroscopic view does not sufficiently describe

rarefied flow (non-equilibrium flow) where the equilibrium assumption has essentially

broken down and the Navier-Stokes equations become inappropriate [8]. To take into

account the rarefaction effects, a view at the microscopic level is needed. In the

microscopic view, the flow consists of myriad discrete atoms or molecules, and they

exchange energies according to the molecular collisions. The flow at the microscopic

level is governed by the Boltzmann equation which describes the flow in all regimes

from free molecular to continuum [6]. In this chapter, the mathematical background

of the Boltzmann equation is explained, and particle descriptions for both nonequi-

librium and equilibrium gases are discussed. DSMC and LD methods are used as the

nonequilibrium, and equilibrium particle descriptions, respectively.
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2.1 Boltzmann Equation of Kinetic Thoery

The fundamental kinetic equation, which describes gas flows in all regimes includ-

ing both equilibrium and non-equilibrium, is the Boltzmann equation (Figure 1.3). It

is a nonlinear integral-differential equation which describes the statistical distribution

of particles in the flow [70]. The Boltzmann equation for a simple dilute gas is

∂ (nf)

∂t
+ c · ∂ (nf)

∂r
+ F · ∂ (nf)

∂c
=

∞∫
−∞

4π∫
0

n2(f ∗f ∗1 − ff1)crσdΩdc1 (2.1)

where nf is the product of number density, n, and the velocity distribution function,

f . This is a probability distribution function that represents the probability that

a particle located at a certain spatial position has a certain velocity at a certain

point in time. In this equation, c is the molecular velocity, cr is, the the relative

molecular speed, F is, the external force per unit mass, the superscript ∗ indicates

post-collision values, f and f1 represent the distribution functions of two different

types of molecules of class c and c1, respectively, t represents time, r the physical

space, and σdΩ represents the differential cross-section of the colliding particles [49].

Physically, the Boltzmann equation shows that the rate of change of the number of

molecules in a unit element is due to particle movements and collisions. The collision

term, on the right-hand side of the equation, is the source of problems in finding a

solution. The significance of intermolecular collisions in transitional flow prevents

the simplification of the Boltzmann equation by elimination of collision terms. This

leaves the full equation to be solved [8].

Even though nf is the only dependent variable, there is no possibility of obtain-

ing general analytical solutions of the Boltzmann equation due to the velocity-space

coordinate as the independent variables. The Chapman-Enskog method provides an

analytical solution of the Boltzmann equation but, nonetheless, it is restricted to a set

of problems in which the distribution function is perturbed by a small amount from
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the equilibrium Maxwellian form [8]. While analytical solutions are almost invariably

based directly on the Boltzmann equation with strong assumptions, the Boltzmann

equation may be solved in general by numerical methods. Numerical methods are

based directly on the simulation of the physics of the flow provided by kinetic theory.

Numerical methods may be divided into those: 1) take the Boltzmann equation as

the starting point, and 2) are based directly on the molecular description provided by

kinetic theory [49]. The Boltzmann equation is the starting point in the method of di-

rect numerical integration [76]. It integrates the differential portion of the Boltzmann

equation, which is the left side of Equation (2.1), and evaluates the collision term, the

right side of Equation (2.1). Direct simulation methods do not solve the Boltzmann

equation but rather model the physics of the gas flow. In these methods, the gas is

considered as a collection of molecules, and representative samples of molecules are

tracked throughout a time period in which molecules collide with each other. The

most typical direct simulations are the molecular dynamics (MD) method and the

direct simulation Monte Carlo (DSMC) technique [3, 8].

MD is the name given to the method introduced by Alder and Wainwright (1958) [3].

In MD, an initial configuration of molecules is set, and the collisions are determinis-

tic. That is, the trajectory of molecules are computed and intermolecular collisions

occur when two trajectories converge to the molecular diameter. For each trajectory,

all other molecules are examined as possible collision partners. In DSMC, on the

other hand, the collision computations are probabilistic, so relative positions do not

affect the collision parameters within each computational cell. DSMC has been found

to be less computationally intensive and can be applied to a large number of flow

situations. At present, the DSMC method is mainly used for solving rarefied gas

dynamics [8, 36].
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2.2 Particle Description of Nonequilibrium Gas: The Direct

Simulation Monte Carlo Method

In non-equilibrium flow, a gas is completely described by the position, velocity

and internal state of every molecule at a particular instant. However, the number

of molecules in a real gas is so large that such a description is unthinkable. So,

we can use the DSMC method which resorts to a statistical description in terms of

probability distributions. The DSMC approach is related to the Boltzmann equation

by its restriction to binary collisions in every cell and the treatment of these collisions

as instantaneous events [63].

2.2.1 Computational Approximations

The DSMC method employs simulated molecules of correct physical size and their

number is reduced to a manageable level by regarding each simulated molecule as rep-

resenting a fixed number of real molecules. The ratio of the number of real molecules

to the number of simulated molecules is called the particle weight. Since, statistical

scatter is inversely proportional to the square root of the sample size, each cell should

have around 20 particles to reduce statistical scatter [9].

The velocity, position and internal states of simulated molecules are stored and

updated with collisions and boundary interactions. The primary approximation of

the DSMC method is to decouple the molecular motions which are modeled determin-

istically, and the intermolecular collisions, which are modeled probabilistically, over

time intervals. To decouple accurately, the time step should be less than the mean

collision time. If the time step is too large, the molecules will be able to move too

far without the opportunity to participate in collisions. This will cause a ‘smearing’

of properties of the flow, resulting in non-physical results [49, 8].

The whole computational domain in DSMC is sub-divided into cells. Cells are
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needed to define the geometry of the body in question, to identify molecular collision

partners, and to sample macroscopic quantities used to generate a solution. In the

collision process model, the particles within the same cell are allowed to interact,

which means they are candidates for collision pairs. The size of the flow field cells

are related to the mean free path of the local gas. If molecules which are separated

by distances much larger than the mean free path are allowed to collide, it results in

a nonphysical transfer of mass, momentum, and energy.

2.2.2 Procedure of DSMC

The DSMC algorithm consists of several primary processes: collisionless move-

ment of particles over the timestep, application of boundary conditions, sorting par-

ticles into cells, calculation of collisions, and sampling average particle information for

macroscopic flow quantities (Figure 2.1). The fundamental principle of the DSMC

method is the splitting of continuous motions and collisions of molecules into two

sequential stages: free molecular translation and intermolecular collisions. It corre-

sponds to the solution of the Boltzmann equation (2.1) using the following splitting

scheme within the short time-step [54]:

∂ (nf)

∂t
+ c · ∂ (nf)

∂r
+ F · ∂ (nf)

∂c
= 0 (2.2)

for the collisionless movement of molecules in the first step of the DSMC algorithm,

and

∂ (nf)

∂t
=

∞∫
−∞

4π∫
0

n2(f ∗f ∗1 − ff1)crσdΩdc1 (2.3)

corresponds to the molecular collisions in the third step of the DSMC algorithm.

In the first process, all the molecules are moved through distances appropriate to

their velocity components and the discrete time step. Appropriate action is taken

if the molecules meet the boundaries: new particles are introduced at inflow bound-
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Figure 2.1: DSMC flowchart [75].

aries, particles are removed at outflow boundaries, and particles are reflected at solid

boundaries.

In simulating the collisions, a probabilistic process that sets DSMC apart from

deterministic simulation methods is used. The probability of a collision between two

molecules is proportional to the product of their relative speed and total collision

cross-section. The maximum value of the product is calculated for each cell and

recorded. The collision pair is then chosen by the ‘acceptance-rejection’ method; the

probability of a particular pair being chosen depends on the ratio of their product to

the maximum product. Bird’s No Time Counter (NTC) scheme is the most widely

used collision scheme [8]. In the scheme, a number of particle pairs in each cell, Nc,

are formed, given by:

Nc =
1

2
nN̄ (σg)max ∆t (2.4)

where n is the number density, N̄ is the average number of particles in the cell, σ

is the collision cross section, and g is the relative velocity. Each of the Nc pairs of
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particles is formed at random regardless of position, and then a probability of collision

for each pair, Pc, is evaluated using [12]:

Pc =
σg

(σg)max
(2.5)

Using a set of randomly generated numbers, every collision pair in a cell is assigned

a number. The collision probability is then compared to this random number. If

the probability, Pc, is greater than the number, the collision pair is accepted. If the

probability, Pc, is less, the molecules will not collide. When a collision occurs, post-

collision velocities are calculated using conservation of momentum and energy [8].

The final process is sampling the macroscopic flow properties [6]. The properties

of molecules in a particular cell are used to calculate macroscopic quantities. For

example, the average mass density, ρ, in a computational cell volume Vcell is given by

ρ =

Np∑
i=1

mi

Vcell ×Nt

(2.6)

where mi is the mass of particle i, Np is the number of particles that have occupied

this cell over Nt iterations of the computation.

The DSMC procedures are performed every timestep. Once a simulation begins

from the initial condition, a finite number of iterations are elapsed to reach a steady

state. The steady state is detected using the total number of particles and collisions

in the whole computation domain. If those are not changed as time goes by, the flow

is regarded as having reached the steady state. After the flow reaches the steady

state, the sampling procedure begins. The sampling is continued a further number of

iterations in order to reduce the statistical error.
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2.2.3 Physical Models of DSMC

For sufficiently low densities, the molecular spacing is large compared with the

effective molecular diameter. Under these circumstances, only an extremely small

proportion of space is occupied by molecules and each molecule will be moving outside

the range of influence of other molecules (dilute gas). When a molecule undergoes

a collision, it is likely to be a binary collision involving only one other molecule.

In DSMC, the flow is handled as a dilute gas, so only elastic binary collisions are

considered.

There are many models that attempt to simulate actual collision characteristics. If

there is no internal energy exchange or chemical reaction, elastic binary collisions lead

only to change in velocity or momentum components. A popular model is the variable

hard sphere (VHS) molecular model [7]. In this model, uniform, isotropic scattering

is assumed. The molecular diameter, d, is a function of the relative velocities of the

molecules, g. The collision cross section, σ, which is proportional to the square of d,

is a function of the molecular velocities as follows:

σ = σref

(
g

gref

)−2ω

(2.7)

where the subscript ref is for reference values and ω is related to the viscosity tem-

perature exponent. The viscosity of a dilute gas increases with temperature (Equa-

tion (2.8)) [73, 8].

µ = µref

(
T

Tref

)ω+0.5

(2.8)

where µ is the viscosity, and T is the temperature.

The variable soft sphere (VSS) molecular model represents an improvement over

the VHS molecular model which allows collision parameters to be determined through

comparison with both viscosity and diffusivity data [39]. While the VHS model as-

sumes isotropic scattering, the VSS model considers anisotropic scattering. Therefore,
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the VSS model cross section is the same as in the VHS model, but the scattering angle

is calculated by Equation (2.9).

χ = 2cos−1

{(
b

d

1/α
)}

(2.9)

where α is related to diffusivity, b is a distance of closest approach, and d is the

collision diameter. Notice that the VSS model is identical to VHS when α = 1.

Figure 2.2 shows a simple concept of a diatomic molecule (two atoms) using the

‘dumbbell’ model. The molecule has several modes of energy. DSMC handles these

various modes of energy by assigning rotational and vibrational to each particle.

In the DSMC method, each mode of energy is simulated using either a classical

physics approach, or quantum mechanics. All modes exchange energy through particle

collisions with other particles or surfaces [4].
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Figure 2.2: Modes of molecular energy [4].
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Rotational energy is associated only with di-atomic and polyatomic molecules that

consist of two or more atoms. The source of the rotational energy is kinetic energy

associated with the molecule’s angular velocity (Figure 2.2). The energy spectrum of

the rotational mode is usually assumed continuous. A particle introduced to a DSMC

computational domain is assigned an initial rotational energy which is sampled from

the Boltzmann distribution (Equation (2.10)) [12].

f (εr) dεr =
1

Γ (ζr/2)

(
εr
kBT

)ζr/2−1

exp

(
− εr
kBT

)
d

(
εr
kBT

)
(2.10)

where ζr is the number of rotational degrees of freedom, kB is Boltzmann’s constant,

and T is the temperature. Then, the rotational energy of the particle can change

through collisions. The collisions that contribute to the exchange of energy are de-

termined by a probability of rotational energy exchange, Prot. It is evaluated using

Equation (2.11). In the following, Zrot is the rotational collision number, τt is the

translational relaxation time that is equal to the inverse of the collision frequency, ν,

and τr is the rotational relaxational time.

Prot =
1

Zrot
=
τt
τr

=
1

τrν
(2.11)

After evaluation of Prot, acceptance-rejection is used to decide whether the collision

leads to energy exchange. If Prot is larger than a random number, then rotational

energy exchange occurs. When a collision that induces rotational energy exchange

happens, the Larsen-Borgnakke (LB) model is used to assign a new post-collision

rotational energy [10]. The LB model assumes local thermodynamic equilibrium

to sample the fraction of the total collision energy due to rotation, εrot/εtot, from

the following expression (Equation (2.12)). In the equation, εtot is the total collision
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energy, which is the sum of the translational collision energy and the rotational energy.

P

Pmax
=

(
ζr + 1− ω

2− ω

(
1− εrot

εtot

))2−ω (
ζr + 1− ω
ζr − 1

(
εrot
εtot

))ζr−1

(2.12)

From the εrot/εtot ratio, a new post-collision rotational energy is assigned and the

remaining energy is the new translational energy. The new translational energy de-

termines the new post-collision relative particle velocity [12, 8].

In a high enthalpy gas, vibrational energy exchange may also take place due to

collisions. The LB model can be applied to vibrational energy exchange through

either a classical procedure or a quantum approach. When the vibrational energy

spectrum is assumed continuous, the probability of vibrational energy exchange, Pvib,

is in terms of vibrational collision number, Zvib.

Pvib =
1

Zvib
(2.13)

Zvib may be a constant or depend on energy or temperature [13, 31]. The number of

vibrational degrees of freedom, ζv, at local temperature T , is determined for a simple

harmonic oscillator as:

ζv =
2θv/T

exp (θv/T )− 1
(2.14)

where θv is the characteristic temperature of vibration [8]. However, real molecules

are characterized by large gaps between the neighboring vibrational energy levels, so

the classical assumption of the vibrational energy mode may be inaccurate.

To evaluate a collision averaged vibrational energy exchange probability, a quan-

tum mechanical approach is employed. The vibrational energy based on the harmonic

oscillator model is described as Equation (2.15) where ν is the vibrational quantum

number.

εν = νkBθv (2.15)
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The Boltzmann distribution for the vibrational energy level εν is written as Equation

(2.16)

fεv ∝ exp
(
− εv
kT

)
δ (εv − νkθv) (2.16)

A quantized vibrational energy exchange model for DSMC was introduced by Berge-

mann and Boyd [64]. The maximum vibrational quantum level in a collision is

νmax =

⌊
εtot
kθv

⌋
(2.17)

where εtot is the total collision energy that is the sum of the translational collision

energy and the vibrational energy, bc means truncation, and θv is the characteristic

temperature for vibration. Then, the postcollision vibrational level, ν, is determined

from (2.18).

P

Ptot
=

(
1− νkθv

εtot

)1−ω

(2.18)

The most important outcome from DSMC analysis of hypersonic entry flows is

the determination of the properties at the vehicle surface, so a proper gas-surface

interaction model is needed. The most common gas-surface interaction model used

in DSMC is the fully diffuse reflection model, where a particle reflects from the sur-

face with new velocity components that are sampled from Maxwellian distributions

characterized by wall temperature. The opposite limit involves the specular reflec-

tion model, where the only change to the particle’s properties is that it’s velocity

component normal to the surface is simply reversed in sign. Many DSMC computa-

tions use an accommodation coefficient, α, to simulate a combination of diffuse and

specular reflections such that α = 1 is fully diffuse, and α = 1 is fully specular. Real

engineering surfaces generally require a value in the range of α = 0.8− 0.9.
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Figure 2.3: Simulation procedures performed during each time step of the LD method.

2.3 Particle Description of Equilibrium Gas: The Low Dif-

fusion Method

A new particle technique, termed the low diffusion (LD) method, to describe

equilibrium gas was developed by Burt et al [20, 17, 16]. The numerical procedures in

the LD particle simulations are similar to the DSMC technique. Both LD and DSMC

divide the computational domain into a large number of grid cells, and representative

particles are tracked through the cells. The main difference between LD and DSMC

is in dealing with the particle collisions. The LD particles undergo an alternative

procedure in place of DSMC particle collisions. The alternate collision procedures

enforce equilibrium velocity distributions in each cell. This approach is summarized

in Figure 2.3.
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Figure 2.4: Example of change of the Lagrangian cell at the beginning and end of a
single time step.

2.3.1 Lagrangian Cell

The LD method simulates the flow as a collection of continuous, finite volume,

equilibrium reservoirs, represented by Lagrangian cells. The Lagrangian cells corre-

spond to the Lagrangian flow description, which is a way of looking at fluid motion

where the observer follows an individual fluid particle as it moves through space and

time. Every particle remains fixed with respect to the assigned Lagrangian cell over

the time step interval. Each Lagrangian cell is coincident with a cell in a fixed Eu-

lerian grid at the beginning of each time step, and moves and deforms over the time

step interval. Figure 2.4 shows the change of the Lagrangian cell at the beginning and

end of a single time step. Particles follow the macroscopic motion of Lagrangian cells,

and move along trajectories which closely approximate the gas streamlines. Random

particle motion associated with thermal energy is therefore suppressed. As a result,

numerical diffusion errors, as well as effects of statistical scatter, are generally far

smaller than in other DSMC-based equilibrium particle methods (Figure 2.5).

2.3.2 LD simulation procedure

The procedure, which is illustrated in Figure 2.3, is detailed here.
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Figure 2.5: Reduction of random particle motions in the Lagrangian cell.

2.3.2.1 Determination of cell quantities

Each LD particle has information about the position, ~Xi, velocity, ~Ui, and species

identifier. LD particles carry a bulk velocity, ~Ub,i, and a bulk temperature, Ti, as well.

The subscript i is the index for particle identification. The goal of the procedure is

to update ~Ui for particle movement, and essential LD cell quantities are computed

and stored as an initial step of the procedure. One vector and three scalar quantities

are assigned to each cell: ~Ucell is the mass averaged particle bulk velocity, taken as a

mass-weighted average over all particle velocities; ζ is the average number of internal

degrees of freedom among all particles in a cell; ρ is the mass density; and β is the

thermal speed scale for the cell. That is defined as the most probable thermal speed

for a Maxwellian velocity distribution at the cell temperature Tcell [16].

β =

√
< MWi >

2RuTcell
(2.19)

where

Tcell =< Ti > +
< MWi >

(3 + ζ)Ru

(
Np

Np − 1

)(
< ~Ub,i · ~Ub,i >m − < ~Ub,i >m · < ~Ub,i >m

)
(2.20)

Here, Np is the number of particles in the cell, MWi is the molecular weight of the

assigned particle species, Ru is the universal gas constant, the operator <> denotes

an unweighted average over all particles in the cell, and <>m denotes a mass-average.
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Figure 2.6: Momentum changes of LD particles colliding with a specular reflecting
wall.

2.3.2.2 Calculation of Lagrangian cell velocity

To find a final LD particle velocity, the Lagrangian cell velocity must be calculated

based on the cell quantities. The Lagrangian cell is bounded by massless, non-porous

and specularly reflecting walls corresponding to each Lagrangian cell face. So, mass,

net momentum and net energy cannot be transferred across the Lagrangian cell faces,

i.e., total momentum and energy are conserved among all colliding gas molecules over

time step interval, ∆t. In Figure 2.6, the particles experience momentum changes

when they collide with a specularly reflecting wall. To conserve the net momentum

and energy, the face has a unique velocity, uf [16].

The uniqueness of the Lagrangian cell face can be shown informally [16]. Imagine

the Lagragian cell face moves with velocity uf and a particle collides with incident ve-

locity ui. For simplicity, assume a one-dimensional problem with unit cross-sectional

area, where vi is the post-collision molecular velocity. Specular reflection requires

that vi − uf = − (ui − uf ), so that vi = 2uf − ui. The velocity is physically the ratio

of the total incident normal momentum flux to total incident mass flux.

The total incident normal momentum flux to the surface is zero, because the

momentum exchange between the face and a colliding gas molecule depends on the
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normal component of the incident relative velocity in a coordinate system which moves

at constant velocity uf~n. Here, ~n is the outward normal unit vector with respect to

the cell face. In the two neighboring cells (Figure 2.7), a scalar function, G(uf ), can be

defined based on the kinetic theory solution for the unidirectional normal momentum

flux in an equilibrium flow (Equation (2.21))[8].

G(uf ) =
ρ1

β2
1

[
s1exp(−s2

1) +
√
π(1 + erf(s1))

(
1

2
+ s2

1

)]
− ρ2

β2
2

[
s2exp(−s2

2) +
√
π (1 + erf(s2))

(
1

2
+ s2

2

)]
(2.21)

where s1 = β1

(
~Ucell,1 · ~n− uf

)
and s2 = β2

(
~Ucell,2 · ~n− uf

)
. The Lagrangian face

velocity which enforces momentum and energy conservation then corresponds to

G(uf ) = 0. Equation (2.21) does not have a closed form solution, so an iterative

procedure is required to solve for uf . The secant method is used for initial guesses

for uf [8]. An iterative procedure is then performed on Equation (2.22), that is re-

peated until |uf,i+1 − uf,i| is within some small tolerance. The procedure to find uf

is repeated for all faces of each cell in the computational grid. The momentum flux

relation used as a basis for Equation (2.21) is valid only for a simple gas. For a

gas mixture, the characteristic thermal speed scale, β, will differ for each species,

more massive atoms or molecules tend to have smaller thermal speeds at a given

temperature [16].

uf,i+1 = uf,i + (uf,i−1 − uf, i)
(

G(uf,i)

G(uf,i)−G(uf,i−1)

)
(2.22)
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Figure 2.7: Two neighboring LD cells.

2.3.2.3 Reassignment of particle bulk velocity and temperature

While net momentum and energy are conserved, they can be exchanged across the

Lagrangian cell face between two neighboring cells. As a simple example, imagine two

neighboring cells with zero bulk velocity and equal pressure (Figure 2.7) which means

the face is stationary. The normal velocity component of a particle is reversed after

colliding with a stationary wall, so the particle will gain momentum in the inward

normal direction. This momentum difference has to be transferred from the bordering

cell over the face.

To account for momentum and energy exchange through the Lagrangian cell faces,

bulk velocity and temperature values for all particles are updated during each time

step. Total momentum and energy transferred to the cell through the face are ex-

pressed as Equation (2.23) and Equation (2.24) where Aj is the corresponding Eule-

rian face area, ∆t is the time step interval, Φj is the unidirectional incident normal

momentum flux, and ~nj is the outward normal unit vector at the face. (The subscript

j refers to the face index.). The momentum flux, Φj, is determined by equation (2.25)

where sj = β
(
~Ucell · ~nj − uf,j

)
.

∆Mj = −2Aj∆tΦj~nj (2.23)

∆Ej = −2Aj∆tuf,jΦj~nj (2.24)
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Φj =
1

2
√
π

ρ

β2

[
sjexp(−s2

j) +
√
π(1 + erf(sj)

(
1

2
+ s2

j

)]
(2.25)

Once ∆Mj and ∆Ej have been determined for all faces, particle bulk velocity

and temperature values are updated to account for momentum and energy exchange

across the Lagrangian faces. Each particle in the cell is assigned a new bulk velocity,

~Ub,i. In Equation (2.26), Vcell is the cell volume, Nf is the total number of faces,

and U final
cell is the final cell bulk velocity after momentum exchange. Then, each

particle is given a new temperature from Equation (2.27) and the initial temperature

is Equation (2.28) [16].

~Ub,i = ~U final
cell = ~Ucell +

1

ρVcell

Nf∑
j=1

∆Mj (2.26)

Ti = T finalcell = Tcell +
2

(3 + ζ)nkB

 1

Vcell

Nf∑
j=1

∆Ej −
1

2
ρ
(
~U final
cell · U

final
cell − ~Ucell · ~Ucell

)
(2.27)

where

Tcell =
ρ

2nkBβ2
(2.28)

The newly assigned particle bulk velocity, Ub,i, and temperature, Ti, will be equal for

all particles in the cell.

2.3.2.4 Velocity reassignment for particle movement

To reassign the velocity for each particle movement, the locations of Lagrangian

cell vertices at the end of time step interval are needed. Let ~XL,j represent the final

location of a Lagrangian cell vertex which is coincident with the Eulerian cell vertex
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(a) Position of Lagrangian and Euler cells. (b) Diagram of vectors used in procedures for par-
ticle velocity reassignment. Dashed lines represent
Lagrangian cell faces at the end of the current time
step [16].

Figure 2.8: Position of Lagrangian and Euler cells

~XE,j at the beginning of the time step. The vertex ~XE,j is the intersection of two cell

faces j and j+1 (Figure 2.8(a)). Then, the two unknown coordinates in ~XL,j may be

determined as a solution to Equation (2.29).

(
~XL,j − ~XE,j

)
· ~nj = uf,j∆t(

~XL,j − ~XE,j

)
· ~nj+1 = uf,j+1∆t (2.29)

Once the ~XL,j values have been computed for all Lagrangian cells, the location

of the particle at the end of the time step interval is computed assuming that each

particle maintains the same relative position in the Lagrangian cell defined by the

vertices ~XL,j. The final particle position ~X
′
i is computed as a weighted sum of the
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three ~XL,j values (Equation (2.30)).

~X
′

i =

Nf∑
j=1

(
~Xi − ~XE,k

)
· ~nk(

~XE,j − ~XE,k

)
· ~nk

~XL,j (2.30)

where Nf is the total number of cell faces, ~Xi is the initial particle position, ~nk is the

outward normal unit vector for the face opposite vertex j, and ~XE,k is the location

of an Eulerian cell vertex along this face. Figure 2.8(b) illustrates the process. After

the final particle location ~X
′
i is determined, the particle velocity is reassigned to a

new value as in Equation (2.31) for particle movement.

~Ui =

(
~X
′
i − ~Xi

)
∆t

(2.31)
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CHAPTER III

LD-DSMC Hybrid Numerical Method for

Multiscale Flow

For simulation of a multiscale flow that has mixed equilibrium and nonequilibrium

regions, a hybrid method provides a numerically efficient approach. The LD-DSMC

hybrid method employs the DSMC method in the nonequilibrium region and the LD

method in the equilibrium region. To hybridize these two methods, region allocation

and information transfer between regions are essential. In addition, the LD method

must have physical models that are consistent with DSMC to reduce information loss

along continuum breakdown boundaries. These issues are discussed in this chapter.

3.1 Continuum Breakdown Evaluation and Cell Assignment

To employ both LD and DSMC methods as a part of the hybrid scheme, it is

necessary to determine continuum breakdown to allocate cells to LD and DSMC

domains. This is an area of current research, and Boyd et al. proposed the use of the

gradient-length local (GLL) Knudsen number [14, 72].

KnGLL =
λ

Q

∣∣∣∣dQdl
∣∣∣∣ (3.1)
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Figure 3.1: Continuum breakdown domain boundaries (Left: Kn=0.01, Right
Kn=0.002).

where λ is the mean free path, l is some distance between two points in the flow field

and Q is some flow quantity of interest, such as density, pressure, temperature, or

velocity magnitude. Wang and Boyd found that representative hypersonic flows may

be assumed sufficiently close to equilibrium to justify near-equilibrium assumptions

when KnGLL,max < 0.05, where gradient length Knudsen numbers based on den-

sity, temperature, and bulk velocity were all considered [72]. So, LD-DSMC domain

decomposition is determined based on the following GLL Knudsen number.

KnGLL,max = max

(
λ

ρ
|∇ρ| , λ

T
|∇T | , λ

a
|∇u|

)
(3.2)

where ρ is the density, T is the translational temperature, u is the bulk velocity mag-

nitude, and a is the local speed of sound. Regions for which KnGLL,max is larger than

0.05 are assigned to a DSMC/nonequilibrium domain, and all other regions are as-

signed to a LD/equilibrium domain. Domain decomposition is performed periodically

once every few thousand time steps.

Figure 3.1 (left) shows the LD-DSMC domain decomposition for a Kn = 0.01, fore-
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body sphere case. At this relatively high Knudsen number, most of the computational

domain is simulated by the DSMC method and the LD region is confined to a thin

layer downstream of the shock. This is a flow that is best computed fully using DSMC.

To see potential advantages of the LD-DSMC hybrid simulation, a lower Knudsen

number case is more appropriate. Figure 3.1 (right) shows contours of KnGLL,max

and the method domain boundaries for the case where Kn = 0.002. Here, the DSMC

regions are confined to the shock wave and the boundary layer due to steep flow field

gradients, and all other regions are assigned to LD.

3.2 Information Transfer at LD-DSMC Boundaries

After assigning LD and DSMC domains, information must be transferred across

each domain boundary. Two layers of overlapping cells are employed along the bound-

ary between DSMC and LD domains, and are designated as buffer regions A and B.

These buffer regions are used for information exchange between the DSMC and LD

domains. Each buffer region is positioned along the boundary between DSMC and

LD domains, such that a line drawn from a DSMC cell to a nearby LD cell will pass

through at least two cells in buffer region A, and then through at least two cells in

region B. The relative locations of these buffer regions are illustrated in Figure 3.2

and Figure 3.3. In buffer region A, adjacent to the DSMC domain, all simulation

procedures are carried out as in the DSMC cells, while in buffer region B, adjacent

to the LD domain, the LD calculations are performed. In other words, the DSMC

calculations are used for any cells in the DSMC domain. Note that a DSMC collision

limiter is employed in place of the DSMC collision calculation for any cell in buffer

region A. The LD calculations are applied in place of the DSMC collision calculation

for all cells in the LD domain and in buffer region B. In the LD-DSMC hybrid sim-

ulation procedures, all cells in the fixed computational grid are periodically assigned

one of four integer values, corresponding to the DSMC domain, the LD domain, or
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Figure 3.2: Schematic location of buffer regions.

Figure 3.3: Location of buffer regions in a hybrid simulation.
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Figure 3.4: Bordering cells at the boundary of buffer region A and B.

one of the two buffer regions. This provides a simple and effective means of strongly

coupled information transfer between LD and DSMC domains.

3.2.1 Determination of flow properties in buffer cells

At a boundary between LD and DSMC domains, a cell in buffer region B includes

the faces bordering a cell in buffer region A (Figure 3.4). To handle this kind of

bordering cell in buffer region A, cell averaged mass density, bulk velocity, and char-

acteristic thermal speed must be evaluated as for LD cells. Also, the Lagrangian face

velocities, uf , are calculated for all faces of each cell in buffer region B which include

the faces bordering a cell in buffer region A. From Equations (2.21) and (2.22), cell

averaged density, bulk velocity, and characteristic thermal speed are needed to cal-

culate the Lagrangian face velocities for any face between buffer regions A and B

[16]. While the determination of cell properties in buffer region A could be carried

out in a similar manner as the LD calculations, the large scatter associated with

instantaneous cell-averaged properties in DSMC may introduce considerable unphys-

ical fluctuations in flowfield properties computed using the LD method. To reduce

these, a sub-relaxation procedure is used [67]. By using a sub-relaxation procedure,
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the cell based instantaneous density, ρ∗cell, and the mass-averaged bulk velocity, ~U∗cell,

are calculated in each cell within buffer region A, using all particles in the cell dur-

ing the current time step. Here, the bulk velocity, ~U∗cell, is a function of velocities

used for DSMC particle movement, not bulk particle velocities used to assign mo-

mentum in the LD method. The characteristic thermal speed of cells in buffer region

A is calculated as in Equation (3.3) which is the same as Equation (2.19) in the LD

procedure.

β∗cell =

√
〈MWi〉
2RuT ∗cell

(3.3)

where the instantaneous cell-averaged temperature, T ∗cell, is calculated as in Equation

(3.4).

T ∗cell =
1

(3 + 〈ζi〉)Ru

[
2 〈Ei〉+

(
Np

Np − 1

)
〈MWi〉

(〈
~Ui · ~Ui

〉
m
−
〈
~Ui

〉
m
·
〈
~Ui

〉
m

)]
(3.4)

Here Ru is the universal gas constant, Np is the number of particles, i is the particle

index, and ~Ui,MWi, ζi, and Ei are the velocity, molecular weight, number of internal

degrees of freedom, and internal energy, respectively, for each particle in a cell of buffer

region A. The operator 〈〉 denotes an unweighted average among all particles in the

cell, while 〈〉m denotes a mass-weighted average such that 〈U〉m = U∗cell. Finally, these

instantaneous density, velocity, and thermal speed scale values are used to update cell

averaged properties as in Equation 3.5.

ρcell = θρ∗cell + (1− θ) ρn−1
cell

~Ucell = θ~U∗cell + (1− θ) ~Un−1
cell (3.5)

βcell = θβ∗cell + (1− θ) βn−1
cell

where the superscript n − 1 denotes a value at the previous time step and θ is a

relaxation factor for the DSMC buffer cell properties. For larger θ, the time lag in
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averaged values is reduced but the scatter associated with instantaneous fluctuations

in cell averaged quantities may increase.

3.2.2 Particle cloning and removal in buffer cells

For the strongly coupled means of exchanging information between rarefied and

continuum flowfield regions, particle cloning and removal occur immediately before

and after the particle movement procedures in buffer regions A and B. Immediately

before the movement routines, every particle in both buffer regions A and B is cloned,

so that two particles are located in each occupied position in each buffer cell. In buffer

region A, where all particles are initially of DSMC type, each newly generated clone is

treated as an LD type particle. The newly generated LD type clone has a new velocity

used for movement procedures and a bulk velocity used to allocate momentum so that

both velocities are equal to the cell velocity, ~Ucell, as calculated in Equation 3.5. Each

clone is also assigned a temperature, Tcell, which is computed as a function of βcell

and the cell averaged molecular weight 〈MWi〉.

Tcell =
〈MWi〉

2Ru (βcell)
2 (3.6)

In buffer region B, where all particles are initially of LD type, a newly generated clone

is treated as a DSMC type particle. The newly generated DSMC type clone has a

new velocity based on probabilistic sampling procedures to have consistency with an

equilibrium velocity distribution at the cell-averaged bulk velocity and temperature

[8]. The new temperature of the DSMC type clone is set to zero. From the proba-

bilistic sampling procedures, the DSMC type clone particle velocity component, Ui,j,

in the j direction for a particle with index i is calculated as Equation (3.7).

Ui,j = ~Ucell · ~nj +
sin (2πR1)

βcell

√
−〈MWk〉

MWi

lnR2 (3.7)
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where R1 and R2 are random numbers in the range (0, 1]

Immediately after particle movement procedures during each time step, any LD

type particles in buffer regions A and any DSMC type particles in buffer regions B

are removed. Therefore, only LD particles which have moved into buffer regions B

are retained, and any LD particles which pass from buffer region B into a cell in

buffer region A are destroyed. In the same way, only DSMC particles which have

moved into buffer region A are retained, and any DSMC particles which pass to a

cell in buffer region B are destroyed. The procedure enforces mass, momentum, and

energy conservation when the number of particles per cell approaches infinity (θ = 1)

or enforces only mass conservation when θ = 0. θ ∈ (0, 1) provides some balance

between enforcing instantaneous momentum and energy conservation.

3.3 Physical Model Features of LD

3.3.1 Viscous Modification

The LD method for inviscid flow cannot properly resolve boundary layers or other

regions involving large transverse gradients because the equilibrium assumption un-

derlying the LD method makes it incapable of modeling physically realistic diffusive

transport. To model viscous flow effects, the diffusive terms in the Navier-Stokes

equations are evaluated in each cell during each time step. The diffusive term is

used to modify particle velocity and temperature values in a manner consistent with

DSMC transport coefficients at the near equilibrium limit. To account for viscous flow

effects, diffusive momentum and energy transport are considered in the LD simula-

tion procedure. Diffusive momentum and energy transport as well as momentum and

energy transfer across the Lagrangian cell faces are accounted for in the reassignment

of particle bulk velocity and temperature.

Diffusive transport contributions are determined through an explicit finite volume
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solution to the viscous portion of the compressible Navier-Stokes equations. For a

simple gas, the viscous transport equation can be written as Equation (3.8) assuming

a Newtonian fluid using Stokes’ hypothesis with all time independent advection terms

removed [56].

∂

∂t
(ρui)−

∂

∂xj
τij = 0

∂e

∂t
− ∂

∂xi

(
k
∂T

∂xi
+ τijuj

)
= 0 (3.8)

where

τij = µ

(
∂uj
∂xi

+
∂ui
∂xj

)
− 2

3
µ (∇ · ~u) δij (3.9)

Here, τij is the viscous stress tensor, ~ui is the bulk velocity component in the xi

direction, µ is the dynamic viscosity, and k is the thermal conductivity. The specific

total energy per unit volume, e, is ρcvT + 1
2
ρuiui, where cv is the specific heat at

constant volume.

By integrating Equation (3.8) over the cell volume, applying the divergence the-

orem and discretizing time derivatives over ∆t, the momentum change, ∆Mi, and

energy change, ∆E, in the cell due to diffusive transport in a two-dimensional simu-

lation are as follows [43].

∆Mi = ∆t

Nf∑
f

Af

(
4

3
µ
∂u′

∂x′
ni + µ

∂v′

∂x′
ti

)
f

∆E = ∆t

Nf∑
f

Af

(
k
∂T

∂x′
+

4

3
µ
∂u′

∂x′
niui + µ

∂v′

∂x′
tiui

)
f

(3.10)

where Nf is the total number of interior faces, Af is the area of face f , ni is the face

outward-normal unit vector, ti is the face tangent unit vector, ui is the bulk velocity,

u
′
,v
′

are the bulk velocity components normal, and tangent to each face, and ∂
∂x′

is

the spatial derivative in the face outward normal direction. Face normal derivatives
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∂
∂x′

are calculated by dividing the difference in a given quantity between neighboring

cells by the dot product of ni and the vector difference between cell center locations.

µ, k, ui are computed as unweighted averages among cell-based values for the cells on

either side of the face. For consistency with DSMC in the LD-DSMC hybrid method,

µ is determined as a power-law function of cell temperature using the VHS model.

µ = µref

(
T

Tref

)ω
(3.11)

where

µref =
15
√
πmkBTref

2πd2
ref (5− 2ω) (7− 2ω)

(3.12)

where dref is the reference VHS collision diameter at Tref , and m is the molecular

mass. The thermal conductivity, k, is in turn calculated from µ using Eucken’s

relation [70].

k =
1

4
(15 + 2ζ)Rµ (3.13)

For further consistency with DSMC in a hybrid scheme, velocity slip and tem-

perature jump along wall boundaries are employed [25]. These are based on a model

developed specially for application to hybrid continuum-particle algorithms involving

DSMC and are based on the standard DSMC treatment of gas-wall interactions. They

have better consistency with DSMC than traditional gradient-based slip models, and

are easier to implement and less prone to instabilities due to a lack of dependence

on cell gradient evaluations. The net tangential momentum flux, ft−M , and energy

flux, fE, onto a wall boundary are given as a function of the specific gas constant, R,

specific heat ratio, γ = (ζ+5)
(ζ+3)

, tangential bulk velocity, ut, wall temperature, Tw, and

47



wall thermal accommodation coefficient, σw.

ft−M = σwutρ

√
RT

2π

fE =
1

2
σw

(
γ + 1

γ − 1

)
ρR (T − Tw)

√
RT

2π
(3.14)

A wall boundary face is treated in a similar manner to a symmetry boundary face,

for which the corresponding Lagrangian face will have zero normal velocity but no

limitations are set on the cell temperature or bulk velocity. However, additional mo-

mentum and energy transport to the cell will occur along a wall boundary face. Given

a wall temperature, and thermal accommodation coefficient, specified as simulation

input parameters, the following expressions are used to determine the viscous contri-

butions to changes in cell momentum and energy, ∆Mi and ∆E, respectively, at wall

boundary face, f , over the time step interval, ∆t.

∆Mi = −σw∆tAf (titj)f ujρ

√
RT

2π

∆E = −1

2
σw∆tAf (ζ + 4) ρR (T − Tw)

√
RT

2π
(3.15)

For a cell that borders a wall boundary, the total viscous changes in cell momentum

and energy are calculated as a summation of Equations (3.10) and (3.15). The total

momentum and energy transfer due to the viscous flow effects are used to update

cell-based velocity and temperature values.

3.3.2 Rotational and Vibrational Nonequilibrium

In some cases, we can assume thermal equilibrium with full accommodation of

internal energy modes to the translational temperature and a fixed number of in-

ternal degrees of freedom. This is quite accurate for low temperature and very low

Knudsen number, but both thermal nonequilibrium and vibrational energy effects
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may become significant at higher temperature and higher Knudsen number. Also,

rotational nonequilibrium could be important at higher Knudsen number. Both ro-

tational temperature lag and nonequilibrium rotational energy distributions can be

observed within shocks or regions of rapid expansion. So, rotational and vibrational

nonequilibrium models need to be included in the continuum region when signifi-

cant internal energy nonequilibrium effects exist. This improves consistency with the

DSMC method and reduces information loss along continuum breakdown boundaries.

Here, two different approaches are discussed [21].

Particles that move between rarefied and continuum regions may carry their as-

signed rotational/vibrational energies across the boundaries between the two regions.

Then, information loss regarding the shape of the internal energy distribution func-

tions is reduced, and non-equilibrium energy distributions can be maintained in a

continuum region through the same efficient Monte Carlo representation as in stan-

dard DSMC. In the equilibrium LD region, frequent intermolecular collisions tend to

force the internal energy distributions toward an equilibrium Boltzmann distribution

with redistribution of energy between internal and translational modes to enforce

energy equipartition. Energy redistribution between different modes and between

different levels within each internal mode should be included in calculation proce-

dures. The assignment of a temperature value to each particle makes such energy

redistribution procedure particularly simple in the LD method.

There are two different approaches for modeling rotational/vibrational nonequi-

librium in the LD method. Here, a rotational energy, εr, and a vibrational energy,

εv, are assigned to each newly generated particle along inflow boundaries exactly like

DSMC and these values are sampled from equilibrium distributions at the imposed

inflow temperature. The temperature value, T , assigned to each particle represents

only the translational temperature, and the cell-averaged temperature is independent

of any internal degrees of freedom. During particle cloning procedures related to in-

49



formation exchange between LD and DSMC, εr, εv from parent particles are assigned

to the newly generated clones. The first approach has greater efficiency and reduced

sensitivity to time step size, while the second approach is easier to implement in an

existing standard DSMC code [21].

3.3.2.1 First Approach

In the first approach, we can express the rate of relaxation toward the internal

energy, e∗, which is related to the instantaneous translational thermal energy, et, given

an internal energy mode with an average energy value, e, and number of degrees of

freedom, ζ.

de

dt
=
e∗ − e
τ

(3.16)

where τ is the characteristic internal energy relaxation time. If ζ is assumed constant

then e∗ and et may be related by e∗

et
= ζ

3
. If e and et are the average internal energy and

translational energy, and e0 and e0
t indicates their initial values, then e+ et = e0 + e0

t

by energy conservation. Then e∗ can be written as:

e∗ =
ζ

3

(
e0 + e0

t − e
)

(3.17)

Substitute Equation (3.17) into Equation (3.16)

de

dt
=
C

τ

(
ζ (e0 + e0

t )

3C
− e
)

(3.18)

where C = 1 + ζ
3
. If τ is assumed constant, Equation (3.18) can be integrated over a

finite time interval, ∆t, to express e as a function of e0 and e0
t .

e (∆t) =
ζ

3C

[
1− exp

(
−C∆t

τ

)]
e0
t +

[
1− 1

C

(
1− exp

(
−C∆t

τ

))]
e0 (3.19)
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If we denote (e∗)0 as the average internal energy at equilibrium with the initial trans-

lational energy e0
t ,

(e∗)0

e0t
= ζ

3
. Substitute this into Equation (3.19).

e (∆t) = P (e∗)0 + (1− P ) e0 (3.20)

where

P =
1

C

[
1− exp

(
−C∆t

τ

)]
(3.21)

P is the fractional contribution of (e∗)0 to internal energy, e, after an elapsed time,

∆t. Average energy, e, can be found at ∆t by resampling a fraction P of gas molecule

internal energy value from an equilibrium distribution at the initial translational

temperature. For LD particles, εr, εv and T are updated every time step before

determining the cell quantities.

Rotational-translational energy exchange occurs when the probability of rotational-

translational energy exchange, Prot, is larger than a random number, R, between 0

and 1, in which case the particle rotational energy is resampled from an equilibrium

distribution at temperature, T .

Prot =
1

Cr

[
1− exp

(
−Cr

f∆t

Zrot

)]
(3.22)

where f is the collision frequency using the VHS model of Bird.

f =
∑
j

T

2
(di + dj)

2 nj

[
2πkBTref

(
mi +mj

mimj

)]0.5(
T

Tref

)1−ω

(3.23)

where dj is the reference collision diameter, mj is the molecular mass, nj is the cell-

based local number density, Tref is the VHS reference temperature, and ω is the VHS
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temperature exponent for viscosity.

Zrot =
Zmax

1 + 1
2
π

3
2

(
T ∗

T

) 1
2 +

(
π + 1

4
π2
)
T ∗

T

(3.24)

where T ∗ is the reference temperature and Zmax is the maximum rotational collision

number using the model of Parker [48].

Next, vibrational-translational energy change will occur when the probability of

vibrational-translational energy exchange, Pvib, is larger than some random number,

R, between 0 and 1.

Pvib =
1

Cv

[
1− exp

(
−Cv

∆t

τv

)]
(3.25)

where τv is the total vibrational relaxation time. An initial relaxation time τMW is

found using the correlation of Milikan and White [44].

τMW =
exp

(
AT−1/3 +B

)
P

(3.26)

where A = 0.00116
(

1
2
NAmi

) 1
2 θ

4
3
i and B = −0.015A

(
1
2
NAmi

) 1
4 −18.42. Here P is the

cell-based local pressure, θi is the characteristic vibrational excitation temperature,

NA is Avogadro’s number, mi is the species mass and τMW is the relaxation time in

sec. To improve accuracy, the correlation of Park is used at high temperature [47].

τvib = τMW +
1

σvntot

(
πmi

8kBT

)1/2

(3.27)

where ntot is the total cell-based number density, and σv is the reference collision

cross-section.

Finally, once both rotational-translational and vibrational-translational energy

exchange have been considered for each particle, the particle temperature is updated
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to enforce conservation of total energy.

T ←− T +
ε0r + ε0v − εr − εv

3
2
kB

(3.28)

where ε0r, ε
0
v are the initial rotational and vibrational energy values before the internal

energy exchange operations.

3.3.2.2 Second Approach

The second approach is simpler and easier to implement than the first, and uses the

same energy exchange routines already employed in a pre-existing DSMC code. For

all particles in a given cell, velocity components in the particle data structure used for

particle movement are resampled from a Maxwellian distribution at the translational

temperature, Tc, assigned to the cell.

uk =

(
−ln (R1)

2kBTc
mi

)1/2

sin (2πR2) (3.29)

where R1, R2 are two random number and mi is the molecular mass for particle i.

Then, the average translational energy, e0
t , associated with particle velocities in the

cell is as follows.

e0
t =

〈
1

2
miukuk

〉
(3.30)

Collision partners are then assigned among all particles in the cell. The only differ-

ence with respect to traditional collision selection is that each collision probability is

multiplied by a factor Pmax between 0 and 1 which is unique to this cell. At simulation

startup, Pmax is initialized for all cells at a small positive value much less than one and

is subsequently increased to match the maximum inelastic collision probability in each

cell. In the collision operation, the velocity components, uk, and the internal energies,

εr and εv, may be modified for each colliding particle. The probabilities Prot and Pvib
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of rotational-translational and vibrational-translational energy exchange during each

collision are divided by the factor Pmax. In most cases, Prot >> Pvib due to differences

between rotational and vibrational collision numbers. We ensure that the conditions

Prot

Pmax
≤ 1 and Pvib

Pmax
≤ 1 are both generally satisfied by setting Pmax = min {Prot, 1}

if Prot > Pmax for any collision in this cell. Then, an updated average translational

energy, et, in the cell is found by repeating Equation (3.30) with post collision particle

velocity, uk. The change in translational energy, et− e0
t , is then incorporated into the

cell temperature as:

Tc ←− Tc +
2

3kB

(
et − e0

t

)
(3.31)

The LD-DSMC hybrid approach including viscous and internal energy effects is summ-

rized in Figure 3.5.

3.3.3 Diffusive transport

3.3.3.1 Diffusive Mass transport

Accurate simulation of flows involving a gas mixture may require that diffusive

mass transport be considered. In collision cross-section models, the variable soft

sphere (VSS) is considered to be more effective to take more accurate diffusive mass

transport into account [39]. Basically, the VSS model is used to calculate binary

collision cross sections in DSMC, and assumes that the viscosity is proportional to

the temperature raised to a constant power, 0.5+ω, in near equilibrium flow, like the

VHS model. While the VHS model assumes isotropic scattering, however, the VSS

model considers anisotropic scattering. The details of the VHS and the VSS models

are discussed in section 2.2.3.

Based on the VSS collision model, the cell based mixture dynamic viscosity, µcell,

and the cell-based mixture thermal conductivity, kcell, are found [74]. The cell based

dynamic viscosity and thermal conductivity are functions of viscosity, µs, and thermal
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conductivity, ks, for each species. The viscosity, µs, for species s in a given cell is:

µs = µref,s

(
Tcell
Tref

)ωs+0.5

(3.32)

where Tcell is the cell-averaged temperature during current time step, Tref is the refer-

ence temperature, ωs is the species-specific constant used in the collision cross section

model (VSS) and µref,s is the species viscosity at the reference temperature. The

reference viscosity is calculated for each species as a function of mass per molecule,

ms, species-diffusive data, αs, and VSS collision diameter, dref,s, at the reference

temperature, Tref .

µref,s =
5 (αs + 1) (αs + 2)

√
mskBTref/π

4αs (5− 2ωs) (7− 2ωs) d2
ref,s

(3.33)

Based on the species transport coefficients, µs and ks, cell-based mixture transport

coefficients, µcell and kcell, can be found using Wilke’s semi-empirical mixing rule [74].

Mixture transport coefficients are evaluated as weighted sums over the species values

(Equation (3.34)).

µcell =
∑
s

Nsµs
φs

kcell =
∑
s

Nsks
φs

(3.34)

where Ns is the number of particles of species s in the current cell and φ is evaluated

as:

φs =
∑
r

Nr

[
1 +

√
µs
µr

(
mr

ms

)0.25
]2

√
8
(

1 + ms

mr

) (3.35)

Finally, a mixture diffusion coefficient, Dcell, is computed as a function of the VSS
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self-diffusion coefficient for each species (Equation (3.36)). All mixture properties are

updated during each time step and stored in the cell data structure [19].

Dcell =
1

ρcell

∑
s

Ns

φs

[
3αs
5

(
7− 2ωs
2 + αs

)
µs

]
(3.36)

Diffusive momentum and energy transport are modeled to consider viscous flow

effects in the LD method by modifying the procedure in updating cell-based bulk ve-

locity and temperature. To account for mass transport due to molecular diffusion in

the viscous flow, a cell-based approach which includes adjustments to particle trajec-

tories is required. In the LD simulation procedure which is described in section 2.3.2,

the updated particle velocity is determined by

(
~X
′
i− ~Xi

)
∆t

(Equation (2.31)) which corre-

sponds to the Lagrangian face movement distance, uf∆t. To include mass diffusion ef-

fects, the final particle position, ~X
′
i is changed using weighted sums of species-specific

Lagrangian vertex coordinates. This corresponds to movement of each Lagrangian

cell face over distance, (uf + uf,ds) ∆t, instead of uf∆t as used previously. ufd,s is the

Fick’s law diffusion velocity for species s at the face f . It is computed during every

time step for all simulation species using the following expression.

uds,f = −Df

Yf,s

∂Ys
∂n

(3.37)

Here Df is the diffusion coefficient evaluated at the face f , Yf,s is the mass fraction

of species s at the face, and ∂Ys
∂n

is the gradient of Yf,s in the direction of the outward

normal unit vector ~nf at the face. The effect of mass diffusion on the motion of an

individual particle is dependent on the relative position of that particle with respect to

its assigned cell. Therefore, diffusive mass transport can occur in multiple directions,

and particle trajectories effectively reproduce the large scale bulk motion of particles

in the presence of a concentration gradient.
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3.3.3.2 Diffusive Internal Energy Transport

In section 3.3.3.1, diffusive mass transport is detailed for a gas mixture. In the

same manner, diffusive transport may need to be considered in the internal energy

nonequilibrium. Without considering this transport, nonphysical transverse gradients

or discontinuities can exist in vibrational or rotational temperature.

To account for vibrational energy diffusive transport, a vibrational temperature

Tv is included in the cell data structure and stored separately for every cell. During

each time step, Tv is updated using an exponential moving average to reduce scatter

relative to the instantaneous cell-based temperature [67].

Tv = (1− α)T ∗v +
αθv

ln (kBθv/ 〈ev〉)
(3.38)

where T ∗v is the vibrational temperature of the cell at the previous time step, 〈ev〉 is the

average vibrational energy in the cell, θv is the characteristic vibrational temperature

for the gas species, and α is the relaxation parameter. Once Tv has been updated

for all cells during the current time step, a finite volume procedure is performed to

determine the total change in vibrational energy, ∆Ev. This value should be added

to each cell over each timestep interval to account for diffusive transport.

∆Ev = ∆t

Nf∑
f=1

Af (kv)f

(
∂Tv
∂n

)
f

(3.39)

where Nf is the total number of cell faces, Af is the face area, (kv)f is the unweighted

average of vibrational thermal conductivity values for cells on either side of a face,

and
(
∂Tv
∂n

)
f

is the normal gradient in Tv along the face. The vibrational thermal

conductivity, kv, of each cell is evaluated through Eucken’s relation as a function of
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the dynamic viscosity, µ, and molecular mass, m [70].

kv =
µkB
m

θv/Tv
exp (θv/Tv)− 1

(3.40)

Once the total vibrational energy has been computed for a given cell, particle vibra-

tional energy values in the cell are modified to account for the addition or removal of

energy due to vibrational energy diffusive transport. To enforce energy conservation,

all particle vibrational energy values, ev, are multiplied by a factor Fv.

Fv = 1 +
∆Ev

W (∆t/∆tref )Np 〈ev〉
(3.41)

where W is the cell numerical weight, ∆tref is the global reference time step, and Np

is the number of particles per cell.

3.4 Efficiency Study

For accurate simulation, the standard DSMC method requires a large enough

computational grid, a small enough time step, and a large enough number of particles

per cell. At a minimum, the DSMC cell size should be smaller than the mean free

path, and the DSMC time step interval should be smaller than the mean collision

time, to obtain valid results. However, the LD method is relatively independent of

such requirements. Therefore, we need to optimize the requirement in the LD-DSMC

hybrid simulation. In this chapter, an effort to optimize the numerical constraints

and to increase the LD-DSMC hybrid simulation efficiency is discussed.

3.4.1 Subcell Utility for DSMC Collision Calculation

In the LD-DSMC hybrid simulation, an LD cell does not need to satisfy the guide-

line of DSMC that the cell size should be smaller than the mean free path. This means
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Figure 3.6: Cell configuration with and without subcells.

LD cells can be larger compared with DSMC cells and the relatively larger LD cells

may increase the efficiency of the LD-DSMC hybrid simulation. Hybrid simulations

are performed on a mesh which is sufficiently coarse for mesh independence in LD cal-

culations, but coarser than necessary to meet DSMC guidelines. The DSMC cells are

,therefore, divided into subcells with subcell dimensions set to approximately half the

mean free path. Collision partners are then selected from particles located in either

the same subcell or neighboring subcells. This procedure can reduce the mean colli-

sion separation between two molecules that are selected as collision partners. Figure

3.6 conceptually describes a cell with and without subcells.

Even though subcells promote nearest neighbor collisions and minimize mean col-

lision separation, the collision rate depends on the number density that is resolved by

the collision cell. An insufficient number of particles per collision cell along with in-

appropriate temporal and spatial discretization are sources of stochastic errors, which

violate the accuracy of the binary collision procedure. The stochastic errors result in

an unacceptable increase in the number of repeated collisions in a cell and unrealized

potential for collision between particles at small separation distance situated in neigh-
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boring cells. Therefore, a DSMC collision cell needs a sufficient number of subcells to

avoid such problem [9]. In the current LD-DSMC algorithm, a DSMC cell is divided

into subcells if it does not satisfy the DSMC requirement and each subcell is forced

to have a certain number of particles. Otherwise, all other cells have the ‘desired

number of particles’. This promotes uniform and sufficient numbers of particles per

cell. In this research, the desired number of particles per cell is 30, the maximum

number of subcells in each direction is 20, and the desired number of particles per

subcell is 4.

3.4.2 Numerical Weight and Time Step Adaptation

Although the subcell utility is used to satisfy the DSMC guidelines on a much

coarser mesh, larger cells may induce too many particles per cell. The DSMC tech-

nique usually requires at least 20 particles per cell to reduce statistical noise; too many

particles per cell may decrease computation efficiency. To control this, an adaptive

numerical weight scale factor which contributes to the number of particles per cell,

and time step scale factor adaptation are used. In the DSMC or LD simulation,

many real particles are treated as one simulation particle. The numerical weight is

a parameter used to represent how many real particles are treated as one simulation

particle. Thus, a cell with a weight scale factor of 0.5 will have a particle weight of

one half the reference values. The weight scale factor is declared in each cell of the

domain, and helps to maintain an appropriate number of particles per cell.

Immediately after domain decomposition, additional procedures are performed to

optimize the time step interval, ∆t, and the numerical weight, W , for each cell. At

first, ∆t is calculated in both LD and DSMC regions. In the LD domain, ∆t is

calculated to give a desired Courant number while ∆t is set to 0.2 times the local

mean collision time in the DSMC domain. This allows a relatively large time step

interval in the LD regions and may contribute to increased computational efficiency
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with similar level of accuracy. Next, the minimum desired number of particles, Nd,

is determined in each cell. In the LD domain, a uniform Nd value of 20 or 30 is used,

while Nd varies as a function of the ratio of cell size to mean free path, in order to fix

the expected number of particles per subcell, in the DSMC domain.

Once both ∆t and Nd have been determined for a given cell, the cell numerical

weight is updated. The new weight is a power of two and is set such that the expected

number of particles in the cell is between Nd and 2Nd. This new weight is calculated

as W = 2P where

P =

⌊
1

ln2
ln

(
W ∗ 〈Np〉∆t∗

Nd∆t

)⌋
(3.42)

where the superscript ∗ represents values at the previous time step, the operator

bc rounds to the nearest smaller integer, and 〈Np〉 is the time averaged number of

particles in the cell. Finally, a smoothing operation to provide more uniform integer

values for P among nearby cells is performed [20].

Once the numerical weight, W , is determined, all particles in the cell are consid-

ered for cloning or removal. Particles are cloned or removed to correct for cell-based

variations in numerical weight, so that the current number of particles Np in the cell

will change on average by the factor W ∗∆t∗

W∆t
. Time averaged quantities (such as Tv

and 〈Np〉) stored in the cell data structure are multiplied by this same factor.

The above procedures are intended to allow appropriate ∆t and W assignment

within the LD domain, while enforcing requirements for timestep and mean collision

separation in the DSMC domain. Far more particles may be located in each DSMC

cell than in each LD cell, and the primary means of efficiency gains of the hybrid

method over standard DSMC will be through a large reduction in the particle pop-

ulation within the continuum regions. The procedure is described as a flowchart in

Figure 3.7

Due to spatial variation in the numerical weight, some particles must be cloned or

destroyed when they pass between neighboring cells with different numerical weights.
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Figure 3.7: Numerical weight and time step adaptation in the LD-DSMC algorithm.

To avoid accuracy loss due to particle cloning or removal, values of the numerical

weight are restricted to powers of 2. This tends to produce large regions of the mesh

within which all cells are assigned to the same weight. This dramatically reduces

the frequency of particle cloning and removal, which should in turn reduce the errors

associated with these processes. Also, buffers are used to delay the introduction of

clone particles. Each newly generated clone particle is placed in a cell-based link buffer

list for the following ten time steps, before being released and allowed to participate

in moving and colliding operations [8].
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CHAPTER IV

Initialization with Navier-Stokes Solver

The LD-DSMC hybrid simulation has been initialized with standard DSMC until

the first continuum breakdown. After the first continuum breakdown, the computa-

tional domain is decomposed into LD and DSMC regions, and the hybrid simulation

starts. The main alternative to hybrid LD-DSMC simulation is a CFD-DSMC hybrid

simulation that is significantly faster because it initializes the method decomposition

by evaluating breakdown based on an initial CFD solution. Therefore, a Navier-

Stokes solution is employed to initialize the LD-DSMC hybrid simulation to increase

computational efficiency. It also helps to assign effective cell sizes for each LD and

DSMC region. In this chapter, detailed investigation of initialization and the process

of cell refinement are presented.

4.1 Equilibrium Gas - Continuum Description

If the particles of the gas are in a state of ‘maximum disorder’, the gas will be

in equilibrium. The equilibrium gas description is only valid in the regions where

the continuum flow assumption applies. If the local velocity distribution function,

f , is assumed to be a slightly perturbed Maxwellian (termed a Chapman-Enskog

velocity distribution), the result of taking the zeroth, first, and second moments of the

Boltzmann equation are the well known Navier-Stokes equations [8, 28]. Therefore,

64



the Navier-Stokes equations provide the conventional mathematical model of a gas as

a continuum. This work uses CFD techniques to solve the Navier-Stokes equations.

The NS equations become unsuitable for studying rarefied flows with finite Knudsen

numbers where the distribution function, especially in shock waves, becomes strongly

non-equilibrium. The 2D Navier-Stokes equations can be written as [73]:

∂Ũ

∂t
+
∂F̃

∂x
+
∂G̃

∂y
= 0 (4.1)

where Ũ is the vector of state quantities and F̃ , G̃ are the flux vectors.

Ũ =



ρ

ρu

ρv

ρE



F̃ =



ρu

p+ ρu2 − τxx

ρuv − τxy

ρuH − (τxxu+ τxyv) + qx



G̃ =



ρv

ρuv − τyx

p+ ρv2 − τyy

ρvH − (τyyv + τyxu) + qy
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where H = E + p/ρ, the viscous stresses, τ , are modeled assuming a Newtonian fluid

using Stokes’s hypothesis as [73]:

τxx = 2µ

[
∂u

∂x
− 1

3
∇ · ~V

]
τyy = 2µ

[
∂v

∂y
− 1

3
∇ · ~V

]
τyy = 2µ

[
∂u

∂y
− ∂v

∂x

]
(4.2)

where ~V is the bulk fluid velocity vector, µ is the coefficient of viscosity, q is the heat

flux term which are modeled by Fourier’s law as [73]:

qx = −k∂T
∂x

qy = −k∂T
∂y

(4.3)

where k is the thermal conductivity which is determined from Eucken’s relation as [70]:

k = µ

(
5

2
Ctra
V + Crot

V

)
(4.4)

where Ctra
V = 3

2
Rgas and Crot

V = Rgas are the translational and rotational contributions

to the specific heat of the gas at constant volume. Equations (4.1) to (4.2) are closed

using the perfect gas equation of state,

p = ρRgasT (4.5)

The Navier-Stokes equations are solved using the Michigan Aerothermodynamics

Navier-Stokes (LeMANS) solver [56, 57]. LeMANS solves the laminar, compressible,

Navier-Stokes equations using a finite volume method. LeMANS is able to simulate

2D, axi-symmetric and 3D flows on parallel computing architectures. Time integra-

tion of the governing equations uses a point-implicit method [55].
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4.2 Initialization of the LD-DSMC Hybrid Simulation

A CFD-DSMC hybrid simulation starts its calculation from an initial CFD solu-

tion that provides the starting domain decomposition. By comparison, the LD-DSMC

hybrid approach currently relies on a very expensive initial DSMC simulation to pro-

vide prediction of continuum breakdown. It means the whole computational domain

is simulated by standard expensive DSMC until a first continuum breakdown can be

evaluated. For the hypersonic flow studied here, the pure LD method is numerically

unstable, so it does not provide a reliable way to initialize the computational domain.

When a multiscale flow is simulated only with the DSMC method, the continuum re-

gions will have many particles and collisions per cell. This is computationally expen-

sive. Generally, several thousand steps are required until a first continuum breakdown

evaluation can be performed. After initial continuum breakdown, the LD method is

used for continuum cells and DSMC is used elsewhere. A more efficient way to oper-

ate the LD-DSMC hybrid method is to use the LD method in continuum regions from

the startup of the simulation. To do this, an initial domain decomposition is needed

and a CFD simulation is used to obtain it. CFD is not an adequate method to ana-

lyze multiscale flow which includes both equilibrium and nonequilibrium flow regions.

However, it may provide the continuum regions correctly and give an approximate

domain decomposition. The concept of initialization of various hybrid simulations is

shown in Figure 4.1.

From the CFD solution, the domain is decomposed based on the gradient length

local Knudsen number, KnGLL,max, which is explained in Equation 3.2. The local

mean free path is calculated using the macroscopic properties in each cell as:

λ =
2 (5− 2ω) (7− 2ω)

15

√
m

2πkT

(
µ

ρ

)
(4.6)

where µ is the local viscosity computed using Equation (2.8). 0.05 is the reference
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Figure 4.1: Concept of simulation procedures.

value of KnGLL,max used to classify continuum or non-continuum cells. Regions for

which KnGLL,max is larger than 0.05 are assigned as a DSMC domain, and all other

regions are assigned as LD domains. In the DSMC domain, a conventional CFD cell

may be too large to satisfy the DSMC guideline that the cell size should be smaller

than the mean free path. After LD/DSMC domain decomposition based on the CFD

solution, therefore, the DSMC cells may need to be refined.

4.3 Mesh Refinement

After LD/DSMC domain decomposition, every quadrilateral CFD cell is classified

as a DSMC or LD cell. Within the DSMC domains, the non-continuum cell-centered

value of mean free path, λ, is compared to the length of each cell face in order to

determine the refinement required in each cell of the initial CFD mesh. The mesh

refinement restricts the cell size to λ in the direction of the flow gradient while 4λ
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Figure 4.2: Mesh refinement procedure for each DSMC cell.

is allowed in the direction normal to the flow gradient. Figure 4.2 shows the mesh

refinement according to the direction of the gradient [58].

The refinement factor, rf , of each cell face is calculated as:

rf =

⌊
lf ×

[
Fλ

(
3

∣∣∣∣n̂f · ∇Q|∇Q|
∣∣∣∣+ 1

)]−1
⌋

(4.7)

where lf is the length of the cell face, ∇Q
|∇Q| is the unit gradient vector, and the dot

product determines the alignment of the cell face with the direction of the gradient.

For consistency with continuum breakdown, Q is calculated with the same flow quan-

tities ρ, Ttra, or |V | which are used for domain decomposition in Equation 3.2. F is

the scaling factor used as a multiple of the local mean free path, λ. bc rounds to the

nearest integer. Each non-continuum quadrilateral cell has two refinement factors,

r1, r2, and the opposite faces should have the same refinement factor. Due to the fact

that each cell face borders with another cell, the refinement factors must be consistent

with the refinement in each neighboring cell.

Figure 4.3 shows a conceptual procedure of cell refinement. From the initial CFD

structured grid, the cells are classified as continuum (LD) or non-continuum (DSMC)

cells. Then, the DSMC cells are refined to satisfy DSMC guidelines. LD cells are left
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Figure 4.3: Procedure of cell refinement.

without refinement. After the cell refinement in the DSMC cells, connection cells are

needed to connect to the LD cells. The connection cells consist of triangular cells,

and the number of triangular cells in each connection cell depends on the refinement

factor of the border face of the DSMC cell. The connection cell may have from 1 to

3 border faces. If the connection cell has 4 border faces, it automatically belongs to

a DSMC region. The refinement of connection cells is depicted in Figure 4.4. The

connection cells are assigned as LD cells.

Figure 4.5 shows the refined mesh for a LD-DSMC hybrid simulation. The region

near the bow shock belongs to the non-continuum region, and it is refined to small cells

while continuum regions are left as the initial LD cells. The cell refinement is based on

the Navier-Stokes solution that cannot give an exact solution for the non-equilibrium

region. So, during the hybrid LD-DSMC simulation, domain decomposition is re-

evaluated periodically until a steady state is reached. Figure 4.6 shows an example of

the initial domain decomposition based on CFD and the final domain decomposition

based on LD-DSMC.
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Figure 4.4: Connection cells between DSMC and LD.
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Figure 4.5: Refined mesh for the LD-DSMC hybrid simulation.

(a) Initial domain decomposition based on CFD. (b) Final domain decomposition based on LD-
DSMC.

Figure 4.6: Initial and final domain decomposition when the LD-DSMC hybrid sim-
ulation is initialized with CFD.
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CHAPTER V

Application to Hypersonic Blunt Body Flows

As mentioned in the motivation, the LD-DSMC hybrid scheme is useful to ana-

lyze multiscale flows involving a wide range of Knudsen number. In this chapter, the

LD-DSMC hybrid method is used to analyze flows around hypersonic blunt bodies.

The LD method is used in continuum flowfield regions and the DSMC method is em-

ployed in nonequilibrium regions. The ultimate goal of this chapter is to validate the

LD-DSMC hybrid method. First, the hypersonic flow over a sphere is simulated using

standard DSMC, CFD, and the LD-DSMC hybrid method. The LD-DSMC results

are compared with DSMC as well as CFD. The hybrid simulation is performed using a

modified version of the DSMC code MONACO [11], and CFD flow simulation is per-

formed using the LeMANS code developed at the University of Michigan [55]. Next,

the hypersonic entry flow over the Mars Pathfinder (MPF) is simulated. The numer-

ical sensitivities of the LD-DSMC hybrid method are discussed. Finally, LD-DSMC

initialized with a Navier-Stokes solution is validated for hypersonic flow over the

sphere. The results are compared with the conventional LD-DSMC hybrid method,

and computational efficiency is discussed.
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5.1 Hypersonic Flow over a Sphere

Standard DSMC, LD-DSMC, and CFD calculations are performed for pure ni-

trogen hypersonic flow over a 12 inch diameter sphere including the wake region.

The purpose of this study is to validate the LD-DSMC method by comparing it to

two other methods. Flowfield contours, and surface properties are used to validate

the LD-DSMC method. Profiles of flow properties along extracted lines and wake

rarefaction effects are also discussed.

5.1.1 Flow Conditions and Grid Configurations

Kn∞ Mass Density [Kg/m3] Number Density [particles/m3] Mean Free Path [m]

0.002 9.875 × 10−5 2.214 × 1021 6.096 × 10−4

Table 5.1: Simulation flow properties for N2 hypersonic flow over a sphere.

Nitrogen flow over a 12 inch diameter sphere at Mach number 10 is studied. The

free stream temperature is 200 K giving a free stream velocity of 2880 m/s. The

surface of the sphere has a fixed temperature of 500 K. The mass density, number

density and mean free path are given in Table 5.1. The Knudsen number is calculated

using the sphere diameter as the characteristic length and the hard sphere model is

used to determine the mean free path. For both standard DSMC and the LD-DSMC

simulations, the same physical models are employed. Molecular collisions are simu-

lated using the variable hard sphere (VHS) model with a reference temperature of 273

K and a viscosity temperature exponent of 0.75. The no-time-counter (NTC) scheme

of Bird is used to select DSMC collision pairs during each time step. Translational-

rotational energy exchange during simulated DSMC collisions is determined using

the Larsen Borgnakke statistical model along with the total collision energy model of

Boyd [10, 64]. The current solutions are obtained without chemical reactions.
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Cases Total cells Representative method according to the regimes
Continuum Non-continuum

Standard DSMC 1,1071,858 DSMC DSMC
CFD,slip 100,000 CFD CFD

LD-DSMC 234,256 LD DSMC

Table 5.2: Simulation cases of N2 hypersonic flow over a sphere.

A hybrid mesh is used in which a structured grid is employed along the fore body

surface while an unstructured grid is used elsewhere in the flow field (Figure 5.1). For

the structured grid, cell stretching is employed to provide enough particles per cell

near the stagnation point. This is a useful technique in axisymmetric simulations,

where it is often difficult to achieve a sufficiently large number of particles per cell

near the axis.

5.1.2 Comparing DSMC, LD-DSMC, and CFD

Three simulations are performed: (1) a standard DSMC simulation, (2) a CFD

simulation solving the Navier-Stokes equations; and (3) a LD-DSMC simulation. The

simulation cases are summarized in Table 5.2

At LD-DSMC simulation startup, the entire flow field is assigned to the DSMC

domain. A continuum breakdown parameter based on density, temperature and ve-

locity gradients is then periodically evaluated in all cells within the computational

grid. Breakdown parameter values are compared with a cutoff value to determine

whether each cell should be assigned to DSMC or LD domains; when the parameter

value is larger than 0.05 in a given cell, continuum breakdown is assumed and the

cell is assigned to the DSMC domain.

Figure 5.2 shows continuum breakdown domain boundaries based on the maximum

gradient length Knudsen number, KnGLL,max, from Equation (3.2). The upper half

is from DSMC and the lower half is from the LD-DSMC hybrid simulation. The LD

domain includes near-equilibrium regions in the freestream and aftershock, whereas
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the DSMC domain comprises the remaining portions of the bow shock and wake

where a high degree of nonequilibrium is observed. The initially designated cells are

extended using a smoothing procedure and extra cells are employed to manipulate

domain boundaries.

Figures 5.3 and Figures 5.4 show the velocity contours from DSMC, LD-DSMC

hybrid, and CFD. Streamlines show generally expected trends with bending at the

shock front. The flow separates from the rear surface, and a wake forms. In Fig-

ures 5.3, the upper half is simulated by the standard DSMC scheme and the lower

half is simulated by the LD-DSMC hybrid method. Very good agreement is observed

between standard DSMC and the LD-DSMC hybrid results. For example, the shock

standoff distance and shock shapes are nearly identical in the solutions. In the hy-

brid method, the detached bow shock is simulated in the DSMC domain, and the

boundary layer near the sphere surface is also assigned to DSMC. The flow in the

wake of a hypersonic blunt body involves highly rarefied conditions, so this region

is also assigned as a DSMC domain. The freestream and high density post shock

regions are assigned to the LD domain. In Figures 5.4, the upper half is simulated

by the LD-DSMC hybrid method and the lower half is simulated by CFD with slip

boundary condition. Generally, since DSMC is a particle method with accuracy in

both the continuum and the rarefied regimes, it is assumed in this study that the

DSMC result is the most accurate. At the global Knudsen number of 0.002, the flow

is expected to be well within the continuum regime. Therefore, CFD should have no

problem to accurately simulate this flow. This is verified by Figures 5.4 especially

near the forebody.

The wake stagnation point for axisymmetric flows is the location along the wake

symmetry axis where the velocity is zero. The effect of rarefaction on the location of

the wake stagnation point is shown in Figures 5.5. Two arrows indicate the size of the

recirculation region for DSMC, LD-DSMC and CFD. The recirculation region exists
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Figure 5.2: Contours of maximum gradient length local Knudsen number, KnGLL,max,
and domain decomposition region (upper: DSMC, lower: LD-DSMC hy-
brid).
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Figure 5.5: Velocity profiles along the wake axis (black solid line: DSMC, red solid
line: LD-DSMC, green dash line: CFD, slip).

between 0.3014m and 0.4433m, and all 3 cases have almost the same recirculation

size. This implies that there exists a large stable vortex behind the sphere at Mach

10 and Knudsen number 0.002 flow conditions. However, CFD may be inaccurate in

the wake where a highly rarefied region exists. To see this, the effect of rarefaction

on wake structure will be discussed later.

Pressure contours are shown in Figure 5.6. Figure 5.6(a) represents results from

the DSMC simulation and LD-DSMC. Throughout the entire computational domain,

the two simulations are nearly indistinguishable within the resolution of the figure.

Figure 5.6(b) represents results from the LD-DSMC simulation and CFD. Distinct

differences are observed in the wake region. In Figure 5.7, mass density contours for

the overall the computational domain are compared. A narrow region of increased

density along the shock is observed, arising from post-shock compression. For the

DSMC and LD-DSMC solutions, shown in Figure 5.7(a), very good agreement is

observed. On the other hand, Figure 5.7(b) shows density contours of LD-DSMC and

CFD. Differences are observed, especially in the wake region.
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(a) upper: DSMC, lower: LD-DSMC. (b) upper: LD-DSMC, lower: CFD.

Figure 5.6: Pressure contours of N2 hypersonic flow over a sphere [Pa].

(a) upper:DSMC, lower:LD-DSMC. (b) upper:LD-DSMC, lower:CFD.

Figure 5.7: Density contours of N2 hypersonic flow over a sphere [kg/m3].
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Figure 5.8: Selected contours of nondimensional density from the LD-DSMC simula-
tion.

To see the effects of rarefaction in the wake, normalized density is shown in Fig-

ures 5.8 and 5.9. Normalized density contours (Figure 5.8) show evidence of a weak

wake shock. Figure 5.9 presents radial profiles for normalized density at three axial

locations: location a (Z=0.1524m) corresponds to the maximum radial dimension of

the sphere, location b (Z=0.2286m) is on the afterbody, and location c (Z=0.35m) is

in the near wake. The near wake region is shadowed by the forebody (R/RB < 1.0)

and the density is generally less than 50% of the freestream value at locations b and

c. The results from DSMC and LD-DSMC are almost identical while the CFD results

cannot perfectly capture the gradient in the bow shock. CFD predicts a wider shock

and less peaked density.

Contours of translational and rotational temperatures are shown in Figure 5.10.

Rotational temperature is presented to demonstrate the presence of rotational-translational

nonequilibrium. Very good overall agreement is obtained between the standard DSMC
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Figure 5.9: Non-dimensional density profiles of DSMC, LD-DSMC and CFD results
at the wake region.

and LD-DSMC results for the translational and rotational temperature contours, as

shown in Figures 5.10(a) and 5.10(c) while the CFD rotational temperatures are no-

ticeably different in the wake. Within this region, the translational temperature of

CFD is underestimated near the wake stagnation line. The disagreement of the rota-

tional temperature between LD-DSMC and CFD stands out in the wake region where

the continuum assumption breaks down.

Figure 5.11 presents a comparison of radial profiles for translational temperature

at three axial locations of the after body. These are the same locations used with

Figure 5.9. Radial translational temperature profiles show good agreement between

DSMC and LD-DSMC, as expected. CFD profiles show the same trends as Figure 5.9.

The bow shock is too wide and a noticeable difference is observed in location c of the

wake region. This discrepancy clearly indicates that the Navier-Stokes formulation

becomes inaccurate in the wake, where the flow is very rarefied.

Figure 5.12 shows comparisons of translational, rotational, and vibrational tem-

peratures in the wake. When the flow meets the shock, both the translational and

rotational temperatures suddenly increase while the vibrational temperature stays

near zero. Translational-rotational equilibrium is reached in the bow shock, where
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(a) Translational temperature (upper:DSMC,
lower:LD-DSMC).

(b) Translational temperature (upper:LD-DSMC,
lower:CFD).

(c) Rotational temperature (upper:DSMC,
lower:LD-DSMC).

(d) Rotational temperature (upper:LD-DSMC,
lower:CFD).

Figure 5.10: Temperature contours of N2 hypersonic flow over a sphere [K].
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Figure 5.11: Translational temperature profiles of DSMC, LD-DSMC and CFD re-
sults near the wake region.

the intermolecular collision frequency is sufficiently high to prevent any significant ro-

tational temperature lag. On the other hand, the flow is in a state of weak thermal-

nonequilibrium near the wake. The local maximum translational temperature ap-

proaches 4700 K. For this flow condition, the vibrational energy mode of N2 is not

fully excited. It is shown as the green lines in Figures 5.12(a) and 5.12(b).

Figure 5.13(a) shows contours of the number of particle per cell and Figure 5.13(b)

shows contours of weight scaling factor. For DSMC, constant weight scaling factor

bands are used while adaptive weight scaling factors are used in the LD-DSMC hybrid

simulation. This procedure is explained in Chapter 3.4.2. Based on the adaptive

weight scaling factors, the number of particles per cell is effectively retained around

30 over most of the computational domain.

The high temperature region is focused near the forebody which has a more severe

flow condition. This region is considered as key to the design of an effective and

survivable entry probe. Since the physical properties are most severe at the stagnation

point, it is useful to investigate the profiles along the stagnation streamline. Profiles

of the temperature, bulk velocity and mass density along the stagnation streamline

are shown in Figure 5.14. The vertical dotted line denotes the boundaries of the
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(a) Wake temperature profiles of DSMC

(b) Wake temperature profiles of LD-DSMC

(c) Wake temperature profiles of CFD

Figure 5.12: Vertical temperature profiles in the wake.
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(a) Number of particles per cell (upper: DSMC,
lower: LD-DSMC).

(b) Wieght scaling factor (upper: DSMC, lower:
LD-DSMC).

Figure 5.13: Number of particles per cell and weight scaling factor.

LD and DSMC regions. As expected, the DSMC domain of the hybrid simulation

includes high gradient regions within the shock and near the sphere surface. Excellent

agreement is obtained between the DSMC and LD-DSMC simulations, while CFD

cannot perfectly capture the strong gradient in the bow shock. The shock is predicted

to be slightly thicker in the DSMC and LD-DSMC solutions in comparison to CFD,

and the CFD solution predicts a lower peak translational temperature in the shock.

Figures 5.15 and 5.16 show profiles of temperature, bulk velocity and mass density

along lines inclined at 60◦ and 120◦ from the freestream direction. Similar to the

profiles along the stagnation line, the DSMC and LD-DSMC results agree well while

the CFD results have significant discrepancies.

Accurate prediction of surface properties is often the most important aspect of

these types of computations for hypersonic vehicle design. Figure 5.17 shows profiles

along the sphere surface of heat flux and pressure, respectively. Black and red solid

lines represent DSMC and LD-DSMC, respectively, and dotted lines denote CFD

results. The maximum gradient length local Knudsen number, KnGLL,max, is also

shown along the sphere surface. After 90 degrees, KnGLL,max increases, which means
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(a) Profiles of temperatures along the stagnation line.

(b) Profiles of bulk velocity and mass density along the stag-
nation line.

Figure 5.14: Profiles along the stagnation line: black solid and red solid lines represent
DSMC and LD-DSMC hybrid results, respectively. Dotted green lines
denote CFD results.
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(a) Profiles of temperatures along an extraction line inclined
60◦ from the freestream direction.

(b) Profiles of bulk velocity and mass density along an extrac-
tion line inclined 60◦ from the freestream direction.

Figure 5.15: Profiles along an extraction line inclined 60◦ from the freestream direc-
tion: black solid and red solid lines represent DSMC and LD-DSMC
hybrid results, respectively. Dotted green lines denote CFD results.
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(a) Profiles of temperatures along an extraction line inclined
120◦ from the freestream direction.

(b) Profiles of bulk velocity and mass density along an extrac-
tion line inclined 120◦ from the freestream direction.

Figure 5.16: Profiles along an extraction line inclined 120◦ from the freestream di-
rection: black solid and red solid lines represent DSMC and LD-DSMC
hybrid results, respectively. Dotted green lines denote CFD results.
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continuum breakdown occurs. The CFD results show obvious differences where the

continuum assumption fails, i.e. in the low-density recirculation region. The DSMC

and the LD-DSMC hybrid methods show excellent agreement. The heat flux results

contain scatter near the stagnation point. To reduce the statistical noise, the stag-

nation point heat flux is averaged over the first ten cells along the surface. The

stagnation point heat transfer coefficient and total drag coefficient are calculated

according to Equations (5.1).

CD =
2D

ρV 2
∞S

CH =
2q

ρV 3
∞

(5.1)

In Table 5.3, peak heating, heat flux coefficient, total drag, and drag coefficients

are compared. The LD-DSMC hybrid method agrees with DSMC to within 5%. In

general, the use of a cutoff value of the continuum breakdown parameter of 0.05 aims

to provide agreement between DSMC and the Navier-Stokes equations to within 5%,

so the level of agreement achieved here is considered more than acceptable.

Standard DSMC LD-DSMC hybrid CFD, slip

q, W/m2 115000 116000 (0.862%) 113000 (-1.74%)
CH 0.0974 0.0976 (0.205%) 0.0951 (-2.36%)

Drag, N 29.0 29.0 (0.00%) 28.9 (-0.345%)
CD 0.968 0.967 (-0.103%) 0.965 (-0.310%)

Table 5.3: Comparison of surface properties.

Figure 5.18 shows percent errors of the LD-DSMC and CFD solutions in compari-

son to DSMC along the surface. As mentioned above, the DSMC result is considered

the most accurate and CFD (Navier-Stokes formulation) becomes inaccurate in the

wake where the flow is very rarefied which explains the significant differences (30%) in

those results. The LD-DSMC hybrid simulation agrees with standard DSMC within
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(a) Heat flux to the surface and KnGLLMax.

(b) Surface pressure and KnGLLMax.

Figure 5.17: Profiles along the sphere surface from DSMC, LD-DSMC, and CFD.
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(a) Error comparison of heat flux to the surface. (b) Error comparison of surface pressure.

Figure 5.18: Error comparisons of DSMC, LD-DSMC, and CFD for surface properties
of N2 hypersonic flow over a sphere.

the target error limit of 5%.

5.1.3 Study of Viscous Effects in the LD region

In Chapter 3.3.1, a viscous modification of the LD method is discussed. A finite

volume discretization of the viscous term in the compressible Navier-Stokes equations

is integrated into the LD particle method procedures, so that the method may be

applied to low Knudsen number flows that include boundary layers, or other regions

involving large transverse gradients. In this Chapter, the results of the LD-DSMC

hybrid simulation which does not consider the viscous effects is compared to ascertain

the importance of the viscous modification.

Figures 5.19 and 5.20 show the mass density, and translational and rotational tem-

perature contours. The upper half is simulated with the standard LD-DSMC hybrid

method, and the lower half is simulated with the LD-DSMC hybrid method ignor-

ing the viscous effect. Significant differences are observed in the wake region. The

discrepancy is detailed in profiles along several extraction lines in Figures 5.21, 5.22,

and 5.23.
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Figure 5.21 shows profiles along the stagnation line. Differences are observed

in the LD region after the shock. The difference extends to the boundary layer

where the DSMC method is designated as the simulation method. In these results,

some disagreement is observed between the translational and rotational temperature

profiles from the two simulations near the downstream edge of the shock, with a

particularly large discrepancy in the post-shock LD region (Figure 5.21(a)). These

differences may be related to viscous transport calculations in the LD method. Also,

the differences are significant in bulk velocity but mass density still agrees quite well

(Figure 5.21(b)). Generally, mass density is a less sensitive variable in the sampling

process.

Figures 5.22 and 5.23 show profiles along extraction lines inclined at 60◦ and

120◦ from the freestream direction, respectively. Differences are observed near the

LD/DSMC domain boundaries and they are perpetuated into the DSMC region.

When the viscous effect is not considered in the LD region, the discrepancy affects the

flow where the DSMC method is designated as the simulation method. Figures 5.24(a)

and 5.24(b) show profiles along the sphere surface. Significant differences are observed

in the heat flux to the surface while surface pressures agree quite well. The errors are

compared in Figures 5.24(c) and 5.24(d). The differences are higher than the target

error limit, 5%, and reach levels as high as 18%.
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Figure 5.19: Density contours from LD-DSMC with and without viscous effects
[kg/m3].

(a) Translational temperature. (b) Rotational temperature.

Figure 5.20: Temperature contours with and without viscous effects [K].
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(a) Profiles of temperature along the stagnation
line.

(b) Profiles of bulk velocity and mass density along
the stagnation line.

Figure 5.21: Profiles along the stagnation line: black line represents DSMC, green
and red lines represent LD-DSMC with and without viscous effects, re-
spectively.
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(a) Profiles of temperatures along an extraction line
inclined 60◦ from the freestream direction.

(b) Profiles of bulk velocity and mass density along
an extraction line inclined 60◦ from the freestream
direction.

Figure 5.22: Profiles along an extraction line inclined 60◦ from the freestream direc-
tion: black line represents DSMC, green and red lines represent LD-
DSMC with and without viscous effects, respectively.

(a) Profiles of temperatures along an extraction line
inclined 120◦ from the freestream direction.

(b) Profiles of bulk velocity and mass density along
an extraction line inclined 120◦ from the freestream
direction.

Figure 5.23: Profiles along an extraction line inclined 120◦ from the freestream di-
rection: black line represents DSMC, green and red lines represent LD-
DSMC with and without viscous effects, respectively.
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(a) Heat flux to the surface. (b) Surface pressure.

(c) Error comparison of heat flux to the surface (d) Error comparison of surface pressure

Figure 5.24: Profiles along the sphere surface and error comparisons of LD-DSMC
when the viscous effect is not considered in the LD region.
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5.1.4 Computational Performance

In Reference [37], the computational performance of the LD-DSMC hybrid method

is discussed. The hybrid method does not show any computational expense reduction

over simulations performed using standard DSMC on the same mesh. Therefore, the

hybrid simulation is performed on a coarser mesh that provides grid independence in

the LD calculations, but is considerably less refined than necessary to meet DSMC

guidelines to reduce the computational expense. During collision selection routines as

part of DSMC calculations, each cell in the DSMC domain is divided into a number of

subcells, with subcell dimensions set to approximately half the local mean free path.

A coarser mesh (total number of cells: 234,256) is employed for the hybrid LD-

DSMC calculation while a denser mesh (total number of cells: 1,071,858) is employed

for the standard DSMC calculation. The enlarged cells do not violate any underlying

approximations in the LD method, and can satisfy DSMC guidelines through the use

of sub-cells.

Generally, the total number of particles is one of the main factors affecting the

computational performance. In DSMC, with an adaptive weight scaling factor, each

cell is controlled to have between 20 and 30 particles by updating the weight scaling

factor. The total number of particles is 16 M and 73 M for LD-DSMC and DSMC,

respectively.

The DSMC and LD-DSMC simulations are considered to have reached steady-

state when the total number of simulation particles no longer varies appreciably. In

Standard DSMC LD-DSMC hybrid CFD, slip

Total number of cells 1,071,858 234,256 100,000
Total number of particles 73 M 16 M

Total CPU hours 1880 hours 1520 hours 320 hours
Relative cost 1 0.8 0.2

Table 5.4: Computational efficiency study of DSMC, LD-DSMC, and CFD for the
sphere case
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this way, steady state is found to occur after 150,000 time steps and the simulation is

then continued to build up a large sample size for an additional 150,000 time steps.

All simulations are performed in parallel on a cluster at the University of Michi-

gan. The LD-DSMC hybrid method shows computational expense reduction over

simulations performed using standard DSMC. Total simulation times are approxi-

mately 1880 hours for the standard DSMC (Table 5.4). The computational cost of

the LD-DSMC simulation is about 1520 hours; this is 20% less than the standard

DSMC calculation. CFD requires about one quarter of the cost of LD-DSMC.

5.2 Hypersonic Flow over a Mars Entry Spacecraft

Standard DSMC and the LD-DSMC calculations are performed for carbon-dioxide

hypersonic flow over the Mars Pathfinder entry capsule. The purpose of this study

is to investigate the numerical sensitivity of the LD-DSMC hybrid simulation. First,

the hybrid results are compared with standard DSMC, then, the sensitive numerical

factors are discussed.

5.2.1 Flow Conditions and Grid Configurations

The Mars Pathfinder (MPF) configuration and dimensions as used in the current

calculations are given in Figure 5.25. The freestream conditions listed in Table 1.1

were generated for a nominal entry trajectory. The atmospheric entry is initiated at

130 km with a relative velocity of 7460 m/s. The degree of rarefaction is expressed

in terms of the overall freestream Knudsen number, Kn∞. The atmosphere of Mars

consists of about 95% carbon dioxide, 3% nitrogen, 1.6% argon and contains traces

of oxygen and water. The flow is simplified as 100% carbon dioxide and the compu-

tations are performed at 65 km altitude where the Knudsen number is 1.96×10−3.

The free stream temperature is 137 K, and the free stream velocity is 7450 m/s.

Molecular collisions are simulated using the variable hard sphere (VHS) molecular
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Figure 5.25: Mars Pathfinder configuration (dimensions in meter) [46].

model [8]. Energy exchange between kinetic and internal modes is controlled by the

Larsen-Borgnakke statistical model [10]. The solutions are obtained without chemical

reactions and parameters used to define the VHS model are a reference temperature

273 K and a viscosity temperature exponent of 0.93 [8]. The surface boundary condi-

tions assume the gas surface interaction to be diffuse with full thermal accommodation

to a specified surface temperature, 1100 K.

The MPF capsule has a 70.1◦ spherically blunted forebody followed by a 46.6◦

conical afterbody within a maximum diameter of 2.65 m. Because of Pathfinder’s aft

center-of-gravity location, it is statically unstable for the free molecular and much of

the transitional flow regime, that is, the flow regime bounded by free molecular and

continuum flow [46]. The configuration of MPF is detailed in Figure 5.25.

The computational domain for the simulation is extended to a location 3.5m

downstream of the nose of the MPF. The computational mesh used to obtain the

DSMC solution consists of 815,428 quadrilateral and triangular cells while 205,700

cells are used to obtain the LD-DSMC hybrid solutions. For both DSMC and the LD-

DSMC hybrid scheme, a hybrid mesh is used in which a structured grid is employed

along the forebody surface while an unstructured grid is used everywhere else in the

flow field (Figure 5.26).
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Figure 5.27: Maximum gradient length local Knudsen number, KnGLL,max, and do-
main decomposition region contours.

5.2.2 Comparing DSMC and LD-DSMC simulations

Figure 5.27 shows the continuum breakdown domain boundaries based on the

maximum gradient length Knudsen number, KnGLL,max. The DSMC region is as-

signed when the KnGLL,max is larger than the cutoff value of 0.05, while elsewhere is

assigned as LD. As expected, the DSMC domain includes the bow shock region and

the wake where a high degree of nonequilibrium is observed.

Figure 5.28 shows the velocity and mass density contours from DSMC and LD-

DSMC. The upper half is simulated by standard DSMC and lower half is simulated

by LD-DSMC. Good agreement is observed, especially in shock standoff distance

and shock shapes. Figure 5.29 presents radial profiles for non-dimensional density at

three axial locations: location a (Z = 0.4820 m) corresponds to the maximum radial

dimension of the probe, location b (Z = 1.0 m) is on the afterbody, and location

c (Z = 2.5 m) is in the near wake. Under rarefied flow conditions, the flow in the
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(a) Velocity contours (m/s). (b) Mass density contours (Kg/m3).

Figure 5.28: Flowfield properties over the Mars Pathfinder.

wake of blunt bodies is even more rarefied than the rest of the flowfield. The impact

of rarefaction is observed, for example, the density is generally less than 50% of the

freestream value at locations b and c.

Figure 5.30 shows contours of translational and rotational temperature from DSMC

and LD-DSMC. Good agreement is observed in the forebody while slight differences

are observed in the wake. Comparisons of results for temperature in the wake are

shown in Figure 5.31(a). The radial translational temperature profiles show good

agreement between the DSMC and LD-DSMC results. The agreement becomes less

favorable at location c although it still lies within acceptable errors. Comparisons

of translational, rotational, and vibrational temperatures in the wake are shown in

Figures 5.31(b) and 5.31(c). It can be seen from these figures that the flow is in a

highly thermal-nonequilibrium state. Also, the temperature jump is significant along

the afterbody surface.

Figure 5.32 shows profiles of the temperature, bulk velocity and mass density along

the stagnation streamline. The vertical dotted lines are the boundaries of the LD and

DSMC regions. As expected, the DSMC domain of the hybrid simulation includes
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Figure 5.29: Non-dimensional density profiles of DSMC and LD-DSMC results at the
wake region.

(a) Translational temperature contours. (b) Rotational temperature contours.

Figure 5.30: Temperature contours [K].

106



(a) Translational temperature profiles of DSMC and LD-DSMC.

(b) Wake temperature profiles of DSMC.

(c) Wake temperature profiles of LD-DSMC.

Figure 5.31: Vertical temperature profiles in the near wake.
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(a) Profiles of temperatures along the stagnation
line.

(b) Profiles of bulk velocity and mass density along
the stagnation line.

Figure 5.32: Profiles along the stagnation line: black and red lines represent DSMC
and LD-DSMC hybrid results, respectively.

high gradient regions within the shock, near the MPF surface, and in the highly

rarefied region within the wake. Good agreement is observed in the mass density and

bulk velocity while acceptable differences are observed in the temperatures.

Figure 5.33(a) presents profiles of heat flux and pressure along the MPF surface.

Both the stagnation-point heating rate and heating rate coefficient, CH , values are

listed in Table 5.5. The heat flux to the surface peaks at 418 kW/m2 on the forebody,

and then decreases down to 4.4 kW/m2 at the location Z=0.5478 m, which is just

beyond location F in Figure 5.25. The aerothermal loads along the afterbody are quite

small compared to the forebody. For example, the maximum heating rate adjacent to

location D is just 10.8 % of the forebody stagnation point value. Along the afterbody

base plane, the maximum heating is near location G, having a value of 1.9 % of

the forebody stagnation point value. The surface pressure distribution is shown in

the Figure 5.33(b) and both the total drag and total drag coefficient, CD, values are

listed in Table 5.5. The profile is similar to that for the heat flux. It stays at about

400 N/m2 along the forebody then rapidly decreases to 6 N/m2 at location F. In
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Figure 5.33, good agreement is observed between the DSMC and LD-DSMC profiles

within the error limit, 5%. The error is compared at 5 locations in Figure 5.33(c).

Standard DSMC LD-DSMC hybrid

q, W/m2 4.19×105 4.13×105

CH 0.255 0.251 (1.57%)
Drag, N 1.97×103 1.92×103

CD 1.62 1.58 (2.47%)

Table 5.5: CH at the stagnation point, and CD over the Mars Pathfinder.

Table 5.6 shows the computational times of DSMC and LD-DSMC for Mars

Pathfinder. All simulations are performed in parallel on 24 processors in a clus-

ter at the University of Michigan. The hybrid simulation is performed on a coarser

mesh that provides grid independence in LD calculations, but is considerably less

refined than necessary to meet DSMC guidelines. The LD-DSMC hybrid method is

a factor of 2 faster than standard DSMC.

Standard DSMC LD-DSMC hybrid

Total number of cells 815,428 205,700
Total number of particles 35 M 9 M

Total CPU hours 2283 hours 1128 hours
Relative cost 1 0.5

Table 5.6: Computational efficiency study of DSMC and LD-DSMC for the Mars
Pathfinder.

5.2.3 Sensitivity of LD-DSMC to Numerical Parameters

The LD-DSMC hybrid simulation is very sensitive to several numerical parame-

ters. The numerical parameters affecting the LD-DSMC hybrid simulation are clas-

sified as (1) relaxation factor for DSMC buffer cell properties, (2) factors which de-

termine the domain size, and (3) Courant number.
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(a) Heat flux to the surface. (b) Surface pressure.

(c) Error comparison of DSMC and LD-DSMC

Figure 5.33: Profiles along the MPF surface.
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Relaxation factor for DSMC buffer cell properties

In Chapter 3.2.1, the flow properties in buffer cells are discussed. In Equa-

tion (3.5), the relaxation factor, θ, is used for the DSMC buffer cell properties. For

larger θ, the time lag in averaged values is reduced, but the scatter associated with

instantaneous fluctuations in cell averaged quantities increases. The LD-DSMC hy-

brid simulation crashes when θ is too large. Usually, a value smaller than 0.01 is used

but it needs to be decreased when the flow conditions are severe or the simulation

crashes. In the MPF case presented in section 5.2.2, 0.001 is used as the relaxation

factor for DSMC buffer cell properties.

Parameters affecting the domain boundaries

Based on KnGLL,max, the LD/DSMC domain boundaries are determined. First,

the region where KnGLL,max is larger than 0.05 is assigned to DSMC, and all other

regions are assigned to LD. Then, several iterations of a smoothing procedure are per-

formed. Finally, domain boundaries are determined based on two input parameters:

‘number of extra LD cells within the continuum breakdown region’ and ‘number of

extra DSMC cells beyond the continuum breakdown region’. Figure 5.34 shows an

example of determining a domain boundary based on continuum breakdown. When

the number of extra DSMC cells beyond the continuum breakdown region is 3, and

the number of extra LD cells within the continuum breakdown region is 2, the con-

tinuum region is extended by 2 cells in all directions and then the DSMC region is

extended by 5 cells.

Figure 5.27 shows almost identical contours between predicted continuum break-

down boundaries and the actual domain boundaries. In this simulation, 3 is used

for both DSMC and LD extra cells. Meanwhile, Figure 5.2 shows obvious differences

between the predicted continuum breakdown boundaries and actual domain bound-
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Figure 5.34: Determination of a domain boundary based on the continuum break-
down.

aries. In this simulation, 12 extra DSMC cells and 1 extra LD cells are used. The

actual domain boundaries are mainly based on KnGLL,max, but they are also affected

by the number of extra DSMC and LD cells.

In a buffer cell, the KnGLL calculation is used to determine the LD-DSMC domain

boundaries based on exponential moving averages for cell-averaged flow quantities

like density, bulk velocity, and thermal speed [67]. These values may be influenced by

statistical scatter if the relaxation parameter, θ, is not small enough, that may lead to

an unphysical increase in the gradients based on these quantities. As KnGLL values

are based on gradients, the ultimate effect of statistical scatter may be to increase

KnGLL. Due to this effect, the required size of the DSMC domain is overestimated

at least a little during hybrid calculations.

The time-averaged bulk velocity, density, and thermal speed scale used in these

calculations may also be affected by biasing errors, due to the fact that the contri-

bution of instantaneous cell values for a particular time step are not functions of the

number of particles in the cell. For example, if there are 10 particles in a cell during

one time step, with an average velocity of V1, and 20 particles in this cell during the
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next time step, with an average velocity of V2, the time-averaged velocity is effectively

calculated as (V 1 + V 2)/2, not as (10× V 1 + 20× V 2)/30.

The magnitude of this overestimate is reduced by reducing the relaxation param-

eter, θ, involved in time-averaging for determination of bulk velocity, density and

thermal speed scale values. It may also be reduced by increasing the number of sim-

ulated particles.

Maximum allowable Courant number for LD face operations

To avoid instabilities associated with large time step size in the LD domain, sub-

cycles base on the CFL criterion are used. The number of subcycles is determined

based on the CFL numbers in the LD domain cells as:

Nsub = 1 +

∣∣∣∣ CFLLD,max
CFLallowable,max

∣∣∣∣ (5.2)

where CFLLD,max is defined as:

CFLLD,max =
∆t

∆x
×
[〈
~Ub,i

〉
+ β + 5

1

∆x

µcell
βcell

]
(5.3)

where
〈
~Ub,i

〉
is the cell bulk velocity, β is the most probable thermal speed at equi-

librium, µcell is the dynamic viscosity in the cell, and ρcell is the mass density in the

cell.

Subcycling is used for momentum and energy transport to avoid numerical insta-

bilities. Recall that the net momentum and energy transfer across Lagrangian cell

faces is used to reassign particle velocities and temperatures. The maximum allowable

Courant number for LD face operations, CFLallowable,max, should be smaller than 1.

Usually, 0.8 is used but the value must be decreased whenever the LD-DSMC hybrid

simulation crashes. For the MPF case, the value must be reduced to 0.2 or smaller.
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Maximum allowable CFL number in any cell

For the case which uses adaptive, varying time step size, which is discussed in

section 3.4.2, the time step in each LD cell is determined as the maximum allowable

CFL number, CFLmax. In Figure 3.7, the time step size of the LD cell is determined

as:

∆t = ∆tref ×∆t∗ × CFLmax
CFLnew

(5.4)

where ∆tref is the reference time step, ∆t∗ is the time step scaling factor, and CFLnew

is the CFL number for each cell at each time step.

Usually, CFLmax is around 0.1, but it needs to be reduced when the simulation

crashes. A value of 0.05 is used in the current simulation. For the DSMC type cell,

0.2 is used as maximum ratio of DSMC time step to the mean collision time.

5.3 LD-DSMC Initialized with a Navier-Stokes solution

In Chapter IV, the LD-DSMC hybrid scheme initialized with a Navier-Stokes (NS)

solution was discussed. In this Chapter, LD-DSMC initialized with a NS solution

is validated by comparing with the conventional LD-DSMC hybrid method. The

simulation is performed for nitrogen hypersonic flow over the 12 inch diameter sphere.

At the end of the Chapter, computational efficiency is discussed.

5.3.1 Initialization with Navier-Stokes solution

In the DSMC simulation, the most important restriction to decide each cell size is

mean free path. The cell size should be smaller than the mean free path. To overcome

this strict restriction, subcells and mean collision separation are introduced. If the

cell size is larger than the mean free path, it is subdivided into several subcells.

This approach improves particle collisions in the cell by promoting nearest neighbor

collisions. In this case, the restriction for the DSMC simulation is that the mean
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Figure 5.35: Initial domain decomposition based on Navier-Stokes solution.

collision separation should be smaller than the mean free path.

In the LD-DSMC simulation, the cells in the non-continuum region are still re-

stricted by DSMC guidelines, but the cells in the LD region are independent from it.

Generally, the mesh for the LD-DSMC hybrid simulation is generated to have slightly

larger cells than DSMC cell restrictions to increase computational efficiency. It means

several cells may be too large to satisfy DSMC guidelines in the DSMC region, but

this problem is alleviated by the subcell utility.

The LD-DSMC hybrid simulation initialized with CFD begins from the CFD

solution. Figure 5.35 shows contours of maximum gradient length local Knudsen

number, KnGLL,max. The red contour indicates the region where KnGLL,max is larger

than 0.05. That is simulated with DSMC, and the other regions are simulated with

LD from the beginning of the simulation. To be used for particle simulation, the

initial CFD mesh must be refined, as discussed in section 4.3.

In this simulation, the mesh refinement is performed based on the value ofKnGLL,max
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Simulation method Total number of cells

Standard DSMC 1,071,858
LD-DSMC hybrid 234,256

CFD 100,000
LD-DSMC hybrid initialized with CFD 161,221

Table 5.7: Total number of cells according to the simulation method.

of 0.0001. The cells where KnGLL,max is larger than 0.0001 are refined based on the

cell-centered value of mean free path. A maximum refinement factor is restricted to

5 to avoid excessive refinement which may decrease computational efficiency. Fig-

ure 5.36 shows the number of refinements of each CFD cell. More refined cells exist

along the shock and the wake region. Figure 5.37 shows a final mesh for the LD-

DSMC hybrid simulation. Smaller cells are distributed along the shock and the wake

region. The total number of cells for various meshes are listed in Table 5.7. The

total number of cells for LD-DSMC initialized with CFD is smaller than LD-DSMC

because mean free path based refinement helps to avoid large numbers of small cells.

5.3.2 Comparing LD-DSMC and LD-DSMC initialized with CFD

The same flow condition described in section 5.1.1 is used around the 12 inch

diameter sphere. Figure 5.38 shows continuum breakdown domain boundaries based

on KnGLL,max. As expected, the LD domain includes high-density near-equilibrium

regions in the freestream and aftershock regions, whereas the DSMC domain com-

prises the remaining portions of the bow shock region and the wake. The bow shock

dissipates eventually under the rarefied flow condition, and the whole bow shock is

not captured in the DSMC region especially far away from the sphere.

Figure 5.39 compares flow properties between LD-DSMC initialized with NS solu-

tion and the conventional LD-DSMC hybrid method. The upper half represents the

initialization case and the lower half represents standard LD-DSMC. Every property
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Figure 5.36: Number of refinements of each CFD cell.

Figure 5.37: Refined mesh based on Navier-Stokes solution.
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Figure 5.38: Maximum gradient length local Knudsen number and domain decompo-
sition of LD-DSMC initialized with Navier-Stokes solution.

agrees well in the overall flowfield, while rotational temperature contours have a small

discrepancy near the sphere shoulder (Figure 5.39(d)).

The flowfield properties are detailed in Figure 5.40 that shows profiles of flow

properties along extraction lines inclined at 60◦ and 120◦ from the freestream line,

respectively. Overall good agreement is observed, while some discrepancy is observed

in Figure 5.40(c) in which the translational and rotational temperatures are underes-

timated near the sphere shoulder.

Figure 5.41 shows profiles along the stagnation streamline. The LD-DSMC hy-

brid initialized with NS solution case agrees well with the other two simulations.

Figures 5.42(a) and 5.42(b) show surface properties. Detailed quantative analysis is

provided in Table 5.8 and Figure 5.42(c). Over the entire sphere surface, the error is

within the limit of 5% while the error becomes larger in the wake region. Table 5.8

lists peak heating and heat coefficient at the stagnation point, and total drag and
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(a) Velocity contours (m/s). (b) Pressure contours (Pa).

(c) Translational temperature (K). (d) Rotational temperature (K).

Figure 5.39: Comparing flow properties between LD-DSMC initialized with Navier-
Stokes solution (upper) and conventional LD-DSMC (lower).
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(a) Profiles of temperatures along an extraction line
inclined 60◦ from the freestream direction.

(b) Profiles of bulk velocity and mass density along
an extraction line inclined 60◦ from the freestream
direction.

(c) Profiles of temperatures along an extraction line
inclined 120◦ from the freestream direction.

(d) Profiles of bulk velocity and mass density along
an extraction line inclined 120◦ from the freestream
direction.

Figure 5.40: Profiles along an extraction line inclined at 60◦ and 120◦ from the
freestream direction: black and green lines represent standard DSMC
and the conventional LD-DSMC hybrid, respectively. Red lines are LD-
DSMC hybrid simulation initialized with Navier-Stokes solution.
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(a) Profiles of temperature along the stagnation
line.

(b) Profiles of bulk velocity and mass density along
the stagnation line.

Figure 5.41: Profiles along the stagnation line: black and green lines represent stan-
dard DSMC and the conventional LD-DSMC hybrid, respectively. Red
lines are the LD-DSMC hybrid simulation initialized with Navier-Stokes
solution.

drag coefficient overall the sphere. Again, LD-DSMC initialization with NS solution

agree very well within the error limit of 5%.

5.3.3 Computational Performance

The goal of the LD-DSMC hybrid simulation initialized with NS solution is to

accurately reproduce the results of the conventional LD-DSMC simulation in less

time using less memory. The main advantages of the LD-DSMC hybrid simulation

initialized with NS solution comes from the fact that the LD-DSMC hybrid simulation

Standard DSMC LD-DSMC hybrid LD-DSMC hybrid-initialization with CFD

q, W/m2 115000.0 116000.0 (0.862%) 113000.0 (-1.74%)
CH 0.0974 0.0976 (0.205%) 0.0955 (-1.95%)

Drag, N 29.0 29.0 (0.00%) 28.6 (-1.38%)
CD 0.968 0.967 (-0.103%) 0.954 (-1.45%)

Table 5.8: CH at the stagnation point, and CD over a surface.
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(a) Heat flux to the surface. (b) Surface pressure.

(c) Error comparison of the LD-DSMC hybrid initialized with
Navier-Stokes solution with standard DSMC.

Figure 5.42: Profiles along the sphere surface and error comparisons of DSMC, LD-
DSMC and LD-DSMC initialized with Navier-Stokes solution.
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starts up from the beginning, and from adaptively generated cell size based on the

mean free path. Both DSMC and LD-DSMC simulations have two distinct stages:

the time required for the flow to reach a steady-state, followed by the time required

to sample molecular information to reduce statistical scatter in macroscopic flowfield

properties and surface properties. Steady state is reached when the particles have

filled the entire computational domain and all flow features have developed to steady

state. When the total number of simulation particles levels off and no longer varies,

the simulation is considered to have reached steady state. Steady state is found to

occur in 150,000 time steps with a reference time step size of 10−8 sec. In order to

obtain the same level of statistical scatter in the final solution, all simulations are

sampled for 150,000 timesteps after reaching steady state.

In Table 5.9, computational efficiencies of the three cases are compared. The total

number of cells for LD-DSMC initialized with NS solution is 161,211 and the total

number of particles is 9.5 M. The average numbers of particles per cell are 68 and 56

for LD-DSMC and LD-DSMC initialized with NS, respectively. For a fair comparison,

an identical average number of particles per cell should be used. However, average

number of particles per cell depends on the size of cells and number of subcells. In

every simulation, the desired number of particles per cell is set to 30. The reason why

the actual average number of particles per cell is larger than 30 is due to the subcell

utility. Each subcell has a desired number of particles per subcell (set to 4). If some

cells are much larger than mean free path, they may have large number of subcells and

a larger number of particles than 30. The computational cost per particle per iteration

of LD is 1.19×10−6 sec and 2.61×10−7 sec for DSMC. The LD method has the largest

computation cost per particle per iteration among the methods. This means that the

LD method requires more computational expense than DSMC, although it is useful

and simple to hybridize with the DSMC method. When the LD-DSMC simulation

is initialized with a NS solution, the LD-DSMC hybrid simulation requires 56% of
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the cost of the conventional LD-DSMC simulation and less than half of the cost of

standard DSMC.
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CHAPTER VI

Summary and Conclusion

In this concluding chapter, a summary of the dissertation including major contri-

butions to the field of all-particle multiscale computation of hypersonic rarefied flow

as well as recommendations for future research are presented.

6.1 Summary

The present dissertation began with the motivation and introduction to the LD

method. In planetary exploration missions, one of the most challenging parts is the

EDL sequence including hypersonic entry. The entry vehicle may encounter extreme

flow conditions: high velocity and multiscale flow including both high and low Knud-

sen number. Such multiscale flows can be simulated using a hybrid scheme termed

as an ‘all particle’ hybrid scheme that employs DSMC type particles throughout the

whole simulation domain. In this method, a continuum particle method was used

as a means for simulation of low Knudsen number gas flow. A large number of rep-

resentative particles were tracked through a grid in such a way that every particle

maintains a constant relative position within a network of Lagrangian cells. Particles

followed the macroscopic motion of Lagrangian cells, and moved along trajectories

that closely approximate the gas streamlines. Thus, the random particle motion as-

sociated with thermal energy was greatly suppressed. The method employed here
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significantly reduces both numerical diffusion effects and statistical scatter relative to

existing DSMC-based continuum particle methods, and was termed the low diffusion

(LD) method.

Chapter II detailed the microscopic level behavior of gas flow. First, the math-

ematical background of the Boltzmann equation was explained. The difficulties in-

volved in obtaining a deterministic solution to this equation, namely the high di-

mensionality of the problem, were outlined. Chapter II then discussed two different

particle descriptions for equilibrium and nonequilibrium flows; DSMC and LD. The

DSMC approach resorted to a statistical description in terms of probability distribu-

tions. The LD method is basically similar to the DSMC technique. Both LD and

DSMC divided the computational domain into a large number of grid cells and repre-

sentative particles are tracked through the cells. The main difference between LD and

DSMC was in dealing with the particle collisions. Chapter II provided details of the

computational approximations, the procedures of each simulation, and the physical

models.

The LD-DSMC hybrid method employed the DSMC method in the nonequilib-

rium region and the LD method in the equilibrium regions. In Chapter III, the

various components required by the hybrid LD-DSMC method were completely de-

tailed. The LD-DSMC hybrid method began by calculating the gradient length local

Knudsen number, KnGLL, as an indicator of continuum breakdown to allocate cells

to LD and DSMC domains. After assigning LD/DSMC domains, information needed

to be transferred across each domain boundary through buffer cells. Chapter III

also described the physical models of LD that are consistent with DSMC in order

to minimize information loss across the domain boundaries. Viscous modification,

models for rotational and vibrational nonequilibrium, and diffusive transport in the

LD method were fully detailed. Finally, efforts to increase efficiency of the LD-DSMC

hybrid method were described. In the LD-DSMC hybrid simulation, cells in the LD
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domain do not need to satisfy the guideline of DSMC that the cell size should be

smaller than the mean free path; a subcell utility was introduced to optimize the

constraint of DSMC. Numerical weight and time step adaptation may also help to

increase computation efficiency.

Prior to this work, the LD-DSMC hybrid method had been initialized with stan-

dard DSMC until the first evaluation of continuum breakdown. After the first con-

tinuum breakdown, the computational domain was decomposed into LD and DSMC

regions, and the hybrid simulation started. The main alternative to hybrid LD-DSMC

simulation is CFD-DSMC hybrid simulation that is significantly faster in part because

it initialized the method decomposition by evaluating breakdown based on an initial

CFD solution. In Chapter IV, a Navier-Stokes solver was introduced to initialize

the LD-DSMC hybrid simulation increasing computational efficiency. First, domain

decomposition based on KnGLL,max to classify continuum or non-continuum cells was

performed on the initial NS solution. Then, mesh refinement on the DSMC domain

was performed to satisfy the DSMC calculation guide line based on the cell-centered

value of mean free path. The NS solution also helped to assign effective cell sizes for

each LD and DSMC region.

In Chapter V, the above-mentioned LD-DSMC hybrid algorithm was evaluated

through its application to hypersonic blunt body flow problems. First, Mach 10

flow of nitrogen about a sphere geometry (where the global Knudsen number was

0.002) was performed. The LD-DSMC hybrid solution was compared to CFD and

DSMC solutions. For these hypersonic blunt body flows, KnGLL,max (using a cutoff

value of 0.05) was shown to predict regions of continuum breakdown. This parameter

was also shown to provide an accurate prediction for the magnitude of the error in

CFD and LD-DSMC solutions compared to the DSMC solution. Comparisons were

provided of various flow properties, including a detailed study near the stagnation

point where the highest temperature exists. Surface properties were mainly used for
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quantitative validations of LD-DSMC with other solutions. The wake region was also

investigated to see the rarefaction effects. The viscous effects in the LD region were

highlighted through the LD-DSMC hybrid calculation without viscous effect in the

LD region. The LD-DSMC hybrid solution agrees well with the standard DSMC

solution (within 5% error limit), while significant discrepancies were shown compared

to CFD. The LD-DSMC hybrid solution was able to increase computational efficiency

by 20% in comparison to DSMC. Then, in Chapter V, the numerical sensitivity of

the LD-DSMC hybrid method was investigated through its application to the Mars

Pathfinder entry vehicle. The LD-DSMC hybrid solution was very sensitive to several

numerical parameters such as the relaxation factor for DSMC buffer cell properties,

factors which determine the domain size, and the Courant number in any cell in LD

face operations. The importance of these numerical parameters was detailed. Finally,

the LD-DSMC hybrid solution initialized with a Navier-Stokes solution was validated

by comparing standard DSMC and the conventional LD-DSMC hybrid solution. The

initialized solution agreed well with the other two methods and required only 56% of

the cost of the conventional LD-DSMC simulation.

6.2 Conclusions and Contributions

The new particle technique, the low diffusion (LD) method, to describe equilibrium

gas, and the LD-DSMC hybrid algorithm for analysis of multiscale flow, were origi-

nally developed by Burt et al [17, 16]. The LD-DSMC hybrid method allows for very

strong coupling between the two flow regimes as well as simpler code development.

Then, the LD-DSMC hybrid algorithm was extended to include the viscous modifi-

cation, internal energy nonequilibrium, and diffusive transport of the LD method for

accurate solution [18, 20, 19, 21]. Also, the subcell utility, numerical weight, and time

step adaptation were implemented to increase computational efficiency.

The first goal of this dissertation was to validate the accuracy and efficiency of
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the LD-DSMC hybrid simulation. LD-DSMC can reproduce full-DSMC at a fraction

of the cost. The LD-DSMC hybrid method was applied to two kinds of axisymmetric

hypersonic, blunt body flow problems: sphere (Mach 10), and Mars Pathfinder (Mach

40) where the global Knudsen number was 0.002. The method successfully described

flow characteristics within 5% errors compared with standard DSMC as a reference.

Also, the LD-DSMC hybrid solution showed much higher accuracy than the CFD

solution. In addition, the LD-DSMC hybrid method decreased computational cost

by up to 50%.

The LD-DSMC hybrid method was found to be highly sensitive to numerical

parameters used to assign the LD and DSMC domains with buffer cells along the

domain boundary and allowable Courant numbers for cells. Choice of these param-

eters strongly affects the completion of simulation, simulation performance, and the

accuracy of simulation results. The sensitivity of these numerical parameters was

investigated in this dissertation and specific values recommended for the first time in

the literature.

Unique to this dissertation is the module initializing the LD-DSMC hybrid method

with a Navier-Stokes solution. It is used in place of the conventional LD-DSMC hybrid

algorithm to increase computational efficiency. Based on the initial CFD solution,

KnGLL,max is used to determine domain regimes, and then mesh refinement is per-

formed to give proper cell size for DSMC and LD calculations in each computational

domain.

In conclusion, application to sphere flows and a planetary entry probe problem

clearly shows that the LD-DSMC hybrid approach is very promising for the solution

of hypersonic steady state flows where a wide range of local Knudsen number is seen.

The LD-DSMC hybrid method increased the computational efficiency up to 50% by

using the initializing module based on a Navier-Stokes solution.
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6.3 Future Research

The best type of application for a hybrid method is a very high-speed, multiscale

flow where the DSMC simulation of localized non-equilibrium regions and the LD

simulation of localized equilibrium regions are necessary. It is also useful to simulate

flows including a wide range of length scale for either mean free path or characteristic

length. For example, micro-scale flow within or around MEMS devices, supersonic

flow problems for which internal structure of strong shocks is important, and rocket

exhaust plumes at high altitude.

By the nature of the high-speed flow, the flow may include chemical reactions.

The next step is to implement the physical routines for chemical reactions within

the LD-DSMC hybrid code. One of the potential strengths of the LD-DSMC hybrid

algorithm is simpler code development, as there is no need to integrate two very

different simulation schemes. DSMC already contain the chemical reactions model.

Thus, only the procedure for use with standard DSMC routines for chemical reactions

requires further research and testing.

The LD-DSMC hybrid simulation has been found to be very sensitive to several

numerical parameters that affect the completion of the simulation, solution accuracy,

and efficiency of the simulation. Further investigation is needed to make the LD-

DSMC hybrid algorithm more robust in terms of numerical parameters. Also, the

characteristics of the LD-DSMC solutions should be compared with other all-particle

based hybrid simulations to study the strengths and weaknesses.

The NS solution initialization module implemented in the LD-DSMC hybrid method

is only validated for an axi-symmetric sphere hypersonic flow. Further hybrid LD-

DSMC computations are needed to be performed including various hypersonic blunt

bodies. Because the LeMans solution is only available on a structured grid for hyper-

sonic flow, the current version of the refinement module only includes the quadrilateral

(structured) cell refinement process. The refinement process should be extended to
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triangular cell refinement for the initial CFD solution on unstructured grids. The

computational efficiency is mainly influenced by the total number of cells and the to-

tal number of particles. Adaptive mesh refinement, which refines the mesh just after

continuum breakdown to give optimized cell size for each DSMC and LD domain,

should be considered. This may help to increase computational efficiency.

The LD-DSMC hybrid algorithm can be extended for 3D simulations. For hy-

personic multiscale flow, 3D DSMC simulations can require a prohibitive number of

cells and enormous computational resources because the local cell size should scale

with mean free path in each dimension. Such flows provide a good application for a

hybrid method. MONACO and MONACO-LD are already implemented for 3D, but

the most difficults will likely involve selecting numerical parameters that affect the

completion of the simulation, solution accuracy, and efficiency of the simulation.
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APPENDIX A

Species Data

A.1 Variable Hard Sphere Coefficients

Table A.1 lists the coefficients used in the Variable Hard Sphere (VHS) collision

models. These coefficients are used to calculate collision probabilities in Bird’s No

Time Counter (NTC) explained in section 2.2.2.

Species ω dref [m2] Tref [K]

N2 0.74 4.17×10−10 273.
CO2 0.93 5.62×10−10 273.

Table A.1: Species data for VHS collision models.

A.2 Rotational Relaxation Coefficients

Table A.2 lists the coefficients used in the rotational relaxation models for each

species for the rotational collision, shown in Equation (2.11). The variable probability

of rotational energy relaxation can match the macroscopic form of the rotational

relaxation given by Parker and shown in Equation (A.1) when the energy distribution
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of colliding particles can be considered equilibrium [48].

Zrot =
Z∞rot

1 + π3/2

2

(
Ts
Ttra

)1/2

+
(
π2

4
+ π
) (

Ts
Ttra

) (A.1)

where Z∞rot is the maximum rotational collision number and Ts is the reference tem-

perature for rotational energy exchange model [48].

Species Z∞rot Ts [K]

N2 18.1 91.5
CO2 0.93 195.0

Table A.2: Species data for rotational relaxation models.

A.3 Vibrational Relaxation Coefficients

Table A.3 lists the coefficients used in the vibrational relaxation models. Exper-

imental investigations by Millikan and White give the following correlation between

vibrational relaxation time and temperature [44]:

pτv = exp

(
AMW

T
1/3
tra

+BMW

)
(A.2)

where p is the pressure, Ttra is the translational temperature, AMW and BMW are

evaluated from molecular properties as:

AMW = 1.16× 10−3µ1/2θ4/3
v

BMW = −0.015µ1/2AMW (A.3)
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Species θv[K] AMW BMW σPARK [m2]

N2 3395. 220. 13.3 5.81×10−21

CO2 945. 50. 8.53 5.81×10−21

Table A.3: Species data for vibrational relaxation models.
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