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ABSTRACT

Nonlinear Optical Spectroscopy of Single Walled Carbon Nanotubes

by

Vasudev Lal

Chair: Duncan G Steel

Single Walled Carbon Nanotubes (SWCNTs) have attracted immense attention for

making molecular-scale transistors to replace silicon transistors in the post-CMOS

era. Moreover, their direct bandgap nature, along with the quantized energy level

structure due to reduced dimensionality makes them useful elements in chip-based

photonic devices for sensing and communications. Despite the incredible amount of

progress in the last few years, many aspects of the physical processes that are involved

in the light-matter interaction for this system are not completely understood. This

thesis reports results from optical experiments devoted to measuring small changes in

the resonant energies of SWCNTs. These changes are attributed to nanomechanical

effects resulting from an interaction between the optically excited excitonic states

with the underlying lattice of the SWCNTs. Theoretical calculations in the literature

have predicted that strong exciton-phonon coupling in SWCNTs causes a differential

change in the SWCNT diameter due to optically excited population. It is inferred

that such a structural change in the SWCNT leads to excitation induced shifts in the

resonant energy for successive excitations on the SWCNT. These spectral shifts are

detected by measuring the time-resolved nonlinear optical response of the SWCNTs.

xii



Experiments are conducted with two synchronized lasers whose colors can be inde-

pendently tuned. The obtained probe energy depedent delay scans can be globally

fitted to three timescales of 8.5, 19.4 and 60.1 ps, which also allows the extraction of

the decay associated spectra (DAS). A model is proposed that incorporates excitation

induced spectral shifts in the interaction of resonant light with SWCNTs and predicts

the derivative-like spectral lineshapes observed in the DAS. The implication of this

result for SWCNT based photonic devices is explored, and further experiments to

test the hypothesis in this thesis are discussed.
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CHAPTER I

Novel Nano-Photonic Opportunities of Carbon

Nanostructures

The surprising discovery of new allotropes of carbon(fullerenes in 1985[27], nan-

otubes in 1991[22], and graphene in 2004[38]) during the past thirty years has sparked

intense global research initiatives. These discoveries have had major implications for

fundamental science, and have led to the Nobel prize in Chemistry in 1996 for the

discovery of fullerenes, and the Nobel prize in Physics in 2011 for the discovery of

graphene. The interest, however, has not been limited to the pure sciences: carbon

nanostructures are being actively pursued as a material system that would form the

backbone of future nanoscale devices for electronics, photonics and sensing. In this

chapter, some of the exciting applications, especially of Single Walled Carbon Nan-

otubes (SWCNTs) will be surveyed. With important applications of carbon based

nanostructures set to emerge in the near future, it is vital to gain a deeper un-

derstanding of the physical processes involved that can serve as a guide for emerging

applications. This is one of the key motivations behind the optical spectroscopy stud-

ies conducted for this dissertation, which aim to understand some of the fundamental

effects that are at play in the interaction of resonant light with SWCNTs.

1



I S
D
 

VSD 

Si back-gate

Pt Pt
SiO2

Single SWCNT molecule
a)

b)

c)

Source

Drain

50µm
SWCNT length

Nanoscale 
translatable light 

emission

Gat
e 

vo
lta

ge
: 

Figure 1.1: Electronic and photonics applications of SWCNT.a)Field effect tran-
sistor schematic. b)Performance characteristics of the first SWCNT
based transistor[48]. c) Electroluminescence obtained from air-suspended
SWCNTs[2].

1.1 SWCNT Field Effect Transistor (FET)

Figure(1.1a) shows the schematic for the very first SWCNT based transistor that

was developed in 1998 [48]. Figure(1.1b) shows classic transistor behavior from the

device, in which the conductance of the channel (in this case the nanotube between the

metal electrodes) changes by six orders of magnitude, when the gate voltage changes

by 15V. However, there still remain considerable challenges to be overcome before

SWCNTs could replace silicon transistors: engineers do not have sufficient control

in the self-assembly process of the growth of nanotubes, to get identical structures

at predefined sites with absolute accuracies. Despite the hurdles, SWCNT based

transistors are one of the leading candidates for transistor technology, once scaling of

Si transistors reaches physical barriers, which is expected to happen around 2025.

2
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Figure 1.2: Calculated density of the exciton envelope function. Figure adapted from
[52] .

1.2 Chip-scale Light Emitters

About two thirds of the SWCNTs are direct bandgap semiconductors and show flu-

orescence from their lowest excitonic transition. However, photoluminescence was not

detected from SWCNTs till 2002[41] when the process to individualize the SWCNTs

using surfactants was discovered. This discovery paved the way for quick optical char-

acterization of samples containing a wide range of possible chiralities of SWCNTs[3].

The direct band gap nature of SWCNTs has been exploited to make nanoscale light

emitters using air-suspended SWCNTs. Figure(1.1c) shows electroluminescence from

a SWCNT when holes and electrons injected into an ambipolar device configuration

combine and radiatively decay [2]. Unlike conventional semiconductor p-n junctions,

there is no need for chemical doping [13], and gate electrodes can be used to tune the

local fermi energy levels inside the SWCNT. The light emission takes place from about

a micron-sized length of the tube, and this length can be translated along the SWCNT

using a combination of the gate and the source voltage. Another study has found ev-

idence of photon antibunching in the fluorescence obtained from SWCNTs[21], which

implies that SWCNTs may be used as a single photon source.

1.3 Stability of Excitons at Room Temperature in SWCNT

In 2005, it was shown by a study that employed two-photon excitation spec-

troscopy experiments that the optical absorption in SWCNT creates excitons[52].

3



The binding energy of the exciton was determined to be 400 meV, which was a sig-

nificant fraction of the bandgap energy of 1.3 eV of the SWCNTs used in that study.

Since the binding energy is significantly greater than room temperature thermal en-

ergy, these excitons are stable at room temperature. The exciton radius in that study

was estimated to be 1.2 nm, and the density of the exciton envelope wavefunction is

pictured in Figure(1.2). Note that the spatial extent of the exciton is larger than the

unit cell size.

1.4 Potential Use of SWCNTs in Photovoltaics

SWCNTs can also be used as integrated photodetectors, and it has been recently

demonstrated that there is efficient multiple electron-hole generation on photoexci-

tation at energies greater than the bandgap[14]. This could have important conse-

quences for photovoltaics, as in most bulk materials there is rapid thermalization after

photoexcitation at energies greater than the bandgap, which leads to an upper limit

on the efficiency of solar cells, called the Shockley Queisser limit. It is interesting to

note that the same SWCNT can be used as a transistor, light emitter or a light sensor

just by modifying the voltages across the device[2]. This opens up the possibility of

using SWCNTs as a platform for integrating optical technology with electronics at a

nanoscale level[1].

1.5 SWCNT Saturable Absorbers for Mode-locking

SWCNTs have carved out a niche for themselves as saturable absorbers for pas-

sively mode-locking fiber lasers[54]. Their fast response, ease of saturation, and broad

wavelength range due to various chiralities, makes them a good alternative to the

III-V multi-quantum well mirrors that are traditionally used and involve expensive

and complex MBE growth and have limited wavelength range. Additionally, tech-

4



Figure 1.3: Device geometry of SWCNT embedded in a planar cavity with a Q of 40.
Figure from [56].

niques have been developed which facilitate the deposition on SWCNTs on an optical

fiber[37]. This eliminates the need for free space coupling which is required for the

multi-quantum well mirrors. This has resulted in SWCNTs being used extensively to

mode-lock fiber lasers.

1.6 Coupling SWCNTs to a Cavity

An important step towards active optical devices based on SWCNTs would be

to interface them with optical cavities. Figure(1.3) depicts the schematic of a device

used in a study[56] which estimated the enhancement of the radiative rate by a factor

of 4, due to the cavity. There has not been a demonstration of a nanotube based

laser to date, despite some evidence of optical gain[16]. It might be interesting to see

if coupling of SWCNTs to high Q resonators can achieve lasing.

1.7 Nanophotonic Graphene Devices

Light-matter interaction in the underlying lattice structure that makes up the

SWCNT is so strong, that a single atom thick layer of C atoms - graphene - can be seen

with the naked eye[35] as shown is Figure(1.4a). This optical absorption of graphene

5



(a) (b) 

Figure 1.4: Graphene based photonics. (a) The strong optical absorption of graphene
makes it visible to the naked eye [35] (b) The absorption can be tuned elec-
trically, and this effect can be used to modulate light [29]. The graphene
sheet interacts with the evanescent field of the optical mode in the waveg-
uide.

is very broadband, staying constant over a wide range of energies. It has been found,

that this optical absorption can also be changed through electrical gating[53]. This

effect has been exploited to make broadband nanoscale optical modulators[29], a

schematic for which is shown in Figure(1.4b). Such nanoscale optical modulators

have a form factor of 25µm2, and can modulate at speeds exceeding 1 GHz. Other

graphene-based photonic components that have already been demonstrated include

broadband polarizers[4] and photodetectors[33].

1.8 Thesis Outline

In this chapter, some of the motivation that has driven intensive research on

carbon based nanostructures in the recent past was discussed. For some of these

applications to emerge, a thorough understanding is needed of the physical processes

that determine the properties of these nanostructures. In this thesis, fundamental

processes that lie at the heart of the interaction of resonant light with SWCNTs

are considered. This chapter is concluded below by presenting an outline of this

6



dissertation.

Chapter II: Theoretical Prediction of Optical Excitation Induced Struc-

tural Changes in SWCNTs

The energy level structure that emerges for a SWCNT from considering the band-

structure of graphene, along with boundary conditions on the azimuthal component

of the wave-vectors of the charge carriers is depicted. The transitions between these

energy levels, which are studied in optical measurements made in this thesis, are

shown. Results of theoretical calculations are presented that predict structural dis-

tortions of SWCNTs due to excited excitonic population. From these results, it is

inferred that an excitation induced shift in the resonant energy will happen for suc-

cessive excitations on the SWCNT, and the experimental efforts in this thesis are

devoted to measuring such effects using nonlinear optical spectroscopy techniques.

Chapter III: Nonlinear Optical Response and Pump-Probe Spectroscopy

Simple ideas behind differential transmission (dT), the main optical spectroscopy

technique used in this thesis are presented. The formalism of semi-classical light

matter interaction involving the density matrix approach is introduced.

Chapter IV: Signature of Excitation Induced Resonant Energy Shifts in

Third Order Nonlinear Signals

The signature effects of an excitation induced change in the resonant energy in the

time-resolved, homodyne detected third order nonlinear optical response is derived,

considering a prototype 2-level system interacting with nearly resonant optical fields.

This analysis leads to a prescription for analyzing experimental data, so that such

effects can be made readily apparent.
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Chapter V: Sample Characterization and Optical Setup

The techniques that are used to optically characterize the sample are shown.

The experimental setups used for the nonlinear optical spectroscopy measurements is

discussed.

Chapter VI: Experimental Observation of Excitation Induced Resonant

Energy Shifts

Experimental data on the two color dT experiments on SWCNTs is shown. The

Decay Associated Spectra (DAS) is extracted from the parameters obtained from

global fits to this data. The characteristic lineshapes in the DAS is shown to reveal

experimental detection of excitation induced shifts in the resonant energy. A tentative

energy level model is proposed that will lead to some of the characteristics in the

experimental DAS.

Chapter VII: Summary and Future Work

Future experiments are proposed that can test out some of the hypothesis in this

thesis. The implications of this work to proposed SWCNT applications is discussed.
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CHAPTER II

Theoretical Prediction of Optical Excitation

Induced Structural Changes in SWCNTs

In this chapter, it will be shown that some basic understanding of the optical and

electronic properties of SWCNTs can be achieved through a two step process: the

bandstructure for the underlying graphene lattice can be derived in the tight binding

scheme, and then a SWCNT can be imagined as a rolled up cylinder of this graphene

sheet. Due to the the boundary conditions imposed on the azimuthal component of

the wavevector in the rolled-up geometry, discrete energy levels emerge, and it is the

energy separation between these levels that is studied in the optical measurements

made in this thesis. Results from theoretical models are also presented from the

literature that predict that a differential change in the SWCNT diameter is driven by

optically excited population. Such distortions in the diameter of the SWCNT would

lead to corrections in the bandgap energy, and hence will alter the spectral position

of the energy resonance for exciting successive excitons on the SWCNT.
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Figure 2.1: Hexagonal sheet of graphene is made up of two triangular sub-lattices.
The lattice sites belonging to triangular sub-lattice A are color coded by
red circles, and those belonging to sub-lattice B are color coded by blue
circle. Alternatively, we can also say the unit cell of the sheet is the
rectangle WXYZ comprising of two atoms.

2.1 Bandstructure of Graphene in the Tight Binding Scheme

The wavefunction of a single electron in a crystal satisfying the Bloch condition

is of form

ψ =
∑
A

exp(2πikRA)X(r −RA) (2.1)

Here the sum is over the lattice points generated by the primitive vectors. X(r−

RA) denotes the atomic orbital of the atom at a particular lattice site. For the case of

graphene it is the 2pz orbital of the C atoms that takes part in the band-formation.

However, the honeycomb lattice of graphene can be thought to be comprised of two

triangular sub-lattices A and B as shown in Figure 2.1. Hence the Bloch wavefunction

is modified to include summation over both the sub-lattices[50]

ψ =
∑
A

exp(2πikRA)X(r −RA) + λ
∑
B

exp(2πikRB)X(r −RB) (2.2)

To simplify, let us denote:

10



φA =
∑
A

exp(2πikRA)X(r −RA) (2.3a)

φB =
∑
B

exp(2πikRB)X(r −RB) (2.3b)

⇒ ψ = φA + λφB (2.3c)

The wavefunction ψ must satisfy Schrödinger’s equation:

H(φA + λφB) = E(φA + λφB) (2.4)

By multiplying Equation((2.4)) by φ∗A and integrating all over the lattice space we

get:

ˆ
φ∗AHφA dτ + λ

ˆ
φ∗AHφA dτ = E

ˆ
φ∗AφA dτ + Eλ

ˆ
φ∗AφB dτ (2.5)

We will assume that there is no overlap between the wavefunctions of any two distinct

C atoms, and hence the term
´
φ∗AφB dτ will go to zero. We can then rearrange this

equation to get:

ˆ
φ∗AHφA dτ − E

ˆ
φ∗AφA dτ + λ

ˆ
φ∗AHφB dτ = 0 (2.6)

Similarly by multiplying Equation((2.4)) by φ∗B and integrating all over the lattice

11



space we get:

ˆ
φ∗BHφA dτ + λ

[ˆ
φ∗BHφB dτ − E

ˆ
φ∗BφB dτ

]
= 0 (2.7)

For there to be a consistent solution to Equation((2.6)) and Equation(2.7) we need

the determinant of the matrix of the coefficients to be zero:

∣∣∣∣∣∣∣
´
φ∗AHφA dτ − E

´
φ∗AφA dτ

´
φ∗AHφB dτ´

φ∗BHφA dτ
´
φ∗BHφB dτ − E

´
φ∗BφB dτ

∣∣∣∣∣∣∣ = 0 (2.8)

Our aim is to solve this determinant for the eigenvalue energies E. Let us expand

out
´
φ∗AφA dτ using Equation((2.3a))

ˆ
φ∗AφA dτ =

ˆ ∑
A′

exp(−2πikR
′

A)X∗(r −R′A) dτ
∑
A

exp(2πikRA)X(r −RA)

(2.9)

We will neglect the overlap of the pz wavefunction centered on different atoms. Hence

only those terms will survive for which A
′
= A. This gives us:

ˆ
φ∗AφA dτ =

ˆ ∑
A

X∗(r −RA)X(r −RA) dτ (2.10)

The order of the integral and the summation can be exchanged in Equation((2.10)).

Since the 2pz wavefunction are normalized, the integral is unity. The sum is over the

number of unit cells in the crystal which we can assume to be N . Since a similar

argument holds also for
´
φ∗BφB dτ we get:
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ˆ
φ∗AφA dτ =

ˆ
φ∗BφB dτ = N (2.11)

Substituting Equation((2.11)) in the determinant in Equation((2.8)), and solving for

the eigen-energies, we get:

E =
1

N

[ˆ
φ∗AHφA dτ ±

∣∣∣∣ˆ φ∗AHφB dτ

∣∣∣∣] (2.12)

The first term can be simplified to show that it is the energy associated with the bare

2pz orbital, E0:

1

N

ˆ
φ∗AHφA dτ =

ˆ
X∗(r −RA)HX(r −RA) dτ = E0

The positive and negative signs in Equation((2.12)) indicate that the parameter λ in

Equation((2.2)) can assume values of ±1. The positive (negative) value means that

the neighboring atomic orbitals add constructively (destructively) and a bonding(anti-

bonding) state is formed. The energy difference between the two bands is:

∆E =
2

N

ˆ
φ∗AHφB dτ (2.13)

We can use Equations((2.3a) ,(2.3b)) in Equation((2.13)) to get:

∆E =
2

N

∑
A

∑
B

exp(−2πik(RA −RB))

ˆ
X∗(r −RA)HX(r −RB) dτ (2.14)
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Figure 2.2: Nearest neighbors in graphene. The fundamental lattice displacements
are AA

′
= AA

′′
= a = 0.142nm. The nearest neighbor distance is AB =

AB1 = AB2 = ρ = a√
3

Now for each atom belonging to the A sub-lattice we will compute only the con-

tributions in the sum in Equation(2.14) due to three nearest neighbors from the B

sub-lattice. These are depicted as the lattice sites B0, B1, B2 in Figure(2.2). Also, we

will denote the nearest neighbor overlap integral by:

γ =

ˆ
X∗(r −RA)HX(r −RB) dτ (2.15)

For each A atom there will only be three terms contributing in the summation over

B lattice points as shown below:

1. B0 :

∆EB0 =
2

N

∑
A

exp(−2πikx
a√
3

)γ

The summation simply sums to N and we get:

∆EB0 = 2γ exp(−2πikx
a√
3

) (2.16)
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2. B1 :

∆EB1 =
2

N

∑
A

exp(−2πi((−kx
a√
3

cos(60◦)) + (ky
a√
3

sin(60◦))))γ

⇒ ∆EB1 = 2γ exp(2πikx
a

2
√

3
) exp(−2πiky

a

2
) (2.17)

3. B2 :

∆EB2 =
2

N

∑
A

exp(−2πi((−kx
a√
3

cos(60◦))− (ky
a√
3

sin(60◦))))γ

⇒ ∆EB2 = 2γ exp(2πikx
a

2
√

3
) exp(2πiky

a

2
) (2.18)

On adding the expressions (2.16) – (2.18) together we get:

∆E =2γ exp(−2πikx
a√
3

) + 2γ exp(2πikx
a

2
√

3
) exp(−2πiky

a

2
) (2.19)

+2γ exp(2πikx
a

2
√

3
) exp(2πiky

a

2
)

⇒ ∆E =2γ(exp(−2πikx
a√
3

) + exp(2πikx
a

2
√

3
)(exp(−2πiky

a

2
) + exp(2πiky

a

2
)))

⇒ ∆E =2γ(exp(−2πikx
a√
3

) + 2 exp(2πikx
a

2
√

3
) cos(2πky

a

2
)) (2.20)

On taking the square of the magnitude, we obtain:

|∆E|2 = 4γ2(exp(−2πikx
a√
3

) + 2 exp(2πikx
a

2
√

3
) cos(2πky

a

2
))(exp(2πikx

a√
3

)

+ 2 exp(−2πikx
a

2
√

3
) cos(2πky

a

2
))

= 4γ2(1 + 4 cos2(πkya) + 2 cos(πkya)(exp(iπkx
√

3a) + exp(−iπkx
√

3a)))
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Figure 2.3: Bandstructure of Graphene.

⇒ |∆E| = ±2γ

√
1 + 4 cos2(πkya) + 4 cos(πkya) cos(πkx

√
3a) (2.21)

In Figure(2.3) the dispersion relation given by Equation((2.21)) is plotted to vi-

sualize the bandstructure of graphene. Some of the exciting properties of graphene

that become readily apparent from the bandstructure are briefly discussed below:

1. The conduction band and valence bands touch each other at six k-points in

one Brillouin zone. This makes graphene a zero-bandgap semiconductor, or a

semi-metal.

2. The dispersion around these 6 k-points is conical and is reminiscent of the

dispersion of photons in vacuum. The effective mass of the charge carriers is

given by:

m∗ = ~2

[
d2E

dk2

]−1
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Since d2E
dk2

blows up at each of the 6 k-points, the effective mass of electrons and

holes is zero in graphene near these k-points. The group velocity of the carriers

is given by:

vg =
1

~
dE

dk

Hence the group velocity of electrons and holes in graphene is independent of

their energies due to the linear dispersion near the six k-points. The carriers

zip through graphene at an effective speed of light c/300, and act as massless

Dirac fermions[39].

3. Out of the 6 k-points, there are two sets of distinct points denoted by K1 and

K2 in Figure(2.3). This leads to an orbital degeneracy of two, in addition to

the two-fold spin degeneracy.

2.2 Zone Folding Scheme for SWCNT

A SWCNT can be imagined as a rolled up cylinder from a graphene sheet. In

Figure(2.4a), a 2D graphene sheet is depicted along with the lattice vectors ~a1 and

~a2 whose magnitude is a. The green arrow represents the SWCNT roll up vector

~R = n~a1 +m~a2, with the dotted red lines coming together as the SWCNT is formed.

The chiralities of various SWCNT that can be formed are indicated by the (n,m)

indices written at the end of the roll up vector.

We will now limit the discussion to zigzag SWCNTs (m = 0) depicted in Figure(2.4b).

For satisfying the boundary condition, the wavefunction for a charge carrier in a

SWCNT will have to repeat itself about the circumference:
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Figure 2.4: SWCNT visualized as rolled up cylinders from graphene. a) The graphene
sheet with a few chiralities of SWCNTs that can be formed are labeled.
b)Geometry for a zigzag (m = 0) SWCNT. SWCNT figure credit:[32]

ψ(x, y) =ψ(x+ 2πr, y)

= exp(ikx2πr)ψ(x, y) (2.22)

⇒ kx =
j

r
(2.23)

Here j is any integer. Hence only certain values of the azimuthal component of the

angular momentum are permitted in a SWCNT for the charge carriers. If an allowed

kx state passes through any of the 6 k-points where the conduction and valence

band meet for the graphene sheet, then the SWCNT will be metallic, otherwise a

bandgap emerges leading to a direct bandgap semiconductor. It can be shown that

the condition for metallic/semiconductor nature depends on the geometry of the roll-

up, and can be expressed as[24]

mod ((n−m), 3) = 0 : metallic

mod ((n−m), 3) = 1, 2 : semiconducting

18



0

0

k x
a

kya

K1 K2

Figure 2.5: Bandstructure and energy level diagram for SWCNT.

Hence, roughly one third of the SWCNTs are metallic, and the rest are di-

rect bandgap semiconductors. There are two families of semiconducting SWCNTs

depending on the value of mod ((n − m), 3). We will denote the family with

mod ((n−m), 3) = 1 as mod(1), and the other family as mod(2).

The energy difference between two successive allowed states for the azimuthal

component of the wavevector is on the order of 1eV. Since this difference is large

compared to room temperature thermal energy, there is only one remaining degree of

freedom (the longitudinal component of the wavevector) and thus, a SWCNT forms

a very ideal 1-D system.

In Figure(2.5) we have depicted the allowed kx states for a semiconducting zigzag

tube, and the energy levels that emerge. The allowed states for the nanotube are

visualized by the intersection of the cutting planes representing the allowed kx values,

with the bandstructure of graphene. The density of states of the energy levels that

emerge at the intersection scales as (E−Ei)−
1
2 as for a one dimensional system. The

two lowest direct bandgap optically allowed transitions E11 and E22 are also shown

in Figure(2.5). The allowed optical transitions are characterized by two subscripts:
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the first denotes the index of the valence band state in which the hole is created,

and the second the index of the conduction band state where the electron is created.

Since the charge carriers have a quantized value of angular momentum along the

SWCNT axis, in the dipole approximation only transitions of the form Eii, where

the excited electron and hole have equal and opposite values of the circumferential

angular momentum are allowed.

From what we have considered so far it would seem, that assuming a linear dis-

persion for graphene, and the azimuthal wave-vector quantization relation given by

Equation(2.22), the energy spacings between the levels will scale inversely as the

SWCNT diameter. In fact, there are many mechanisms that lead to deviations from

this simple picture. For example, the markedly enhanced Coulomb interaction in this

one dimensional system, which leads to the optical excitations being dominated by

excitonic effects[52] leads to corrections to the energy spacing. There are also effects

due to curvature[19] and a chirality-dependent trigonal warping effect[44] that also

influence the energy separation. The dependance of the energy of the E22 resonance

for particular chiral angles of the SWCNTs that are considered in this thesis, on the

diameter has been empirically determined by fitting photoluminescence excitation

(PLE) data for various chiralities as[3]:

ε22(cm−1) =
107

145.6 + 575.6d
+

687.5

d2

where d is the tube diameter in nm. Substituting d = 0.8nm in this formula gives us

ε22 = 569 nm, which as it will be shown in Chapter(V) is close to the position of the

E22 transition measured for the (6, 5) SWCNTs used in this thesis.
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2.3 Theoretical Predictions of Optical Excitation Induced

Structural Changes in SWCNT

Recent theoretical work predicts that optically exciting carriers into the E22 or E11

levels causes structural changes in a SWCNT, especially the distortion of the SWCNT

in the radial direction[45] due to strong electron-phonon couplings in this system.

This effect can be understood in the context of molecules where there is a certain

equilibrium position of the nuclei when the electron cloud is in the ground state.

This equilibrium distance between the nuclei is determined by the configuration that

minimizes the energy of the molecule. However, in general, the equilibrium position of

the nuclei that minimizes the configurational energy changes from their position in the

ground state, when the electron cloud is excited. For nanotubes, such a change in the

radial position of the nuclei on optical excitation of the excitonic population will lead

to corrections in the bandgap energy, that would either decrease/increase the energy

separation between the levels that emerge from the periodic boundary condition in

the azimuthal direction. It is predicted that the tube diameter can either increase

or decrease depending on which energy level gets populated, and also which family

type the SWCNT belongs too, and hence, both blue and red shifts in the resonant

energy are predicted. In the theoretical models, the change in diameter is driven by

the excited state populations. The upper limit on the exciton density for the (6, 5)

chirality studied in this thesis has been inferred to be about 1.6×106 excitons/cm[46]

before saturation effects set in. For the average length of about 1µm for the SWCNTs

in the samples studied in this thesis, this number corresponds to about 160 excitons

per nanotube. The theory also predicts diameter oscillations at early times subsequent

to femtosecond optical excitation. The resulting oscillation in the energy level has

been inferred by femtosecond dT/T measurements where the probe transmission gets

modulated at the frequency of the coherent phonon mode excited[15, 25]. These
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(a) (b) 

Figure 2.6: Results of theoretical calculations predicting change in diameter of (11,0)
SWCNT belonging to mod(2) family upon optical excitation. (a) Plots of
the phonon amplitude with the linear absorption. (b)Top:Photoexcited
carrier density due to optical excitation at the E11 (black) and E22 (red)
energy levels. Bottom: The tube diameter initially increases(decreases)
for excitation at the E22(E11) energy level and then oscillates around the
new equilibrium position. Figure adapted from [40] and [45].

results will be shown in Chapter(VI). Using narrower band picosecond pulses we

are interested in detecting any spectral changes in the resonant energy of the E22

transition, as seen in the probe spectra of the time resolved optical nonlinear signal,

after photoexcitation by a pump pulse at the E22 energy level.

A phonon amplitude Q(t) can be defined which governs the motion of the C atoms

in phase, in the the radial direction. Q(t) is proportional to the differential change

in the diameter of the tube. It has been shown, that the steady state value of Q(t)

depends on the photoexcited carrier distribution function δf(k, t) [45]

Q(t) ∝ −2ωq
~
∑
k

Mel−ph(k) δf(k, t)

where Mel−ph(k) is the k -dependent radial breathing mode (RBM) matrix el-

ement. In Figure (2.6a), the differential change in diameter of a (11, 0) SWCNT

(belonging to the mod(2) family) is plotted as a function of the excitation energy re-
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Mod(2) Family Mod(1) Family 

Figure 2.7: The sign of the electron-phonon matrix element changes sign for excited
state population in either E22 or E11 state for a given family of SWCNTs.
The matrix element also changes signs between the mod(1) and mod(2)
families. Figure from [40]

sponsible for optical excitation. In Figure (2.6b), the results of a calculation assuming

50 fs excitation pulse is reproduced from[45], which predicts that the SWCNT diam-

eter oscillates at the RBM frequency. For the SWCNTs belonging to mod(2) family

like the (11, 0) chirality, photoexcitation at the E11 energy level causes the tube diam-

eter to initially decrease and then oscillates around a smaller equilibrium diameter.

Conversely, photoexcitation at the E22 energy level causes the tube diameter to ex-

pand and oscillate around a larger tube diameter. Note that in these theoretical

models, population decay timescales have been ignored. With the inclusion of popu-

lation decay, we guess that the SWCNT diameter will relax back to its ground state

equilibrium position as the excited state population decays.

The theoretical prediction for mod(1) family of tubes is reversed from what was

just stated, as the theory predicts a change in the signs of Mel−ph between the mod(1)

and mod(2) families. This is shown in Figure(2.7). Another theoretical study[42] has

also indicated that the nanotube lattice distorts dynamically in the presence of a

single exciton (the position of which is assumed to be fixed in this calculation), and

that this distortion is long ranged as shown in Figure(2.8). This study also found a
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Chirality: (16,0) 
Family: mod(1) 

Chirality: (17,0) 
Family: mod(2) 

Figure 2.8: Calculated lattice distortion of SWCNTs due to the presence of an exciton
in the E11 state for the two SWCNT families. The hole is assumed to be
fixed at the origin. The atomic displacements in the radial direction are
given by δR and the displacements parallel to the SWCNT axis are given
by δz. Figure from [42]

change in the sign of the radial distortion between the two families of SWCNT, and

also between excitons in the E11 and E22 states.

The theoretical results presented in this section imply that for the (6, 5) chirality

SWCNTs belonging to the mod(1) family that are studied in this thesis, the excited

state population in the E22 (E11) state will result in a decrease (increase) in the

SWCNT diameter, which would cause a blue (red) shift in the resonant energy. It is

this excitation induced change in the spectral position of the E22 resonance that we

aim to measure using time-resolved nonlinear optical spectroscopy techniques with

narrow-band picosecond pulses. Basic concepts for understanding these techniques

are presented in Chapter(III).

2.4 Chapter Summary

In this chapter, the bandstructure of graphene was presented within a tight bind-

ing method. Some of the novel properties of this material were sought to be explained

on the basis of the unique nature of its bandstructure. For a SWCNT, the azimuthal

boundary conditions around the circumference leads to cutting planes in the band-
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structure of graphene, where discrete energy levels emerge that are characterized

by the one dimensional density of states. This makes some of the SWCNTs direct

bandgap semiconductors, with their optical properties being dominated by excitonic

effects due to increased coulomb interactions in this reduced dimensionality system.

The energy spacing between these levels is a function of the SWCNT diameter. Re-

sults of microscopic theories from the literature were presented, which indicate that

due to strong excitonic-phonon coupling in SWCNTs, optically excited population in

these energy states will drive a differential change in the SWCNT diameter. Such a

distortion in the SWCNT diameter is expected to change the spacing between the

energy levels, an effect that we will seek to measure using techniques of time-resolved

nonlinear optical spectroscopy.
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CHAPTER III

Nonlinear Optical Response and Pump-Probe

Spectroscopy

In this chapter some simple concepts are presented about differential transmis-

sion(dT) - the main optical spectroscopy technique used in this dissertation. This is

followed up with a more formal semi-classical formulation of light matter interaction

where an understanding is sought on the physical mechanism by which the nonlinear

optical signal can be measured with this technique. Lastly, some data is presented

on a test sample in which the some of the terms contributing to the nonlinear signal

can be identified.

3.1 Introduction to Differential Transmission

In simplest terms, differential transmission is the change in the transmission of a

probe beam due to a nonlinear optical response generated in the sample by a pump

beam. The dT signal can be expressed as:

Isignal = Iprobe,pump on − Iprobe,pump off (3.1)
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where, Iprobe,pump on is the photocurrent generated in a detector in the probe path

when the pump beam is on, and Iprobe,pump off is the photocurrent generated in the

same detector when the pump is off. Let the linear response of the sample to the

probe field Eprobe be given by E
(1)
probe. For centrosymmetric materials (materials having

inversion symmetry[6]), the next order response will be E
(3)
probe. Neglecting higher order

responses due to their diminishing contribution we get

Isignal ∝
∣∣∣Eprobe + E

(1)
probe + E

(3)
probe + E

(3)
pump,probe

∣∣∣2 − ∣∣∣Eprobe + E
(1)
probe + E

(3)
probe

∣∣∣2 (3.2)

where the response E
(3)
pump,probe can be written as a cross-term involving both the pump

and probe fields:

E
(3)
pump,probe ∝ χ(3)EpumpE

∗
pumpEprobe (3.3)

The justification for this kind of a term will be developed later in this chapter. We

can now simplify

Isignal ∝
∣∣∣Eprobe + E

(1)
probe + E

(3)
probe

∣∣∣2 +
∣∣∣E(3)

pump,probe

∣∣∣2
+ 2Re(E

(3)
pump,probe(Eprobe + E

(1)
probe + E

(3)
probe)

∗)

−
∣∣∣Eprobe + E

(1)
probe + E

(3)
probe

∣∣∣2
We can neglect

∣∣∣E(3)
pump,probe

∣∣∣2to get:

Isignal ∝ 2Re(E
(3)
pump,probe(Eprobe + E

(1)
probe + E

(3)
probe)

∗) (3.4)
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By neglecting E
(1)
probe and E

(3)
probe in comparison with Eprobe we obtain:

Isignal ∝ 2Re(E
(3)
pump,probeE

∗
probe) (3.5)

This equation shows that the dT signal is proportional to the third order optical

response of the sample, homodyne detected with the probe. Furthermore, we can

make use of Equation(3.3) to obtain:

Isignal ∝ χ(3) |Epump|2 |Eprobe|2 (3.6)

Thus we see that the dT signal will scale linearly with both the pump and probe

powers in the χ(3) limit. In the next section, a formalism that helps describe light

matter interaction will be discussed. It is within this formalism, that the χ(3) response

measured in a dT experiment, can be calculated.

3.2 Semiclassical Theory of Light-Matter Interaction

In many cases, the interaction of light resonantly with a material system can

be approximated to a problem consisting of two quantum levels interacting with a

classical field[5]. We can describe the two level system, without considering the effects

of the optical field by a Hamiltonian Ĥ0, with the eigenfunctions |0〉 and |1〉 satisfying

the time independent Schrodinger equation:

Ĥ0|0〉 = E0|0〉

Ĥ0|1〉 = E1|1〉

In the energy basis, the Hamiltonian is simply the diagonal matrix:
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Ĥ0 =

 E0 0

0 E1


The interaction of light with this two level system modifies the Hamiltonian to be of

the form Ĥ = Ĥ0+V̂ (t) where the perturbation V̂ (t) in the dipole approximation[5, 6]

can be written as:

V̂ (t) = µ̂E(t)

Here µ̂ is the dipole operator and can be written as µ̂ = er̂,where r̂ is the position

operator. Since the position operator typically has odd parity, the diagonal matrix

elements of r̂ go to zero. Hence, the operator V̂ (t) has only off-diagonal elements.

The perturbation to the original Hamiltonian is considered to be small, so any state

vector can be expanded using the unperturbed eigenfunctions of Ĥ0:

|ψ(t)〉 =
∑
n

an(t)|n〉 (3.7)

The time evolution of the wavefunction is governed by Schrödinger’s equation:

i~
∂

∂t
|ψ(t)〉 =

(
Ĥ0 + V̂ (t)

)
|ψ(t)〉 (3.8)

We can substitute Equation(3.7) in Equation(3.8) to get:

i~
∂

∂t

(∑
n

an(t)|n〉

)
=

(∑
n

an(t)En|n〉

)
+ V̂ (t)

(∑
n

an(t)|n〉

)
(3.9)

Multiplying (3.9) by 〈m| and using the fact that the eigenvectors are orthonormal,

we get:

i~
∂

∂t
am(t) = Em|m〉+

∑
n

〈m|V̂ (t)|n〉an(t)
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This equation can be recast into the following matrix equation[5]:

i~ȧ(t) = Ĥ0a(t) + V̂ (t)a(t) (3.10)

The above equation of motion can be conceptually simplified by moving to the in-

teraction representation, in which the time varying part of a(t) that is due to the

unperturbed Hamiltonian H0 is pulled out:

|ψ(t)〉 =
∑
n

e−iEnt/~cn|n〉

The matrices of the two sets of coefficients are related as:

a(t) = U0(t)c(t) (3.11)

Where U0(t) is the time evolution operator and is given by:

U0(t) = e−iĤ0t/~ (3.12)

Using Equation(3.10), we get:

i~
(
U0(t)ċ(t) + U̇0(t)c(t)

)
= Ĥ0U0(t)c(t) + V̂ (t)U0(t)c(t) (3.13)

By differentiating Equation(3.12), we get:

U̇0(t) = − i
~
Ĥ0U0(t) (3.14)

By using the time derivative of the time evolution operator given by Equation(3.14)

in Equation(3.13), we will find that the second term on the left hand side, will cancel

with the first term on right hand side. Thus the following is obtained:
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U0(t)ċ(t) = − i
~
V̂ (t)U0(t)c(t) (3.15)

By multiplying Equation(3.15) by U †0(t), we get:

ċ(t) = − i
~
U †0(t)V̂ (t)U0(t)c(t) (3.16)

The Interaction Hamiltonian can be defined as follows[5]:

V̂ I(t) = U †0(t)V̂ (t)U0(t) = U †0(t)µ̂.E(t)U0(t) = E(t)U †0(t)µ̂U0(t)

Here, the dipole operator in the interaction representation can be written as:

µ̂(t) = U0(t)†µ̂U0(t) (3.17)

Thus we get for the interaction Hamiltonian:

V̂ I(t) = E(t)µ̂(t) (3.18)

Using the definition of the interaction Hamiltonian, Equation(3.16) can be written as

ċ(t) = − i
~
V̂ I(t)c(t) (3.19)

Often, the results of experiments are impossible to describe using just the wave-

function picture. This is because a quantum system in the laboratory almost always

interacts with a bath, and we often have no way of knowing all the quantum states in

the bath. The effects caused by interaction with a bath, for example, pure dephasing

due to “collision” type processes, and spontaneous emission due to interaction with

the vacuum field can be phenomenologically included in what is known as the density

matrix picture[34, 6]. Moreover, if we are dealing with ensembles, it is not possible
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to write a wavefunction, and a density matrix is defined as follows:

ρ =
∑
s

p(s)|ψs〉〈ψs|

where the p(s) is the statistical probability of finding the system in a pure state |ψs〉.

In this picture, it can be shown that the expectation value of an operator is given by:

〈A〉 = Tr (Aρ) (3.20)

In terms of the amplitudes, the density matrix is defined as:

ρ(t) = a(t)a†(t)

Making use of Equation(3.11), we get:

ρ(t) = U0(t)c(t)c†(t)U †0(t)

We define the density matrix in the interaction representation by:

ρI(t) = c(t)c†(t) (3.21)

and the density matrices in the two representations are related by:

ρ(t) = U0(t)ρI(t)U †0(t) (3.22)

It is important to note that in calculating expectation values using Equation (3.20),

the density matrix in the interaction representation has to be converted back to the

Schrödinger picture[5]. Now we can take the time derivative of Equation(3.21) to

obtain:
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dρI(t)

dt
= ċ(t)c†(t) + c(t)ċ†(t)

We can use the equation of motion for c(t) given by Equation(3.19), to obtain:

dρI(t)

dt
= − i

~

(
V̂ I(t)c(t)c†(t)− c(t)c†(t)V̂ I(t)

)
= − i

~

(
V̂ I(t)ρI(t)− ρI(t)V̂ I(t)

)

We can identify the commutator on the right hand side to obtain:

dρI(t)

dt
= − i

~

[
V̂ I(t), ρI(t)

]
(3.23)

As was mentioned earlier, relaxation terms are added phenomenologically to this

equation to account for pure dephasing and spontaneous emission[5]. In the next sec-

tion, this equation of motion for the density matrix will be perturbatively solved. We

will not consider the decay terms right now, since the emphasis of the next section is

to show the physics behind perturbation pathways and time ordering that determines

the nonlinear response. We will start to include the decay terms in Chapter(IV)

where we will use the equations of motion to describe physical models that have some

relevance to our experiments.

3.3 Perturbation Calculation of 3rd Order Optical Response

We can integrate[34, 20] Equation(3.23) from t = −∞ to t = t to get:

ρI(t) = ρI(−∞)− i

~

tˆ

−∞

dτ
[
V̂ I(τ), ρI(τ)

]
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Now we plug the above expression for ρI(t) into the ρI(τ) appearing in the commutator

to obtain:

ρI(t) = ρI(−∞)− i

~

tˆ

−∞

dτ

V̂ I(τ), ρI(−∞)− i

~

τˆ

−∞

dτ1

[
V̂ I(τ1), ρI(τ1)

]
= ρI(−∞)− i

~

tˆ

−∞

dτ
[
V̂ I(τ), ρI(−∞)

]
+

(
− i
~

)2
τ2ˆ

−∞

dτ2

[
V̂ I(τ2),

[
V̂ I(τ1), ρI(τ1)

]]

where we have changed the the label of the integration variable from τ to τ2 for the

right most integral. We can repeat this process to obtain the series:

ρI(t) = ρI(−∞) +
∞∑
n=1

(
− i
~

)n tˆ

−∞

dτn

τnˆ

−∞

dτn−1

τn−1ˆ

−∞

dτn−2...

τ2ˆ

−∞

dτ1[
V̂ I(τn),

[
V̂ I(τn−1),

[
V̂ I(τn−2), ...

[
V̂ I(τ1), ρI(−∞)

]
...
]]]

Since we are interested in computing the expectation value of the dipole operator

using the density matrix, we will have to move back to the density matrix in the

Schrödinger picture by using Equation(3.22). We will denote the first term in the

new series by ρ(0)(t) = U0(t)ρI(−∞)U †0(t), which is the solution to the zeroth order

in the fields. Hence we get an expansion of ρ(t) in powers of the applied fields, which

can be expressed as:

ρ(t) = ρ(0)(t) +
∞∑
n=1

ρ(n)(t)

where the nth order response is given by
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ρ(n)(t) =

(
− i
~

)n tˆ

−∞

dτn

τnˆ

−∞

dτn−1

τn−1ˆ

−∞

dτn−2...

τ2ˆ

−∞

dτ1

U0(t)
[
V̂ I(τn),

[
V̂ I(τn−1),

[
V̂ I(τn−2), ...

[
V̂ I(τ1), ρ(−∞)

]
...
]]]

U0(t)†

Now, we will use the definition of the interaction Hamiltonian given by Equation

(3.18) to get:

ρ(n)(t) =

(
− i
~

)n tˆ

−∞

dτn

τnˆ

−∞

dτn−1

τn−1ˆ

−∞

dτn−2...

τ2ˆ

−∞

dτ1 U0(t)

[E(τn)µ̂(τn), [E(τn−1)µ̂(τn−1), [E(τn−2)µ̂(τn−2), ... [E(τ1)µ̂(τ1), ρ(−∞)] ...]]]

U0(t)†

We can pull out all the electric field terms from inside the commutators to get:

ρ(n)(t) =

(
− i
~

)n tˆ

−∞

dτn

τnˆ

−∞

dτn−1

τn−1ˆ

−∞

dτn−2...

τ2ˆ

−∞

dτ1E(τn)E(τn−1)E(τn−2)...E(τ1)

U0(t) [µ̂(τn), [µ̂(τn−1), [µ̂(τn−2), ... [µ̂(τ1), ρ(−∞)] ...]]]U0(t)†

We are mainly interested in the third order response in the fields, we get:

ρ(3)(t) =

(
− i
~

)3
tˆ

−∞

dτ3

τ3ˆ

−∞

dτ2

τ2ˆ

−∞

dτ1E(τ3)E(τ2)E(τ1)

U0(t) [µ̂(τ3), [µ̂(τ2), [µ̂(τ1), ρ(−∞)]]]U0(t)†
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The expectation value of the dipole moment operator is the macroscopic polariza-

tion induced by the the incident fields. As we will show later in this chapter, this

macroscopic polarization produced in the material acts as a source term in Maxwell’s

equation, and leads to the creation of the fields that are generated by the mate-

rial in response to the incident fields. The macroscopic polarization induced is the

expectation value of the dipole operator:

P (t) = 〈µ̂〉 = Tr(µ̂ρ(t))

Since the density matrix can be written in the form of an expansion series, the same

can be done for the induced polarization to get:

P (t) = P (0)(t) +
∞∑
n=1

P (n)(t)

where the nth order induced polarization can be expressed as:

P (n)(t) =

(
− i
~

)n tˆ

−∞

dτn

τnˆ

−∞

dτn−1

τn−1ˆ

−∞

dτn−2...

τ2ˆ

−∞

dτ1E(τn)E(τn−1)E(τn−2)...E(τ1)

Tr
(
µ̂U0(t) [µ̂(τn), [µ̂(τn−1), [µ̂(τn−2), ... [µ̂(τ1), ρ(−∞)] ...]]]U0(t)†

)
The trace operation in insensitive to cyclical permutation, so by rearranging the terms

inside the trace we get:

P (n)(t) =

(
− i
~

)n tˆ

−∞

dτn

τnˆ

−∞

dτn−1

τn−1ˆ

−∞

dτn−2...

τ2ˆ

−∞

dτ1E(τn)E(τn−1)E(τn−2)...E(τ1)

Tr
(
U0(t)†µ̂U0(t) [µ̂(τn), [µ̂(τn−1), [µ̂(τn−2), ... [µ̂(τ1), ρ(−∞)] ...]]]

)
By using Equation(3.17) inside the trace we get:
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Figure 3.1: This figure depicts the relation between the time points τ1, τ2, τ3 and the
time intervals t1, t2, t3

P (n)(t) =

(
− i
~

)n tˆ

−∞

dτn

τnˆ

−∞

dτn−1

τn−1ˆ

−∞

dτn−2...

τ2ˆ

−∞

dτ1E(τn)E(τn−1)E(τn−2)...E(τ1)

Tr (µ̂(t) [µ̂(τn), [µ̂(τn−1), [µ̂(τn−2), ... [µ̂(τ1), ρ(−∞)] ...]]])

Hence, to 3rd order in the fields, the induced polarization is given by:

P (3)(t) =

(
− i
~

)3
tˆ

−∞

dτ3

τ3ˆ

−∞

dτ2

τ2ˆ

−∞

dτ1E(τ3)E(τ2)E(τ1)

Tr (µ̂(t) [µ̂(τ3), [µ̂(τ2), [µ̂(τ1), ρ(−∞)]]]) (3.24)

We will now effect a change of variables of integration[34, 20] from the time points

τ1, τ2, τ3 to the time intervals t1, t2, t3 as shown in Figure 3.3. This will allow us

to express all the integrals between the same limits and will enhance our physical

understanding of the terms for the induced polarization. We can express the time t

as a sum over these time intervals:

t = t1 + t2 + t3

The two sets of variables are related to each other according to the relations given

in Table 3.1 .

To convert the integrals, consider the integral
τ2́

τ1=−∞
dτ1. By differentiating t1 =
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Time Intervals Time Points

t1 = τ2 − τ1 τ1 = t− (t3 + t2 + t1)
t2 = τ3 − τ2 τ2 = t1 = t− (t3 + t2)
t3 = t− τ3 τ3 = t1 + t2 = t− (t3)

Table 3.1: Relations between the various time intervals and points.

τ2− τ1 we get dt1 = −dτ1. For the limits, we get that τ1 = −∞ maps to t1 =∞, and

τ1 = τ2 maps to t1 = 0. Hence the integral transforms as:

τ2ˆ

τ1=−∞

dτ1...→ −
0ˆ

t1=∞

dt1...→
∞̂

t1=0

dt1...

Similarly, the other two integrals transform as
τ3́

τ2=−∞
dτ2 →

∞́

t2=0

dt2 and
0́

τ3=−∞
dτ3 →

∞́

t3=0

dt3. With these new variables and taking τ1 = 0, Equation(3.24) can be rewritten

as:

P (3)(t) =

(
− i
~

)3
∞̂

0

dt3

∞̂

0

dt2

∞̂

0

dt1E (t− t3)E (t− t3 − t2)E (t− t3 − t2 − t1)

Tr (µ̂(t3 + t2 + t1) [µ̂(t1 + t2), [µ̂(t1), [µ̂(0), ρ(−∞)]]])

As promised, now we can have a physical understanding of the induced polarization:

the 3rd order induced polarization can be expressed as a convolution of 3 electric fields

along with a 3rdorder response function.

P (3)(t) =

∞̂

0

dt3

∞̂

0

dt2

∞̂

0

dt1E (t− t3)E (t− t3 − t2)E (t− t3 − t2 − t1)S(3) (t3, t2, t1)

(3.25)

where the response function is given by:
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S(3) (t3, t2, t1) =

(
− i
~

)3

Tr (µ̂(t3 + t2 + t1) [µ̂(t1 + t2), [µ̂(t1), [µ̂(0), ρ(−∞)]]]) (3.26)

The physical interpretation of this is that interactions at times 0,t1,t1 + t2 leads to

an induced polarization at time t = t3 + t2 + t1. We will make use of this phys-

ical interpretation to draw double sided Feynman diagrams that show some of the

perturbation pathways that lead to the third order response.

3.3.1 Perturbation Pathways for the 3rd Order Response

The three nested commutators in Equation(3.26) contribute 23 terms. However

half of them are complex conjugates of each other, for example the terms µ̂(t1 +

t2)µ̂(t1)µ̂(0)ρ(−∞) and ρ(−∞)µ̂(0)µ̂(t1)µ̂(t1 + t2). For an experiment done with two

optical fields, referred to as pump and probe, the electric field E(t) can be written

as:

E(t) = Epu(t)
(
e−iωput+ikpur + eiωput−ikpur

)
+ Epr(t)

(
e−iωprt+ikprr + eiωprt−ikprr

)
Thus, the convolution of the three electric fields in (3.25) has 43 terms, and for

Equation(3.25) we get 512 terms. However, by invoking the rotating wave approxi-

mation, choosing a time sequence of pulses, and arranging the experimental geometry

for phase matching, only a few terms will contribute in an experimental configura-

tion. For example, if the pulses are considered as δ functions, with the pump pulse

preceding probe pulse we can write:

E(t) = E
′

puδ (t) + E
′

prδ (t− τ)

39



where we have pulled the frequency and wave-vector information into the coefficients.

Now, the product of the three electric fields in Equation(3.25) is given by:

E (t− t3)E (t− t3 − t2)E (t− t3 − t2 − t1) =
(
E
′

puδ (t− t3) + E
′

prδ (t− t3 − τ)
)

(
E
′

puδ (t− t3 − t2)

+E
′

prδ (t− t3 − t2 − τ)

)
(
E
′

puδ (t− t3 − t2 − t1) (3.27)

+E
′

prδ (t− t3 − t2 − t1 − τ)

)

Now we will show, how the strict time ordering of the pulses will drive some of the

terms to zero. For example, if we consider the following term:

E
′

puδ (t− t3)E
′

prδ (t− t3 − t2 − τ)E
′

prδ (t− t3 − t2 − t1 − τ)

This term has to be zero for a non-zero positive τ . Only terms with strict time

ordering, where the pump field acts first and then the probe field acts survive. An

example of such a term is:

E
′

prδ (t− t3 − τ)E
′

puδ (t− t3 − t2)E
′

puδ (t− t3 − t2 − t1)

This discussion demonstrates the power of time resolved nonlinear optical spec-

troscopy: by controlling the time order of the sequences of pulses hitting the sample

we can measure the contribution to the nonlinear signal from distinct perturbation

pathways. This goes a long way in elucidating the χ(3) response of a material.

In a standard differential transmission (dT) geometry, the nonlinear signal is de-

tected along the probe direction. This imposes a phase matching condition due to
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which only certain terms in the product (3.27) survive. The direction of the nonlinear

signal is given by the sum of the k vectors of the 3 electric fields, expressing the law of

conservation of linear momentum. Hence, the terms that contribute are going to be

of the form EprE
∗
puEpu where the asterisk refers to the term that goes like eiωput−ikpur.

Hence this term will contribute to a signal in the kpr − kpu + kpu = kpr direction and

thus will be detected in a dT experiment. The frequency of the nonlinear signal is

also similarly determined by the law of conservation of energy and for the above term

will go like ωpr.

The various perturbation pathways that contribute to the nonlinear response can

be conveniently represented by double sided Feynman diagrams[6, 34]. The two sides

are necessary to represent both the |ψ〉 and the 〈ψ| of the density matrix, as we have

to keep track of whether the interactions due to the time dependent dipole operator

happens from the left side or the right side of the density matrix when evaluating the

commutator in (3.26). Time increases from bottom to top in these diagrams. Electric

fields of form e−iωt+ikr are depicted as going from left to right, while the direction

is reversed for the complex conjugate term. In general, arrows pointing towards the

diagram cause an excitation of the corresponding density matrix element; arrows

pointing away from the diagram causes a de-excitation of the same term. More

details on the convention of drawing double sided Feynman diagram can be found

in [34]. Figure (3.2) shows a diagram that depicts a pathway that leads to a 3rd

order response in the probe direction and in which the time ordering of the pump

and probe are considered. Note how the incoming (outgoing) interaction causes an

excitation (de-excitation) of the corresponding density matrix element. We can take

ρ (−∞) = |0〉〈0|, since initially all population is in the ground state and all the

coherences are zero, which means the only nonzero matrix element is ρ00.

Feynman diagrams make it very easy to make what is called the Rotating Wave

Approximation (RWA), also known as the resonance approximation, just by inspec-
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Figure 3.2: Feynman diagram representation of a perturbation term that will result
in a signal along the probe direction. The first two interactions are due
to the pump pulse with k vectors kpu and −kpu respectively.

tion. The physical justification for the RWA lies in the fact that in a frame rotating

at the field frequency, out of the two terms of an electric field e−iωt and eiωt, one of

these leads to terms that oscillate at 2ω that have a diminishing contribution once

they are integrated over. In a Feynman diagram these two terms of the electric fields

are represented by arrows in the opposite sense. Taking the example of Figure(3.2),

if the first interaction by the pump was by a away-going arrow, this would cause a

de-excitation of the ground state and such pathways are eliminated within the RWA.

3.3.2 Maxwell Bloch Equation

The preceding sections have shown how a nonlinear polarization can be generated

in the sample due to the interaction of two optical fields. This finite polarization

becomes a source term in Maxwell’s equation and leads to the generation of an electric

field. Under the slowly varying amplitude approximation and steady state conditions,

it can be shown[5], that

∂E

∂z
=
ik

ε0
P (3.28)
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Figure 3.3: Differential Transmission signal on LDS821. The inset on the top right
shows the coherent spike at zero delay between the pump and probe
pulses. The inset on the bottom right shows the decay signal when the
probe pulse is time advanced compared to the pump pulse.

For an optically thin sample, this equation can simply be integrated. Hence, the third

order polarization causes a third order electric field of the form:

E(3) =
ik

ε0
zχ(3)E1E2E3 (3.29)

This is the physical justification of the term in Equation(3.3).
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Figure 3.4: Feynman diagram representation of a perturbation pathway that leads
to the coherent spike. The time ordering of the pump and probe is not
followed since the coherent spike occurs at zero delay.

3.4 Experimental Data on Test Sample: LDS821

In this section we will show some differential transmission data on a test sample of

LDS821, which is a common laser dye. We will defer the description of the experimen-

tal details to a later chapter. Figure(3.3) shows a typical dT data-set obtained from

LDS821. There is a spike in the dT signal at zero pump-probe delay which is often

referred to as the coherent artifact. In addition to this spike, we see an exponential

decay as the probe is delayed with respect to the pump. The coherent spike signal is

observed when the pump and probe are overlapped in time and contain contributions

from Feynman diagrams in which the time ordering of the pump and probe is not

followed. Due to strict time ordering, these diagrams do not contribute to the dT

signal when the probe is delayed by some amount with respect to the pump. Hence

different perturbation pathways lead to the dT signal observed for zero delay, and

positive delay.

One of the perturbation pathways that leads to the coherent spike is shown in

Figure(3.4). The first interaction with the probe leads to a nonzero coherence ρ10.

The second interaction with the pump pulse results in excited state population ρ11.
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The third interaction with the pump pulse causes the population to stimulate down,

and results in coherence ρ10. Now this non-zero coherence leads to a macroscopic

polarization, which results in an electric field along the phase-matched direction of

the probe.

3.5 Chapter Summary

The optical spectroscopy technique of differential transmission was discussed, and

it was shown that dT measures the third order optical response of the system homo-

dyne detected with the probe. It was also seen that in the χ(3) limit, the dT signal

would scale linearly with the pump and probe powers. A semi-classical description

of light-matter interaction was introduced, and an equation of motion of the density

matrix was developed. Solutions to the third order in the optical fields were obtained

for this equation of motion, and it was shown that the third order polarization can

be written as a convolution of three electric fields along with a third order response

function. Some of the perturbation pathways that lead to the third order response

were discussed, and double sided Feynman diagrams were introduced to visualize

them. Lastly, some experimental data on a test sample was presented to show how

the various perturbation pathways could show up in a simple experiment.
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CHAPTER IV

Signature of Excitation Induced Resonant Energy

Shifts in Third Order Nonlinear Signals

In Chapter(II) it was shown that a microscopic model predicts a configurational

change in the diameter of a SWCNT upon optical excitation. The easiest way to mea-

sure energy shifts arising from such configurational changes would be through simple

spectroscopy measurements, for example, by determining energy shifts in absorption

from the ground state, and photoluminescence(PL) from the excited state. However

for small changes in the resonant energy, compared to the linewidth of the transi-

tion, this would be a difficult effect to measure in a time-integrated PL measurement,

especially if the changes in the resonant energy are associated with short-timescale

dynamics. In this chapter we will aim to show how time-resolved nonlinear optical

spectroscopy serves as a powerful tool to detect such small excitation induced changes

in the resonant energy levels. The signature of such effects on the time-resolved, ho-

modyne detected third order (in the applied fields) nonlinear optical response of a

sample is derived.

We will start with the simplest case of a single 2-level system interacting with

a nearly resonant optical field. Following the prescription of perturbatively calcu-

lating the nonlinear response that was introduced in Chapter(III), we will calculate

what form the measured dT signal should be for this simple system. Then we will
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consider two independent 2-level systems in a product Hilbert space. This does not

add any new physics to the problem, but serves to illustrate all possible perturbation

sequences which sum up to the expected result. Next, a small interaction is turned

on between the two 2-level systems such that excitation of one of the systems causes

a configurational change over a certain timescale, that modifies the transition energy

for the second excitation. From the functional form of the expression for the dT

signal for this problem, a data analysis method is constructed that allows to search

for signature signs of an excitation induced change in the resonant energy.

4.1 Time Domain Perturbation Calculation of a 2- Level Sys-

tem

Here we will obtain perturbative results to the third order in the fields for a 2-level

system. We will consider a pump probe geometry, in which we will consider only the

terms that will lead to phase matched signals in the probe direction, at the probe

frequency. These are the only terms that will contribute in a differential transmission

(dT) experiment, in which the nonlinear signal is homodyne detected with the probe

as was shown in Chapter(III). We will also consider a strict time ordering between the

pump and probe pulses, so that the first two interactions are with the pump, and the

third one is with the probe. We will invoke what is known as the rate approximation,

in which it shall be obtained that the coherences adiabatically follow the population

difference. We will also consider pulses to be delta functions in time just to simplify

the maths.

Consider a 2-level system, with the states |0〉 and |1〉. The energy of the ground

state can be chosen to be zero, and the unperturbed Hamiltonian can be written as:
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H0 =

0 0

0 ~ω0


The time evolution operator is given by:

U0 =

1 0

0 e−i~ω0t


The interaction of this two level system with a pump and probe field adds another

term to the Hamiltonian given by:

V = ~

0 χ

χ 0


where χ =

(
χpue

−iωput+ikpur + cc
)

+
(
χpre

−iωprt+ikprr + cc
)
. Here χpu is one half the

Rabi frequency and is defined as[5]:

χpu = −µ10Epu
2~

(4.1)

where µ10 is the transition dipole moment. We go into an interaction representation

with following interaction Hamiltonian

V I(t) = U †0(t)V (t)U0(t)

Neglecting the terms in V I(t),that oscillate at 2ω(RWA) and putting detuning δpu,pr =

ω0 − ωpu,pr we get
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V I = ~

 0 χ∗pue
−iδput−ikpur + χ∗pre

−iδprt−ikprr

χpue
iδput+ikpur + χpre

iδprt+ikprr 0


The equation of motion of the density matrix in the interaction representation is given

by:

dρI(t)

dt
= − i

~

[
V̂ I(t), ρI(t)

]
− dρI(t)

dt

∣∣∣∣
relaxation

By expanding out the commutator, and writing the decay terms, the following equa-

tions of motion are obtained:

ρ̇I01 = −i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

)
(ρ11 − ρ00)− γρI01

ρ̇I10 = i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

)
(ρ11 − ρ00)− γρI10

ρ̇11 = i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

)
ρI10

− i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

)
ρI01 − γ2ρ11

ρ̇00 = −i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

)
ρI10

+ i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

)
ρI01 + γ2ρ11

4.1.1 Perturbation Solution

We will solve these equations perturbatively in the applied fields to third order.

We will enforce time ordering in the sequence that is calculated below, with the first

two interactions due to the pump, and the third due to the probe. The terms in this

calculation can be visualized by the Feynman diagrams shown in Figure 4.1
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Figure 4.1: Double sided Feynman diagrams representing the terms contributing to
the third order signal for a 2-level system.

4.1.1.1 First Order

ρ̇
I(1)
10 = iχpue

iδput+ikpur
(
ρ

(0)
11 − ρ

(0)
00

)
− γρI(1)

10

We can assume the solution to this differential equation to be of the form:

ρ
I(1)
10 = ρ10e

iδput (4.2)

ρ̇10e
iδput + iδpuρ10e

iδput = iχpue
iδput+ikpur

(
ρ

(0)
11 − ρ

(0)
00

)
− γρ10e

iδput

Canceling the exponential factors, and rearranging we get

ρ̇10 + (γ + iδpu) ρ10 = iχpue
ikpur

(
ρ

(0)
11 − ρ

(0)
00

)
(4.3)

Rate Equation Approximation We will now show explicit time dependence by

writing ρ10(t). By using the integrating factor e(γ+iδpu)t we get
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ρ10(t)e(γ+iδpu)t − ρ10(0) = i

tˆ

0

χpue
ikpur

(
ρ

(0)
11 − ρ

(0)
00

)
e(γ+iδpu)t′dt′

=⇒ ρ10(t) = ρ10(0)e−(γ+iδpu)t + i

tˆ

0

χpue
ikpur

(
ρ

(0)
11 − ρ

(0)
00

)
e−(γ+iδpu)(t−t′)dt′ (4.4)

Integrating
t́

0

χpue
ikpur

(
ρ

(0)
11 − ρ

(0)
00

)
e−(γ+iδpu)(t−t′)dt′ by parts we get:

χpueikpur
(
ρ

(0)
11 − ρ

(0)
00

)
e−(γ+iδpu)(t−t′)

(γ + iδpu)

t
t′=0

−
tˆ

0

d

dt

{
χpue

ikpur
(
ρ

(0)
11 − ρ

(0)
00

)} e−(γ+iδpu)(t−t′)

(γ + iδpu)
dt′

Putting explicit time dependence in the population terms and the fields, we get

tˆ

0

χpue
ikpur

(
ρ

(0)
11 − ρ

(0)
00

)
e−(γ+iδpu)(t−t′)dt′ =

χpu(t)e
ikpur

(γ + iδpu)

(
ρ

(0)
11 (t)− ρ(0)

00 (t)
)

− χpu(0)eikpur

(γ + iδpu)

(
ρ

(0)
11 (0)− ρ(0)

00 (0)
)
e−(γ+iδpu)t

−
tˆ

0

d

dt

{
χpue

ikpur
(
ρ

(0)
11 − ρ

(0)
00

)} e−(γ+iδpu)(t−t′)

(γ + iδpu)
dt′ (4.5)

Now, in the limit that the Rabi frequency is much smaller that the linewidth

(more formally, χ(t)(ρ22(t) − ρ00(t)) is slowly varying on the timescale of 1
γ−iδ ), the

second and third terms in the RHS of Equation (4.5) quickly and exponentially go to

zero[5], and we have:
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tˆ

0

χpue
ikpur

(
ρ

(0)
11 − ρ

(0)
00

)
e−(γ+iδpu)(t−t′)dt′ ≈ χpu(t)e

ikpur

(γ + iδpu)

(
ρ

(0)
11 (t)− ρ(0)

00 (t)
)

So going back to Equation (4.4) we have:

ρ10(t) ≈ ρ10(0)e−(γ+iδpu)t +
iχpu(t)e

ikpur

(γ + iδpu)

(
ρ

(0)
11 (t)− ρ(0)

00 (t)
)

The first term above also exponentially decays to zero. Now we get

ρ10 ≈
iχpu

γ + iδpu
eikpur

(
ρ

(0)
11 − ρ

(0)
00

)
, (4.6)

where to simplify notation, the explicit time dependence is not written anymore. The

key thing to note here is that in the rate equation approximation, the coherence is

given by the product of the Rabi frequency and the population difference. Note that

this is the same expression we would have got by putting ρ̇10 = 0 in Equation(4.3).

Putting ρ
(0)
00 = 1 in Equation(4.6) and substituting in Equation(4.2) we get

ρ
I(1)
10 =

−iχpu
γ + iδpu

eiδput+ikpur

We also get the complex conjugate:

ρ
I(1)
01 =

iχ∗pu
γ − iδpu

e−iδput−ikpur
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4.1.1.2 Second Order

ρ̇
(2)
11 = iχ∗pue

−iδput−ikpurρ
I(1)
10 − iχpueiδput+ikpurρ

I(1)
01 − γ2ρ

(2)
11

= iχ∗pue
−iδput−ikpur

(
−iχpu
γ + iδpu

eiδput+ikpur
)

− iχpue
iδput+ikpur

(
iχ∗pu

γ − iδpu
e−iδput−ikpur

)
− γ2ρ

(2)
11

Rearranging the terms we get:

ρ̇
(2)
11 + γ2ρ

(2)
11 = |χpu|2

(
1

(γ + iδpu)
+

1

(γ − iδpu)

)
=

2γ |χpu|2

γ2 + δ2
pu

Using the integrating factor eγ2t, we get

ρ̇
(2)
11 (t) =

2γ

γ2 + δ2
pu

tˆ

0

dt′ |χpu|2 e−γ2(t−t′)

For delta pulses, we have |χpu|2 = |χpu,0|2 δ(t). Here |χpu,0|2 has units of 1/[time]. So

we get

ρ
(2)
11 =

2γ |χpu|2

γ2 + δ2
pu

e−γ2t

From population conservation we also get

ρ
(2)
00 = −2γ |χpu|2

γ2 + δ2
pu

e−γ2t

To make the notation simpler, the subscript 0 has been dropped from |χpu,0|2. Hence,

it is obtained that for fixed pump power and detuning, the second order change in
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the populations can be written as the product of a dimensionless constant and an

exponential decay.

4.1.1.3 Third Order

ρ̇
I(3)
10 = iχpre

iδprt+ikprr
(
ρ

(2)
11 − ρ

(2)
00

)
− γρI(3)

10

Take ρ
I(3)
10 = ρ10e

iδprt. We get

ρ̇10e
iδprt + iδprρ10e

iδprt = iχpre
iδprt+ikprr

(
ρ

(2)
11 − ρ

(2)
00

)
− γρ10e

iδprt

In the rate equation limit, as before we get:

ρ10 =
iχpre

ikprr

γ + iδpr

(
ρ

(2)
11 − ρ

(2)
00

)
So we get:

ρ
I(3)
10 =

iχpr
γ + iδpr

2γ |χpu|2

γ2 + δ2
pu

2e−γ2teiδprt+ikprr (4.7)

4.1.2 Nonlinear Signal

To calculate the expectation value of the dipole operator, the density matrix terms

need to be to be converted from the interaction representation back to the Schrödinger

picture

ρ = U0ρ
IU †0

In terms of matrix elements we get

ρ(3)
nm = ρI(3)

nm e
−i(En−Em)t (4.8)
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It is easy to see that in the expression of the coherences calculated to the third order in

Equation(4.7), the term eiδprt will be replaced by e−iωprt in going from the interaction

to the Schrödinger picture. The nonlinear polarization is given by:

P (3) = Tr
(
µρ(3)

)
= µ01ρ

(3)
10 + c.c

Making use of Equation(4.7) we get

P (3) =
iµ01χpr
γ + iδpr

2γ |χpu|2

γ2 + δ2
pu

2e−γ2te−iωprt+ikprr (4.9)

This nonlinear polarization acts as a source term in Maxwell’s equation and generates

an electric field given by Equation(3.28)

E(3) =
ikl

ε0

iµ01χpr
γ + iδpr

2γ |χpu|2

γ2 + δ2
pu

2e−γ2te−iωprt+ikprr

By using Equation(4.1), we get:

E(3) =
kl

2~ε0
µ2

01Epr
γ + iδpr

2γ |χpu|2

γ2 + δ2
pu

2e−γ2te−iωprt+ikprr

This signal is homodyne detected with the probe field to give the dT signal. Using

Equation (3.5)

dT = 2Re
(
E∗prE

(3)
)

=
2klµ2

01

2~ε0
2γ |Epr|2

γ2 + δ2
pr

2γ |χpu|2

γ2 + δ2
pu

2e−γ2t
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Figure 4.2: Simulated dT signal for a 2 level system.

Making use of Equation(4.1) again, we get:

dT =
4kl~
ε0

2γ |χpr|2

γ2 + δ2
pr

2γ |χpu|2

γ2 + δ2
pu

2e−γ2t (4.10)

Key points to note in dT signal

1. The dT signal scales linearly with both the pump and probe power. This proves

to be a useful way to check if experimental data should be modeled by a χ(3)

process or not. For the data obtained in this thesis, it was verified that the

signal scaled linearly with the pump and probe powers as shown in Chapter(V).

2. The main experimental technique discussed in this thesis involve two color dT

measurements: The pump wavelength is fixed at a value, and the probe wave-

length is scanned. For each probe wavelength used, the delay between the pump

and probe is adjusted to get delay scans. Hence, datasets are obtained where

the dT signal is mapped out as a function of probe wavelength, and the delay

between the pump and probe.

3. From the functional form of Equation(4.10), such two color datasets can be

simulated and one such simulation is shown in Figure(4.2). Thus, the time

slices in this plot will be single exponential decays, and the wavelength slices
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(a) (b) 

Figure 4.3: (a) Two independent 2 level systems. (b) The two systems depicted in a
product space.

will be single lorentzian lineshapes.

4.2 Perturbation Calculation of Two Independent 2-Level

systems

The focus of this section will be to demonstrate how the χ(3) response can be

sensitive to two excitations in a system. This follows simply from energy conservation

considerations: two interactions with the pump pulse results in creating population

in one of the excitations, with the third interaction with the probe pulse probing all

possible transitions, including the possibility of exciting another excitation. This will

lead to multiple perturbation sequences contributing to the nonlinear signal, with the

total signal being summed over. We will demonstrate this for two independent 2-level

systems as shown in Figure(4.3a). Physically, it is expected that the dT signal for

this system should just be twice that of the single 2-level system which is given by

Equation (4.10). This will be proved mathematically by considering the system in

the product Hilbert space of the two 2-level systems. This product Hilbert space is

shown in Figure(4.3b).

In this product space, the unperturbed Hamiltonian can be written as
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H0 = Diag (0, E1, E1, 2E1)

and the time evolution operator as

U0 = Diag
(
1, e−iE1t, e−iE1t, e−i2E1t

)
The light-matter interaction will add a term to the unperturbed Hamiltonian that is

given by

V =



0 χ χ 0

χ 0 0 χ

χ 0 0 χ

0 χ χ 0


Here χ is the sum of the pump and probe fields. Switching to the interaction repre-

sentation, we get the equations of motion:

ρ̇I01 = −i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

)
(ρ11 − ρ00)− γρI01

ρ̇I10 = i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

)
(ρ11 − ρ00)− γρI10

ρ̇I01′ = −i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

)
(ρ1′1′ − ρ00)− γρI01′

ρ̇I1′0 = i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

)
(ρ1′1′ − ρ00)− γρI1′0

ρ̇I12 = −i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

)
(ρ22 − ρ11)− γρI12

ρ̇I21 = i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

)
(ρ22 − ρ11)− γρI21
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Sequence No 

1 

2 

3 

4 

5 

6 

Figure 4.4: Perturbation sequences leading to the χ(3) signal for two independent
2-level systems.

ρ̇I1′2 = −i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

)
(ρ22 − ρ1′1′)− γρI1′2

ρ̇I21′ = i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

)
(ρ22 − ρ1′1′)− γρI21′

ρ̇00 = −i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

) (
ρI10 + ρI1′0

)
+i
(
χpue

iδput+ikpur + χ∗pre
iδprt+ikprr

) (
ρI01 + ρI01′

)
+γ2 (ρ11 + ρ1′1′)

ρ̇11 = i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

) (
ρI10 − ρI21

)
−i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

) (
ρI01 − ρ

(I)
12

)
+γ2 (ρ22 − ρ11)

ρ̇1′1′ = i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

) (
ρI1′0 − ρI21′

)
−i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

) (
ρI01′ − ρI1′2

)
+γ2 (ρ22 − ρ1′1′)

ρ̇22 = i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

) (
ρI21 + ρI21′

)
−i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

) (
ρI12 + ρI1′2

)
−2γ2ρ22

The six perturbation sequences that contribute are shown in Figure(4.4).
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(a) Sequence 1 

(b) Sequence 2 

Figure 4.5: Terms that contribute to (a)Sequence 1. (b)Sequence 2.

Sequence 1

The terms in the first sequence can be visualized by the double sided Feynman

diagrams in Figure(4.5). We get the same result as in the case of a single 2-level

system given by Equation(4.7)

ρ
I(3)
10 =

iχpr
γ + iδpr

2γ |χpu|2

γ2 + δ2
pu

2e−γ2teiδprt+ikprr (4.11)

Sequence 2

Again, we get the same result as in the case of a single two level system.

ρ
I(3)
1′0 =

iχpr
γ + iδpr

2γ |χpu|2

γ2 + δ2
pu

2e−γ2teiδprt+ikprr (4.12)

Sequence 3

The terms in the third sequence can be visualized by the Feynman diagrams in

Figure(4.6a). To the second order in the pump fields, we get the non zero population

terms as:
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(a)Sequence 3 (b)Sequence 4 

(c)Sequence 5 (d)Sequence 6 

Figure 4.6: Terms that contribute to (a)Sequence 3. (b) Sequence 4. (c)Sequence 5.
(b) Sequence 6. The nonlinear signal that arises out of Sequences 3 and
5, cancels with the what is obtained from Sequences 4 and 6.

ρ
(2)
11 =

2γ |χpu|2

γ2 + δ2
pu

e−γ2t

ρ
(2)
00 = −2γ |χpu|2

γ2 + δ2
pu

e−γ2t

To the third order we get:

ρ̇
I(3)
21 = iχpre

iδprt+ikprr
(
ρ

(2)
22 − ρ

(2)
11

)
− γρI(3)

21

Here ρ
(2)
22 = 0. In the rate approximation limit, we get

ρ
I(3)
21 = − iχpr

γ + iδpr

2γ |χpu|2

γ2 + δ2
pu

e−γ2teiδprt+ikprr (4.13)

Sequence 4

Again, to the second order in the pump fields, we get the non-zero population

terms as:
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ρ
(2)
11 =

2γ |χpu|2

γ2 + δ2
pu

e−γ2t

ρ
(2)
00 = −2γ |χpu|2

γ2 + δ2
pu

e−γ2t

To the third order we get:

ρ̇
I(3)
1′0 = iχpre

iδprt+ikprr
(
ρ

(2)
1′1′ − ρ

(2)
00

)
− γρI(3)

1′0

Here ρ
(2)
1′1′ = 0. In the rate approximation limit, we get

ρ
I(3)
1′0 =

iχpr
γ + iδpr

2γ |χpu|2

γ2 + δ2
pu

e−γ2teiδprt+ikprr (4.14)

Sequence 5

The terms contributing in this sequence are visualized by the diagrams in Figure(4.6a).

To the second order in the pump fields, we get the non-zero population terms as:

ρ
(2)
1′1′ =

2γ |χpu|2

γ2 + δ2
pu

e−γ2t

ρ
(2)
00 = −2γ |χpu|2

γ2 + δ2
pu

e−γ2t

To the third order we get:

ρ̇
I(3)
21′ = iχpre

iδprt+ikprr
(
ρ

(2)
22 − ρ

(2)
1′1′

)
− γρI(3)

21

Here ρ
(2)
22 = 0. In the rate approximation limit, we get

ρ
I(3)
21′ = − iχpr

γ + iδpr

2γ |χpu|2

γ2 + δ2
pu

e−γ2teiδprt+ikprr (4.15)
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Sequence 6

Again, to the second order in the pump fields, we get the non-zero population

terms as:

ρ
(2)
1′1′ =

2γ |χpu|2

γ2 + δ2
pu

e−γ2t

ρ
(2)
0′0′ = −2γ |χpu|2

γ2 + δ2
pu

e−γ2t

To the third order we get:

ρ̇
I(3)
10 = iχpre

iδprt+ikprr
(
ρ

(2)
11 − ρ

(2)
00

)
− γρI(3)

10

Here ρ
(2)
11 = 0. In the rate approximation limit, we get

ρ
I(3)
10 =

iχpr
γ + iδpr

2γ |χpu|2

γ2 + δ2
pu

e−γ2teiδprt+ikprr (4.16)

4.2.1 Nonlinear Signal

The expressions for the third order coherences calculated in Equations(4.11, 4.12,

4.13, 4.14, 4.15, 4.16) are in the interaction representation, and they can be converted

to the Schrödinger picture by using Equation (4.8). It is easy to see that this trans-

formation will result in the term eiδprt being replaced by e−iωprt in going from the

interaction to the Schrödinger picture. The nonlinear polarization is given by:

P (3) = Tr
(
µρ(3)

)
= µ01ρ

(3)
10 + µ01′ρ

(3)
1′0 + µ12ρ

(3)
21 + µ1′2ρ

(3)
21′

Combining together the contribution from the six perturbation sequences we get
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P (3) =
iχpr

γ + iδpr

2γ |χpu|2

γ2 + δ2
pu

e−γ2te−iωprt+ikprr (2µ01 + 2µ01′ − µ12 + µ01′ − µ1′2 + µ01)

where the six terms represent the six sequences. By making an assumption that the

values of all the dipole matrix elements are equal, it is obtained

P (3) =
iµ01χpr
γ + iδpr

2γ |χpu|2

γ2 + δ2
pu

4e−γ2te−iωprt+ikprr

Thus we see that the nonlinear polarization generated by the third and fifth sequences,

gets canceled by the nonlinear polarization generated by the fourth and the sixth se-

quences. The total nonlinear polarization generated is only given by the first and

second sequence, which together add up to give what you would get with just two

independent two level system, which is what we expected. This third order polariza-

tion leads to a third order electric field, which is homodyne detected with the probe

to yield the dT signal. The expression for the dT signal for this case is

dT =
4kl~
ε0

2γ |χpr|2

γ2 + δ2
pr

2γ |χpu|2

γ2 + δ2
pu

4e−γ2t (4.17)

Hence we obtain just an additional factor of 2 in the expression of the dT signal for

two independent 2-level systems with what we had in the expression obtained for a

single 2-level system given in Equation(4.10). From the analysis in this section, it can

also be guessed that if there is an interaction between the two 2-level systems, such

that exciting one system leads to a shift in the resonant energy, then the cancellation

obtained in this section will not hold anymore. This is what will be proved formally

in the next section, and signatures of the excitation induced shift in the resonant

energy in the dT signal will be derived.
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(a) (b) 

Figure 4.7: Energy level diagram of two interacting 2-level systems.(a)A red shift
given by ∆E in the transition energy is included in the system. (b)In
the product Hilbert space, transitions at a red shifted energy from the
unaltered resonant energy emerge.

4.3 Two 2-level Systems with Excitation Induced Resonant

Energy Shift

In this section, it will be considered that optically exciting one of the 2-level

systems considered in Section(4.2) leads to a configurational change that red shifts

the resonant energy for exciting the other 2-level system. The timescale associated

with the configurational change is denoted by 1/γC . The energy level diagram of

this system can be understood from Figure(4.7). Note that in the limit γc = 0 , this

system should reduce to the system considered in Section(4.2) of two independent 2

level systems. This fact will be used as a check on the results of the calculation in

this section.

For the energy level diagram in Figure(4.7b), two detunings are defined for a given

probe energy as follows
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δpr = ω0 − ωpr (4.18)

δ′pr = ω0 −∆E − ωpr = δpr −∆E (4.19)

The transitions separated by the unaltered energy corresponding to ω0 are shown by

yellow arrows in Figure(4.7b) and the transitions separated by the red shifted energy

corresponding to ω0 −∆E are shown by red arrows in the same figure.

The equations of motion of the density matrix elements are given by

ρ̇I10 = i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

)
(ρ11 − ρ00)− γρI10

ρ̇I21 = i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

)
(ρ22 − ρ11)− γρI21

ρ̇I2R1R
= i

(
χpue

iδ′put+ikpur + χpre
iδ′prt+ikprr

)
(ρ2R2R − ρ1R1R)− γρI2R1R

ρ̇I1′0 = i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

)
(ρ1′1′ − ρ00)− γρI1′0

ρ̇I21′ = i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

)
(ρ22 − ρ1′1′)− γρI21′

ρ̇I2R1′R
= i

(
χpue

iδ′put+ikpur + χpre
iδ′prt+ikprr

) (
ρ2R2R − ρ1′R1′R

)
− γρI2R1′R

ρ̇00 = −i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

) (
ρI10 + ρI1′0

)
+i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

) (
ρI01 + ρI01′

)
+γ2

(
ρ11 + ρ1′1′ + ρ1R1R + ρ1′R1′R

)
ρ̇11 = i

(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

) (
ρI10 − ρI21

)
−i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

) (
ρI01 − ρI12

)
−γ2ρ11 − γcρ11 + γ2 (ρ22 + ρ2R2R)
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ρ̇1R1R = i
(
χ∗pue

−iδ′put−ikpur + χ∗pre
−iδ′prt−ikprr

) (
−ρI2R1R

)
−i
(
χpue

iδ′put+ikpur + χpre
iδ′prt+ikprr

) (
−ρI1R2R

)
+γcρ11 − γ2ρ1R1R

ρ̇1′1′ = i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

) (
ρI1′0 − ρI21′

)
−i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

) (
ρI01′ − ρI1′2

)
−γ2ρ1′1′ − γcρ1′1′ + γ2 (ρ22 + ρ2R2R)

ρ̇1′R1′R
= i

(
χ∗pue

−iδ′put−ikpur + χ∗pre
−iδ′prt−ikprr

)(
−ρI2R1′R

)
−i
(
χpue

iδ′put+ikpur + χpre
iδ′prt+ikprr

)(
−ρI1′R2R

)
+γcρ1′1′ − γ2ρ1′R1′R

ρ̇22 = i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

) (
ρI21 + ρI21′

)
−i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

) (
ρI12 + ρI1′2

)
−2γ2ρ22

ρ̇2R2R = i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

) (
ρI2R1R

+ ρI2R1′R

)
−i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

) (
ρI1R2R

+ ρI1′R2R

)
−2γ2ρ2R2R

The equations of motion of the complex conjugate of the coherences are not written

anymore. The perturbation sequences from the right part of the energy level diagram

leading to the nonlinear signal are shown in Figure(4.8).

First Order

To the first order in the pump field we get the coherences
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Sequence No 

2 

1 

3 

4 

Figure 4.8: Perturbation Sequences from the right part of the energy level diagram.

ρ
I(1)
10 =

−iχpu
γ + iδpu

eiδput+ikpur

We also get the complex conjugate

ρ
I(1)
01 =

iχ∗pu
γ − iδpu

e−iδput−ikpur

Second Order

To the second order in the pump field we have

ρ̇
(2)
11 = i

(
χ∗pue

−iδput−ikpur
) (
ρ
I(1)
10

)
− i
(
χpue

iδput+ikpur
) (
ρ
I(1)
01

)
+γ2

(
−ρ(2)

11

)
− γcρ(2)

11

Solving this for delta function pulse gives us:

ρ
(2)
11 =

2γ |χpu|2

γ2 + δ2
pu

e−(γ2+γc)t (4.20)

For population in the |1R〉 state, we get:

ρ̇
(2)
1R1R

+ γ2ρ
(2)
1R1R

= γcρ
(2)
11 = γc

2γ |χpu|2

γ2 + δ2
pu

e−(γ2+γc)t
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Using integrating factor eγ2t we obtain:

d

dt

(
ρ

(2)
1R1R

eγ2t
)

=
γc2γ |χpu|2

γ2 + δ2
pu

e−γct

ρ
(2)
1R1R

(t) = ρ
(2)
1R1R

(0)e−γ2t +
γc2γ |χpu|2

γ2 + δ2
pu

e−γ2t
tˆ

0

dt′ e−γct
′

=
2γ |χpu|2

γ2 + δ2
pu

e−γ2t
(
1− e−γct

)
Hence, we get

ρ
(2)
1R1R

=
2γ |χpu|2

γ2 + δ2
pu

(
e−γ2t − e−(γ2+γc)t

)
(4.21)

For population in the ground state we get:

ρ̇
(2)
00 = −i

(
χ∗pue

−iδput−ikpur
) (
ρ
I(1)
10

)
+ i
(
χpue

iδput+ikpur
) (
ρ
I(1)
01

)
+ γ2

(
ρ

(2)
11 + ρ

(2)
1R1R

)

Plugging in solutions of the first order coherence and the second order decay, and

assuming a delta pulse for the pump (χpu = χpuδ(t)) gives us

ρ̇
(2)
00 =

2γ |χpu|2

γ2 + δ2
pu

(
−δ(t) + γ2

(
e−(γ2+γc)t +

(
e−γ2t − e−(γ2+γc)t

)))
=

2γ |χpu|2

γ2 + δ2
pu

(
−δ(t) + γ2e

−γ2t
)

Integrating gives us:

ρ
(2)
00 =

2γ |χpu|2

γ2 + δ2
pu

(
−1 + γ2

1

γ2

(
1− e−γ2t

))
Hence, we get for the second order ground state population:
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ρ
(2)
00 = −2γ |χpu|2

γ2 + δ2
pu

e−γ2t (4.22)

Now we can have a check on the calculation by seeing from Equations(4.20,4.21,4.22)

that

ρ
(2)
00 + ρ

(2)
1R1R

+ ρ
(2)
11 = 0

Third Order

Sequence 1

ρ̇
I(3)
10 = i

(
χpre

iδprt+ikprr
) (
ρ

(2)
11 − ρ

(2)
00

)
− γρI(3)

10

In the rate equation limit, we get:

ρ̇
I(3)
10 =

iχpre
iδprt+ikprr

γ + iδpr

(
ρ

(2)
11 − ρ

(2)
00

)
This gives us

ρ
I(3)
10 =

iχpr
γ + iδpr

2γ |χpu|2

γ2 + δ2
pu

(
e−(γ2+γc)t + e−γ2t

)
eiδprt+ikprr

Sequence 2

ρ̇
I(3)
21 = i

(
χpre

iδprt+ikprr
) (
ρ

(2)
22 − ρ

(2)
11

)
− γρI(3)

21

In the rate equation limit

ρ
I(3)
21 =

iχpr
γ + iδpr

2γ |χpu|2

γ2 + δ2
pu

(
−e−(γ2+γc)t

)
eiδprt+ikprr
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Sequence 3

ρ̇
I(3)
1′0 = i

(
χpre

iδprt+ikprr
) (
ρ

(2)
1′1′ − ρ

(2)
00

)
− γρI(3)

1′0

In the rate equation limit

ρ
I(3)
1′0 =

iχpr
γ + iδpr

2γ |χpu|2

γ2 + δ2
pu

(
e−γ2t

)
eiδprt+ikprr

Here we make another check on the calculation. If we put γc = 0, we see that sequence

2 and sequence 3 will cancel, like they did for the case of two independent 2 level

systems.

Sequence 4

ρ̇
I(3)
2R1R

= i
(
χpre

iδ′prt+ikprr
)(

ρ
(2)
2R2R
− ρ(2)

1R1R

)
− γρI(3)

21c

In the rate equation limit

ρ
I(3)
2R1R

=
iχpr

γ + iδ′pr

2γ |χpu|2

γ2 + δ2
pu

(
e−(γ2+γc)t − e−γ2t

)
eiδ
′
prt+ikprr

4.3.1 Nonlinear Signal

By symmetry, the calculation for the left side of Figure(4.7) will proceed just

the same way as above, and an additional factor of 2 will be picked up by it. As

before, after converting the above calculated coherences to the Schrödinger picture,

and finding the expectation value of the dipole operator and putting it in Maxwells

equation, and homodyning with the probe, we get:
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dT =
4kl~
ε0

2γ2γ |χpr|2 |χpu|2

γ2 + δ2
pu

(
e−(γ2+γc)t + e−γ2t

γ2 + δ2
pr

− e−(γ2+γc)t

γ2 + δ2
pr

+
e−γ2t

γ2 + δ2
pr

+
e−(γ2+γc)t − e−γ2t

γ2 + δ′2pr

)

This can be simplified to get

dT =
4kl~
ε0

2γ2γ |χpr|2 |χpu|2

γ2 + δ2
pu

(
2e−γ2t

γ2 + δ2
pr

+
e−(γ2+γc)t − e−γ2t

γ2 + δ′2pr

)
Slightly re-writing this relation and using Equation(4.19), we get

dT =
4kl~
ε0

2γ2γ |χpr|2 |χpu|2

γ2 + δ2
pu

(
2e−γ2t

γ2 + δ2
pr

− e−γ2t (1− e−γct)
γ2 + (δpr + ∆E)2

)
(4.23)

At this point, we can again have a check on our calculation. For γc = 0, the sec-

ond term above cancels and we are left with just one lorentzian, multiplied by an

exponential decay. This is what we had for just two independent two level systems.

Now consider that there is a blue shift of the transition for the second excited state,

after the first state is excited. Let this be given given by ∆E = −γ. Figure (4.9)

shows the plot of the simulated decay signals obtained from Equation(4.23) at three

different probe wavelengths corresponding to δpr = −0.33γ, 0.77γ, 1.77γ. These plots

are normalized to the value of dT at zero delay. Note that a negative (positive) value

of δpr means the probe laser is blue (red) detuned from the transition.

We can further rewrite the expression of dT to obtain:

dT =
4kl~
ε0

2γ2γ |χpr|2 |χpu|2

γ2 + δ2
pu

((
2

γ2 + δ2
pr

− 1

γ2 + δ′2pr

)
e−γ2t +

1

γ2 + δ′2pr
e−(γ2+γc)t

)
(4.24)

From this expression some key points can be noted:
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Figure 4.9: Simulation of dT signal for delayed interaction. In the simulation, γ2 =
1

47ps
and γc =

1

9ps

1. The dT signal can be expressed as a sum of time exponentials, where the pref-

actors of the exponentials are probe energy/wavelength dependent.

2. Since the prefactors of the time exponentials are wavelength dependent, each

exponential will contribute by different amounts for different probe wavelengths.

This will result in the scaled version of the dT signals for various probe wave-

lengths seemingly having different decay kinetics.

3. The functional form of Equation(4.24) gives us a prescription to analyze dT data

that shows probe energy dependent dynamics so that a energy level diagram

can be constructed from the analysis. A global fit to the data can be carried

out, such that the fit searches for common time exponentials for different probe

energy decay scans. Once these common time exponentials are obtained, their

prefactors can be plotted out as a function of probe energy, to yield a Decay

Associated Spectra (DAS). The spectra in the DAS can then be fitted to sums

of lorentzians.

4. If there is an excitation induced change in the resonant energy, then the de-

composed fit of the spectra should reveal negative lorentzians that are shifted
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in energy.

4.4 Chapter Summary

The nonlinear dT signal was calculated for the simplest case of a nearly resonant

laser with a 2-level system. It was shown that in the χ(3) regime, the nonlinear

signal would scale linearly with the pump and probe powers. It was also noted that

in the χ(3) regime, the obtained dT signal can probe two excitations from energy

conservation considerations. An energy level diagram was constructed that allows

for an optically induced configurational change that modifies the excitation energy

of a second excitation, after an initial excitation. From the analytical form of the

calculated dT signal for this system, it was seen that by globally fitting probe energy

dependent decay scans to common time exponentials, the form of the prefactors as

a function of wavelength will have signature effects identifying shifts in the resonant

energy. This data analysis technique will be used in Chapter (VI) to analyze the dT

data obtained from two color pump-probe experiments on SWCNTs, and to construct

a model that could explain some aspects of the data.
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CHAPTER V

Sample Characterization and Optical Setup

In this chapter, the SWCNT samples enriched in the (6, 5) chiralities used for the

experiments in this thesis are described. The process used for individualizing the

SWCNTs by embedding them in surfactant micelles is discussed in some detail. Data

is presented from linear absorption studies that identifies the excitonic transitions

E11 and E22 of the (6, 5) chirality in the sample. It is shown that luminescence can

be obtained from this sample, which indicates that the individualization process was

successful. Finally the optical setup used in differential transmission (dT) experiments

is described, and power-study data is presented that indicate that the dT experiments

are in the χ(3) regime.

5.1 SWCNT Individualization

We obtain SWCNTs enriched in the (6, 5) chirality, grown using the CoMoCAT®

process from SouthWest NanoTechnologies. The CoMoCAT® can be briefly described

as consisting of the following steps[26]:

1. Precursors cobalt nitrate and ammonium heptamolybdate are used to create

bi-metallic catalyst (Co-Mo), which gets adsorbed on a silica support

2. Decomposition of CO to C and CO2 takes place at pressures of 1− 10 atm and
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Figure 5.1: A typical TEM image of the SWCNT sample in freeze dried powder form.
Source: SouthWest NanoTechnologies

temperatures 700◦ − 950◦C.

3. Accumulation of C takes place on the catalyst nanoclusters on the silica support,

leading to the growth of SWCNTs.

This process can lead to a very narrow chirality distribution of the obtained SWCNTs.

The sample obtained by us is in a freeze dried powder form, and a TEM image of

such a sample obtained from SouthWest NanoTechnologies is shown in Figure(5.1).

This figure indicates the the SWCNTs are inter-twined and bundled. To be able to

study properties of pristine SWCNT, it is important to isolate them and prevent tube

bundling which leads to rapid relaxation pathways, quenching photoluminescence. We

use an anionic surfactant sodium deoxycholate to exfoliate and disperse the SWCNT

bundles, with individual nanotubes getting embedded within soap micelles. This

process [47] involves the following steps:

1. The surfactant solution is prepared by dissolving 500 mg of sodium deoxycholate

in 25 ml of water. The resistivity of the water was measured to be 18.1 MΩ− cm.

2. 5 mg of the SWCNT sample in the freeze dried power form, is dissolved in 25 ml

of the surfactant solution.
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Figure 5.2: VIS-NIR absorption spectrum for SWCNT-surfactant solution. The E22

and E11 energy levels of the (6,5) SWCNT are labeled.

3. The resulting aqueous solution of the nanotubes and surfactant solution is vig-

orously sonicated with a cup-horn sonicator (Branson Sonifier 250) operated at

140 Wfor 2 hours. Sonication was done in a pulsed manner, and the mixture

was kept in an ice bath to minimize heating the sample during sonication. The

surfactant gets adsorbed on the nanotube surface by hydrophobic π − π inter-

actions, and during sonication helps debundle the tubes by overcoming the van

der Waals forces between the tubes through hydrophilic interactions.

4. The resulting solution is kept in a centrifuge (Sorvall RC 5B Plus) for two

hours at a centrifugal force of 27,000g. This causes carbonaceous impurities,

large nanotube bundles and the catalyst impurities of Co and Mo to settle down

and the upper 50% of the resultant supernatant is used in our measurements.

5.2 VIS-NIR and PLE Identification of Energy Levels

The E22 and E11 energy levels of the (6,5) SWCNT dominantly present in our

sample are identified in a VIS-NIR absorption spectrum in Figure(5.2). The smaller
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Figure 5.3: Photoluminescence Excitation Spectroscopy (PLE). The resonances in
the excitation and emission spectra correspond to the E22 and E11 energy
transitions respectively.

peak at around 650nm corresponds to the E22 transition of the (7,6) chirality that is

also present in our sample in small amounts. The dominance of the peaks correspond-

ing to the E22 and E11 transitions of the (6, 5) SWCNTs indicates that the sample is

enriched in this chirality. We then carried out photoluminescence excitation (PLE)

spectroscopy on spin-coated samples on a glass substrate and observed bright fluo-

rescence from the E11 level, when the sample is excited at the E22 energy resonance

using a tunable dye laser. The PL emission was collected in a reflection geometry,

and was dispersed using a grating onto a liquid nitrogen cooled CCD. We show a

PLE map in Figure(5.3), and the E22 and E11 energy resonances are clearly identifi-

able in excitation and emission spectra respectively. The observance of PL from our

sample is indicative of the fact that the SWCNT have been well individualized and

are encapsulated in surfactant micelles.
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5.3 Differential Transmission Setup

In this section we will describe the setup used for obtaining the dT signal. In

Section(3.1) it was shown that the differential transmission signal detects the third

order nonlinear response of a sample, homodyne detected with the probe

Iprobe,pump on − Iprobe,pump off ∝ 2Re(E
(3)
pump,probeE

∗
probe) (5.1)

This expression shows that the third order nonlinear signal can be obtained by simply

measuring the transmission of the probe through the sample with the pump laser on,

and then subtracting the transmission of the probe through the sample when the

pump is off. However since the nonlinear optical response of most samples is very

weak, compared to the noise due to intensity fluctuations of the probe laser, this

would be a very weak signal to detect. However phase sensitive lockin techniques

can be used where the detection bandwidth can be greatly reduced, thereby reducing

the contribution of noise in the measurement, and this weak nonlinear signal can

easily be extracted out of the noise. This can be achieved by using the kind of setup

shown in Figure(5.4). In this setup, the intensity of the pump beam is modulated

by acousto-optic modulators (AOM) at a given reference frequency. This causes the

nonlinear signal predicted by Equation(5.1), to occur at the reference frequency in

the photocurrent obtained from the probe. Thus, by demodulating the photocurrent

obtained from the probe by a lockin amplifier at the reference frequency, this weak

signal can be isolated from the noise. The advantage of this method is due to the fact

that a lockin amplifier acts as a very narrow frequency filter at the reference frequency.

So, by modulating the pump intensity, the weak nonlinear signal is upshifted to the

reference frequency and the lockin amplifier will be able to extract this signal from

the noise background.

The experimental schematic depicted in Figure(5.4) is that of a degenerate ge-
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Figure 5.4: Experimental schematic for time-dependent studies. AOM’s are used for
intensity modulation of the pump and probe beams. The photocurrent
obtained due to the probe beam is demodulated using a Lockin amplifier.

ometry: the pump and probe beams are obtained by splitting of the beam from the

same laser. These were the first set of dT measurement conducted in this thesis.

The pump and probe beams were obtained from a dye laser (Coherent 702) with the

Rhodamine 6G dye in it, which is synchronously pumped by mode-locked frequency

doubled 100 ps pulses at 532 nm, obtained from a Nd-YAG laser (Coherent Antares)

at a repetition rate of 76 MHz. A silicon photodiode monitors the probe transmis-

sion through the sample, and a lockin is used to demodulate the photocurrent at the

pump modulation frequency to obtain the signal. The pump is spatially blocked after

the sample before it reaches the detector. In the double chopping geometry, both

the pump and probe are intensity modulated at two different frequencies, and the

photocurrent in this case is demodulated by the lockin at the difference of these two

frequencies. The double chopping geometry helps get rid of any signal that would

be detected in the single chopping scheme due to just the pump scatter, but at the

cost of throwing away half of the signal. The pump and probe laser can be tuned to

the E22 resonance of the (6, 5) chirality SWCNT, that was identified in Figure(5.3).

For all the dT data presented, the pump and probe lasers will be tuned to the E22

transition. The optical density of the sample at these wavelengths is 0.53, which
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means that about 70% of the incident light gets absorbed.

5.3.1 Interferometric Noise at Zero Delay in Degenerate dT Experiments

In the previous section, it was seen that in a differential transmission experiment,

only the probe is detected. The nonlinear signal is homodyne detected with the

probe. However, if even a tiny bit of the pump laser leaks into the detector, it results

in interferometric noise that is referred to as homodyning noise. In our case, the

sample scatters a lot of light. So even if the pump and probe beams are spatially

separated, or separated using polarization, a small leak through of the pump onto the

detector is inevitable. The electric fields for the pump and probe beams just before

the detector can be written in the following way:

Epu(t) = E0,pue
−ifpute−at

2

e−iωput+i~kpu.~r+iφ(t)

Epr(t) = E0,pre
−ifprte−a(t−τ)2e−iωprt+i~kpr.~r

Here, the optical frequencies are denoted by ω and the modulation frequency is

given by f . It is also assumed that the pulses have a Gaussian envelope in time with

the pulses being separated by τ in time. We have taken the optical frequencies of

the pump and probe to be different for now. The φ in the expression for the pump

pulse accounts for the phase difference between the pump and probe. If there is

interferometric stability between the pump and probe, this φ is a constant of time.

In general, because of drifts in the optical path caused by vibrations of the optical

table, etc, φ is a function of time. The photocurrent produced in the detector due

to interference of the pump and probe on the detector is proportional to the time

average of the square of the electric fields:
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Iph−current ∝ |Epu(t) + Epr(t)|2

The lockin will isolate only those terms in the photocurrent which are at the difference

modulation frequency, which in this case is f1 − f2. Consider the cross-terms that

survive:

Epu(t)E
∗
pr(t) + E∗pu(t)Epr(t)

These cross terms have a functional form given by the following expression at zero

delay between the pump and probe.

Epu(t)E
∗
pr(t) ∝ E0,prE0,pue

−i((fpu−fpr)t+(ωpu−ωpr)t+(~kpr−~kpu).~r+φ(t)) (5.2)

Thus, we see that for the degenerate case, when ωpu = ωpr this term will oscillate

at the difference frequency fpu−fpr. Since the lockin picks up signal at this frequency,

this will lead to a signal on the lockin. However due to the varying φ(t) this signal will

not be constant, but will vary as the phase between the pump and probe varies. Thus,

this term will contribute to a very noisy signal, which is known as the homodyning

noise. Now, if the pump and probe frequencies are offset with respect to each other,

this term will no longer appear at the difference frequency fpu − fpr. The amount of

offset should be larger than the bandwidth of detection of the lockin system at the

reference frequency of fpu−fpr. For typical values of the lockin time constants used for

the dT experiments, the bandwidth of detection is on order of 1 Hz. This frequency

offset is easily achieved by using traveling wave AOM’s to modulate the beams, where

the pump and probe beams are taken as opposite orders. From considerations of

energy conservation, the diffracted beam from TW-AOMs undergoes a frequency

shift of nΩ, where n is the order of diffraction, and Ω is the acoustic frequency, which

is 40 MHz in our case. By taking opposite order diffracted beams for the pump and
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Figure 5.5: dT scans demonstrating reduction in experimental noise with the aid of
noise eaters.

probe (n = ±1), we obtain the frequency offset |ωpu − ωpr| = 80 MHz, which is much

larger than the bandwidth of detection, and hence the term given by Equation(5.2)

will not be detected by the lockin.

It is interesting to note, that interferometric stability is not required to observe the

coherent artifact signal which was mentioned in Section(3.4), even though it occurs

at zero delay. The reason is that the homodyne detected coherent artifact signal goes

as

Icoherent artifact ∝ Re
(
E(3)E∗pr

)
=
(
χ(3)EpuE

∗
puEpr

)
E∗pr

In this expression, we see that the phase noise eiφ(t) cancels out, and thus interfero-

metric stability is not required to observe the coherent artifact. Note that this is true

only at the level of presentation used for this thesis. A more complete treatment needs

to consider the time rate of change of phase and the various relaxation times in the

density matrix equations, which would lead to some terms requiring interferometric

stability to be able to be observed in the lab.
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Figure 5.6: Experimental schematic for two color dT studies. The beam from the
Antares pump laser is split to synchronously pump the two Coherent 702
dye lasers.

5.3.2 Use of Noise Eaters to Suppress Common-mode Noise

The setup shown in Figure(5.4) also contains a homebuilt noise eater to stabilize

the output of the dye laser. The optical power of the first order diffracted beam from

an acousto-optic modulator (AOM) is monitored and the RF power to the AOM is

adjusted by a PI (Proportional-Integral) controller to keep the optical power constant.

This helps in reducing the noise within the measurement bandwidth of about 1 Hz at

2 KHz to go down by a factor of at least 2. This reduction in the noise on the dT

signal is shown in Figure(5.5). The design for such a noise eater was suggested by a

colleague, John Schaibley.

5.3.3 Two Color Differential Transmission Experiments

The linewidth in the linear absorption for the E22 absorption peak shown in

Figure(5.2) is about 100 meV. According to photon echo experiments conducted

by other groups [18] on the E11 transition, the homogeneous linewidth at room tem-

perature has been measured to be 178 cm−1, which corresponds to 22 meV. This

indicates that the linewidth in the linear spectroscopy scans is dominated by inhomo-

geneous broadening. Such inhomogeneous broadening could arise due to variation in
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Figure 5.7: Measuring the cross-correlation of the pulses for the degenerate and non-
degenerate dT experiments. The red line is a Gaussian fit (FWHM 6 ps)
to the coherent artifact obtained in a degenerate experiment on a test
sample of LDS-821. The blue line is a Gaussian fit (FWHM 8 ps) to a
two photon signal obtained from a wide bandgap GaP photodetector.

the local dielectric environment of the optically excited excitons on the SWCNT[28].

The spectral linewidth of the picosecond dye lasers used in our experiment is about

0.7 meV. Hence in a two color experiment, with the pump laser parked at a given

energy/wavelength resonant with the E22 transition, we expect to selectively excite

the SWCNT excitons which would be resonant with the pump laser. Then, by scan-

ning the wavelength of a second probe laser across the E22 resonance, we might be

able to detect small changes in the resonant frequency upon optical excitation. In

such a scheme, it would be important for the pump and probe laser pulses to be

synchronized. Such an experimental configuration is shown in Figure(5.6). In this

setup, the same mode-locked pump laser is split to synchronously pump two dye lasers

(Coherent 702).

A check on whether the pulses obtained from the two dye lasers in this scheme

are synchronized is shown by measuring the instrument response function as shown

in Figure(5.7) for both the degenerate and the non-degenerate dT geometry. For the

two color experimental geometry, we chose to measure the cross-correlation of the
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Figure 5.8: Pump power dependence shows dT signals are in the χ(3) regime. (Top)
No change in decay kinetics is observed for different pump powers. (Bot-
tom) The peak dT signal scales linearly with pump power.

pump and probe beam by using two-photon signals obtained in a wide bandgap GaP

photodiode. This method is more compact than other ways of measuring the cross

correlation since the material with the nonlinear response and the photodiode are

combined as one device[43]. The measured cross-correlation for the two color case is

only slightly wider than the width of a coherent artifact signal obtained from a laser

dye in a degenerate geometry, which is due to jitter between the pulses from the two

lasers.

It was shown in Equation(4.10) that in the χ(3) regime, the measured dT signal

should scale linearly with the pump and probe powers. In Figure(5.8) it is shown that

this is indeed the case for the highest powers used in the dT experiments in this thesis.

We also want to note that we find no dependence in the decay kinetics as a function of
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power. This is in contrast to other works in the literature[31] where power dependent

decay rates are obtained and attributed to exciton-exciton annihilation. We speculate

that this is due to the fact that the high repetition rate of our laser systems allows us

to use small values of pump fluence (6µJ/pulse/cm2=1013photons/pulse/cm2 ) on the

sample for good signal to noise. Also, the longer pulses used in our experiments give

rise to smaller peak powers on the sample compared to experiments that are carried

out with femtosecond lasers. A wavelength dependent offset has been subtracted out

of the dT signals presented in this thesis. This offset is shown in Appendix((A)),

along with a discussion of some physical mechanisms that could be responsible for it.

5.4 Chapter Summary

In this chapter the process that was used to exfoliate and disperse the SWCNT

sample so that individual SWCNT could be encapsulated in surfactant micelles was

discussed. The linear absorption data on this sample was shown which indicates that

the sample is rich in the (6, 5) chirality. SWCNT individualization was confirmed by

carrying out PLE, in which it was observed that optically exciting excitons in the

E22 state results in fluorescence from the E11 state. The optical setups used for dT

measurements were discussed. It was shown that the obtained dT signals when the

pump and probe lasers were resonant with the E22 resonance were in the χ(3) regime.
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CHAPTER VI

Experimental Observation of Excitation Induced

Resonant Energy Shifts

In this chapter, experimental results of two color pump probe experiments that

demonstrate excitation induced resonant energy shifts in SWCNTs are presented. We

will quantify the energy shifts and associated timescales of the fits we infer from our

data analysis and show the extracted Decay Associated Spectra (DAS). We will use

the prescription described in Chapter(IV) to come up with an energy level structure

that can describe the results of the two color experiments. The equations of motion

of this proposed energy level will be solved perturbatively, to obtain expressions of a

form that can justify the DAS obtained from the fits.

6.1 Two Color dT Signal on SWCNT

The experimental setup for the two color experiment was described in Chapter(V).

We use one of the synchronously mode-locked Coherent 702 dye laser with the gain

medium as Rhodamine 6G to act as a pump in the experiment, and we keep it parked

at an energy of 2166.76 meV(corresponding to a wavelength of 572.21 nm). From the

PLE data shown in Chapter(V), this corresponds to the pump being resonant with

the E22 transition. We use another Coherent 702 dye laser (pumped synchronously
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Figure 6.1: Two color dT data on SWCNTs: The green spheres are the data points,
and the colored surface is the global fit

with the same pump laser as the first dye laser), and scan its energy from about

2116 meV to about 2214 meV(about 586 nm to 560 nm). Thus the probe is scanned

across the E22 transition. For each probe energy used in the experiment, time scans

were taken by delaying the probe with respect to the pump using an optical delay

stage. For each probe energy, the input power going into the sample was adjusted

to keep it constant at 150µW. It was checked that the pump power used was also

kept constant at 4.5 mW throughout the scans.This corresponds to a pump fluence on

order of 6µJ/pulse/cm2( 1013photons/pulse/cm2 ) on the sample. It was verified that

these experiments were conducted in the χ(3) regime by checking that the nonlinear

signal scaled linearly with the pump and probe powers. A double modulation scheme

was used in the experiment to get rid of pump scatter on the detector, with the
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Figure 6.2: Two color dT data on SWCNTs: Alternate view angles for the plots in
Figure(6.1).

pump modulated at about 6 kHz and the probe modulated at about 4 kHz using

Acousto-Optic Modulators (AOM). The nonlinear signal was detected on a lockin at

the difference frequency of about 2 kHz. We will present data in which the pump

and probe beams are co-polarized. The position of zero delay and the instrument

response function was recorded for each probe energy scan using the two photon

signal obtained from a GaP photodiode as mentioned in Chapter(V).

6.1.1 Global Fit of Two Color dT Data

In Figures 6.1 and 6.2, we present the results of the two color data which are

globally fitted using a computer program that has been developed in one of our

collaborators, Prof Roseanne Sension’s group. This fitting program uses the Simplex
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Figure 6.3: Scaled dT lineouts for a few probe energies.

algorithm (also known as the Nelder-Mead Method [36]) to fit the probe energy

dependent decay scan data to common time exponentials in a global way: the time

exponentials are treated as global variables between the different probe energy scans,

and a fit is found for such common time exponentials, with only their prefactors

varying with probe energy. We present scaled line-outs of the two color data in

Figure (6.3).

If we examine the residue of the fits for the data shown in Figures 6.1 and 6.2, the

residue does show some structure, so this fit is not perfect. However, we think the fit is

good enough to allow us to look at the probe energy dependence of the prefactors and

look for the signature signs of excitation induced resonant energy shifts, as described

in Chapter(IV).

6.1.2 Probe Energy Dependent Prefactors: Decay Associated Spectra

The probe energy dependent prefactors obtained from the fits shown in Figures

(6.1) and (6.2) is plotted in Figure(6.4). From the analysis carried out in Chapter
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Figure 6.4: Decay Associated Spectra: The prefactors of the timescales obtained from
the global fit are plotted as a function of probe energy. The derivative
lineshape for the blue and red curves indicates a small change in the
resonant energy of SWCNTs subsequent to optical excitation.

(IV), we expect that the prefactors can be fitted to a sum of lorentzians. The blue

curve associated with the 8.5 ps timescale is fitted as a sum of two lorentzians: one

is a positive lorentzian, and the other is a slightly blue-shifted negative lorentzian.

The sum of these slightly energy-offset lorentzians has a characteristic derivative-type

lineshape, and indicates an excitation induced shift of the transition for successive

excitations. Similarly, the red curve associated with the 19.44 ps timescale is also

fitted as a sum of two lorentzians: a positive lorentzian and the other being a slightly

red-shifted lorentzian. In Figure(6.5), we plot out the decomposition of the prefactor

fits. This figure serves to illustrate that the magnitude of the shifts of about 1 meV,

is a tiny fraction of the the linewidth of the decomposed lorentzians which is about

35 meV. This serves to illustrate how time resolved nonlinear optical spectroscopy is

such a powerful tool that enables the measurement of tiny time-dependent shifts in

the resonant energy compared to the linewidth.
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(a) (b) 

Figure 6.5: Decomposition of prefactors: The two lorentzians that need to be added
to fit the prefactors for the timescales (a)8.5 ps (b)19.4 ps. The magnitude
of the shift in energy resonance (1 meV) is a small fraction of the linewidth
(∼ 35 meV).

6.1.3 Ruling out Excited State Absorption

It should be noted that since the magnitude of the energy shift inferred from

the global fits is extremely small, it is unlikely that the negative prefactors are

due to further absorption from an excited state. For example, in linear absorption

measurements[9, 17] the position of the E33 optical transition for the (6, 5) chiral-

ity has been found to be at about 350 nm, corresponding to an energy separation

of 3550 meV between the ground state and the E33 state. This makes the energy

separation between the E11 and the E33 states to be 2300 meV, and the energy sep-

aration between the E22 and the E33 state to be 1400 meV. Similarly, the ground

state to the E44 excited state energy[17, 55] has been measured to be 4100 meV in

PLE. This again, gives the energy separation between the E11 and E44 states to be

2850 meV , and between the E22 and E44 states to be 1940 meV. Thus, the detuning

of the lasers used in the experiment from the transition energy from either E11 or E22

to either E33 or E44 is atleast one order of magnitude bigger than the energy shift

inferred from the fits. This gives us reason to believe that the 1 meV shift that our

fits indicate cannot be due to such excited state absorption. Furthermore, since the
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spectral shape of the negative peak is almost exactly that of the positive peak (with

only a small frequency shift), we can also rule out the possibility that the negative

peak is due to exciting the excitonic population to free carriers in the continuum that

is observed at 4500 meV[8]. Also note that the energy separation between the E22

state and the continuum is 2340 meV, and this transition is also sufficiently detuned

from our lasers. The fact that the spectral shapes of the two lorentzians that sum up

in the fit are almost the same, the signs are different, and that one is just offset by

the other by a small energy shift gives us reason to believe that this is a signature of

an excitation induced resonant energy shift.

6.2 Energy Level Model of Two Color Data

In this section, we will use the intuition we have developed for simpler problems

in Chapter(IV) to come up with an energy level diagram that is consistent with the

wavelength dependent prefactors plotted in Figure(6.4). We are also going to keep

in mind the microscopic model that was shown in Chapter (II) that predicts that

excited state population in the E22 (E11) state will drive a differential change in the

diameter of the SWCNT that will shrink (expand) the tube in the radial dimension.

6.2.1 Configurational Diagrams and the Born-Oppenheimer Approxima-

tion

To gain some understanding of the physics behind the energy level diagram that

we want to propose, first consider the configurational diagram in Figure(6.6). Let

us consider that the SWCNT system starts in its ground state with an equilibrium

diameter d0. After two interactions with the pump pulse, an excited electronic state

population is created in the E22 state. Note that due to the different equilibrium

diameter of the SWCNT, in the ground state as compared to the E22 state, under

the Born Oppenheimer approximation, initially an excited vibrational state is also
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Figure 6.6: SWCNT diameter configuration diagram for excitonic population in the
ground, E11 and E22 states.

created. This is because electronic transition happens on a much faster timescale

than the nuclear motion of the lattice. Hence initially the electronic cloud is excited

to the E22 state, but the configurational change to the shorter tube diameter would

not happen as fast. The dynamics of the vibrational state is usually modeled by

approximating the energy landscape around the energy minima as a parabolic energy

potential [12]:

E(d− d2) = Ed2 +
1

2
m∗ωRBM(d− d2)2

where Ed2 is the energy minimum that is associated with the E22 excited state. This

is simply the potential energy of a harmonic oscillator, so the excited vibrational state

will, by a physical analogy, correspond to the situation of an excited (compressed or

extended) spring. This spring will now start oscillating at its own natural frequency,

which for the kind of motion involved here will correspond to the Radial Breathing

Mode (RBM) phonon mode frequency. This would physically cause the tube diameter

to start oscillating. The oscillating tube diameter will lead to an oscillatory correction

to the bandgap energy, and hence the transmission of a probe laser will also oscillate

at the RBM frequency. These fast oscillations have been recently measured[25], and
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Figure 6.7: Femtosecond dT experimental results on SWCNT indicate oscillating
SWCNT diameter.(a) The transmission of a probe laser oscillates at the
the RBM mode frequency. (b) The wavelength dependence of the os-
cillation amplitude provides evidence that the oscillations imply that the
bandgap energy itself is oscillating as explained in the text. (c)The coher-
ent phonon oscillation amplitude is a derivative lineshape. Figure adapted
from [25].

we reproduce data from their paper in Figure(6.7a). It is thought that these fast

oscillations arise due to oscillation in the bandgap as a result of the oscillating SWCNT

diameter and the the evidence for this is shown in Figure(6.7b).

The red vertical line in Figure(6.7 b) indicates a time point, where SWCNT diam-

eter is expanding during the oscillation. Due to this expansion, the energy resonance

is red shifted. This will reduce the transmission of a red detuned probe, and in-

crease the transmission of a blue detuned probe. A similar explanation holds true

for the blue vertical line. From this analysis, it can be understood that the ampli-

tude of the coherent phonon oscillations will have a derivative lineshape as shown in

Figure(6.7c). The coherent oscillation amplitude is zero close to resonance, and flips

signs for blue-detuned and red-detuned probes.

These oscillations will get damped out, and on some timescale, the SWCNT diam-

eter will reach the new equilibrium position. Due to a changed diameter, the bandgap

energy will be slightly shifted, and hence there would be a change in the resonant
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energy of successive excitation on the SWCNT. In the next section it will be shown

how an energy level diagram of the two color experiment which incorporates such an

energy shift on optical excitation will lead to the Decay Associated Spectrum plotted

in Figure(6.4).

6.2.2 Proposed Energy Level Diagram

We will now propose an energy level diagram that, keeping the configurational

energy diagrams of the previous section in minds, will give us a framework to explain

our two color data. The ultimate goal is to numerically fit our data to this energy

level model, to get more quantitatively accurate estimates of the spectral shift and the

associated timescales. The purpose of this section is to obtain analytical expressions

of the form that look like the Decay Associated Spectra curves shown in Figure (6.4).

We will be assuming some of the relative decay rates and the branching ratios to get

to these analytical expression, but it is only a full fit, and backing by a microscopic

theory that can justify the assumptions made. In Figure(6.8a), the pump-probe

configuration for two excitations on a SWCNT are shown. Figure(6.8b) shows the

energy level diagram of these two excitations in a product Hilbert space , without

taking the effect of any excitation induced spectral shifts.

The key to the model that will be presented is that we want to include exciton

exciton interactions. Specifically, based on the earlier study discussed in Figure(6.7)

and the microscopic models that have been proposed, we develop an energy level

model assuming two interacting excitons. The model starts from a Hamiltonian that

can be imagined to result from considering the effect of the first exciton on the energy

level structure of it and the second exciton. We also assume that since the relaxation

from the E22 state to the E11 state has been measured to be on order of 100 fs[30],

which is at least an order of magnitude faster than our pulse-width, we will neglect

the optical transitions from states |2〉 and |2′〉 to state |3〉. The physical reason for
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Figure 6.8: Energy Level Diagram for two excitations on a SWCNT. (a)The pump
laser is parked close to the E22 transition, and the probe laser is scanned
across this transition. (b) Two non-interacting excitations considered in
a product Hilbert space.

this is that the extremely fast decay rate from state E22 to E11 implies that there

is very little probability of exciting both the excitons to the E22 state. Now, a red-

shift in the energy level diagram of Figure(6.8b) is incorporated that we speculate

arises due to an expansion in the SWCNT diameter due to the presence of an exciton

in the E11 level. The energy level diagram incorporating this energy shift is shown

in Figure(6.9). In this diagram, the allowed optical transitions, following from the

Born-Oppenheimer approximation are also shown. The orange arrows in Figure(6.9)

denotes transitions that are at an energy separation ω0, which we assume to be the

ground state to E22 energy of the unaltered transition. The red arrows in Figure(6.9)

denote transitions which are separated in energy by a value ω0 −∆E, where ∆E is

the shift in the resonant energy. The detunings for the probe laser can be defined as

follows:

δpr = ω0 − ωpr (6.1)

δ′pr = ω0 −∆E − ωpr = δpr −∆E (6.2)
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Figure 6.9: Modification of the energy level diagram due to the interactions between
the two excitons.

To get an analytical form of the solution, a particular decay scheme is assumed,

which is shown in Figure(6.9). There are some assumptions that have been made

in this decay scheme: It is assumed that the decay rates from the the levels |1〉 and

|1R〉 back to the ground state are equal and given by γ10. Further, it is assumed

that there is a decay path from state |1〉 to state |1R〉 denoted by a decay rate of γc.

This decay represents the configurational change to a larger SWCNT diameter due

to an exciton in the E11 state. In Figure(6.9) there also is a state denoted by |m〉

which represents a longer-lived metastable state where some excited state population

can get trapped. Such states are thought to occur due to defects and impurities in

surfactant wrapped SWCNT samples and are thought to be responsible for the non-

unity photoluminescence quantum yield[51]. The equations of motion of the density

matrix elements following this decay scheme are given by

ρ̇I20 = i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

)
(ρ22 − ρ00)− γρI20

ρ̇I4′1 = i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

)
(ρ4′4′ − ρ11)− γρI4′1
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ρ̇I4′R1R
= i

(
χpue

iδ′put+ikpur + χpre
iδ′prt+ikprr

) (
ρ4′R4′R

− ρ1R1R

)
− γρI4′R1R

ρ̇I2′0 = i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

)
(ρ2′2′ − ρ00)− γρI2′0

ρ̇I41′ = i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

)
(ρ44 − ρ1′1′)− γρI41′

ρ̇I4R1′R
= i

(
χpue

iδ′put+ikpur + χpre
iδ′prt+ikprr

) (
ρ4R4R − ρ1′R1′R

)
− γρI4R1′R

ρ̇22 = i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

) (
ρI20

)
−i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

) (
ρI02

)
− 2γ21ρ22

ρ̇11 = i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

) (
−ρI4′1

)
−i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

) (
−ρI14′

)
+γ21ρ22 − γcρ11 − γ10ρ11

ρ̇1R1R = i
(
χ∗pue

−iδ′put−ikpur + χ∗pre
−iδ′prt−ikprr

)(
−ρI4′R1R

)
−i
(
χpue

iδ′put+ikpur + χpre
iδ′prt+ikprr

)(
−ρI1R4′R

)
+γcρ11 − γ10ρ1R1R

ρ̇2′2′ = i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

) (
ρI2′0
)

−i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

) (
ρI02′

)
− 2γ21ρ2′2′

ρ̇1′1′ = i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

) (
−ρI41′

)
−i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

) (
−ρI1′4

)
+γ21ρ2′2′ − γcρ1′1′ − γ10ρ1′1′

ρ̇1′R1′R
= i

(
χ∗pue

−iδ′put−ikpur + χ∗pre
−iδ′prt−ikprr

)(
−ρI4R1′R

)
−i
(
χpue

iδ′put+ikpur + χpre
iδ′prt+ikprr

)(
−ρI1′R4R

)
+γcρ1′1′ − γ10ρ1′R1′R

ρ̇mm = γ21ρ22 − γm0ρmm

ρ̇m′m′ = γ21ρ2′2′ − γm0ρm′m′
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Figure 6.10: Perturbation sequences arising from the right part of the energy level
diagram.

ρ̇00 = i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

) (
−ρI20

)
−i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

) (
−ρI02

)
+i
(
χ∗pue

−iδput−ikpur + χ∗pre
−iδprt−ikprr

) (
−ρI2′0

)
−i
(
χpue

iδput+ikpur + χpre
iδprt+ikprr

) (
−ρI02′

)
+γ10 (ρ11 + ρ1′1′) + γ10

(
ρ1R1R + ρ1′R1′R

)
+γm0 (ρmm + ρm′m′)

The perturbation sequences arising from the right part of the energy level diagram

leading to the nonlinear signal are shown in Figure(6.10). There is another symmetric

perturbation sequence arising from the left part of energy level diagram which will

only contribute a factor of two.

First Order

To the first order in the pump field the following expression for the coherences are

obtained

ρ
I(1)
20 =

−iχpu
γ + iδpu

eiδput+ikpur

The complex conjugate is
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ρ
I(1)
02 =

iχ∗pu
γ − iδpu

e−iδput−ikpur

Second Order

To the second order in the pump field it is obtained

ρ̇
(2)
22 = i

(
χ∗pue

−iδput−ikpur
) (
ρ
I(1)
20

)
− i
(
χpue

iδput+ikpur
) (
ρ
I(1)
02

)
− 2γ21ρ

(2)
22

Solving this for delta function pulse gives us:

ρ
(2)
22 = K0e

−2γ21t (6.3)

where

K0 =
2γ |χpu|2

γ2 + δ2
pu

For population in the |1〉 state, the following equation is solved

ρ̇
(2)
11 = γ21ρ

(2)
22 − (γc + γ10) ρ

(2)
11

This equation can be solved by putting in the value of ρ
(2)
22 and using integrating

factor e(γc+γ10)t . This obtains

ρ
(2)
11 =

γ21

2γ21 − γ10 − γc
K0

(
e−(γc+γ10)t − e−2γ21t

)
(6.4)

To simplify the maths from hereon, since the decay rate γ21 has been measured to

be very fast, the term e−γ21t will be dropped. Hence Equation(6.4) can be simplified

to obtain
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ρ
(2)
11 ≈

1

2
K0e

−(γc+γ10)t (6.5)

For population in the |1R〉 state, the following equation needs to be solved

ρ̇
(2)
1R1R

= γcρ
(2)
11 − γ10ρ

(2)
1R1R

This equation can be solved by putting in the value of ρ
(2)
11 from Equation(6.5) and

using integrating factor eγ10t. This obtains

ρ
(2)
1R1R

=
1

2
K0

(
e−γ10t − e−(γc+γ10)t

)
(6.6)

Population in the |m〉 state can be obtained to be:

ρ(2)
mm ≈

1

2
K0e

−γm0t (6.7)

From population conservation considerations, the population in the ground state is

ρ
(2)
00 = −

(
1

2
K0e

−(γc+γ10)t +
1

2
K0

(
e−γ10t − e−(γc+γ10)t

)
+

1

2
K0e

−γm0t

)
ρ

(2)
00 = −1

2
K0e

−γ10t − 1

2
K0e

−γm0t (6.8)

To summarize the calculations of this section, the populations to the second order in

the pump field given by Equations (6.5,6.6,6.7,6.8) are written below
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ρ
(2)
22 ≈ 0

ρ(2)
mm ≈ 1

2
K0e

−γmt

ρ
(2)
11 ≈ 1

2
K0e

−(γc+γ10)t

ρ
(2)
1R1R

≈ 1

2
K0

(
e−γ10t − e−(γc+γ10)t

)
ρ

(2)
00 ≈ −1

2
K0e

−γ10t − 1

2
K0e

−γm0t

Third Order

The perturbation sequences that contribute are shown in Figure(6.10). There is

another set of symmetric perturbation sequences for the left part of the energy level

diagram, that will just contribute a factor of two. The following values are obtained

for the coherences to the third order in the Schrödinger picture:

ρ
(3)
20 =

iχpr
γ + iδpr

(
1

2
K0e

−γ10t +
1

2
K0e

−γm0t

)
e−iωprt+ikprr

ρ
(3)
2′0 =

iχpr
γ + iδpr

(
1

2
K0e

−γ10t +
1

2
K0e

−γm0t

)
e−iωprt+ikprr

ρ
(3)
4′1 =

iχpr
γ + iδpr

(
−1

2
K0e

−(γc+γ10)t

)
e−iωprt+ikprr

ρ
(3)

4′R1R
=

iχpr
γ + iδ′pr

(
−1

2
K0e

−γ10t +
1

2
K0e

−(γc+γ10)t

)
e−iωprt+ikprr

Now the expression for the nonlinear polarization can be obtained by using the rela-

tion P (3) = Tr
(
µρ(3)

)
. In the expression of the nonlinear polarization, the prefactor

for e−(γc+γ10)t is given by

1

2
K0

(
− 1

γ + iδpr
+

1

γ + iδ′pr

)
(6.9)
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Similarly, the prefactor for e−γ10t in the nonlinear polarization is given by

1

2
K0

(
2

γ + iδpr
− 1

γ + iδ′pr

)
(6.10)

Finally, the prefactor for e−γm0t can be written as

1

2
K0

(
2

γ + iδpr

)
(6.11)

The expression of the obtained homodyne detected dT signal can be obtained by

using Equations (6.1) and (6.2) for the detunings:

dT ∝

(
1

γ2 + (ω0 −∆E − ωpr)2 −
1

γ2 + (ω0 − ωpr)2

)
e−(γc+γ10)t

+

(
2

γ2 + (ω0 − ωpr)2 −
1

γ2 + (ω0 −∆E − ωpr)2

)
e−γ10t

+

(
2

γ + iδpr

)
e−γm0t (6.12)

From Equation(6.12), it can be noted that the spectral shape of the prefactor of

the e−γm0t term bears similarity to the experimentally measured spectra for the 60.1 ps

timescale in Figure(6.4). Thus we assign the value of 1/ (60.1 ps) to the parameter γm0

in the model proposed above. The prefactor for e−(γc+γ10)t in the expression of the dT

signal given by Equation(6.12) is simulated in Figure(6.11) for the parameters shown

in the figure caption. By comparing the spectra in Figure(6.11) to the experimentally

measured DAS in Figure(6.4), we find similarity between the calculated prefactor

for e−(γc+γ10)t and the spectra for the 8.5 ps timescale. Thus we assign the value of

1/ (8.5 ps) to (γc + γ10) in the proposed model. The spectral shape of the prefactor for

the term e−γ10t is predicted to be asymmetric according to Equation(6.12). However,

the spectral curve for the 19.4 ps timescale in Figure(6.11) is more derivative-like. If
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Figure 6.11: Simulated prefactor of the term e−(γc+γ10)t in Equation(6.12). The sim-
ulation parameters are ω0 = 2170 meV, γ = 35 meV, ∆E = 1 meV. The
derivative lineshape indicates an excitation induced resonance energy
shift.

we tentatively assign the value of 1/ (19.4 ps) to γ10, then we obtain the value of γc to

be 1/ (15.1 ps) in the model. It can be noted that the spectral shape of the prefactor

for the term e−γ10t would have been derivative like, if not for the factor of 2 in the

first term of the prefactor. This discrepancy between the proposed model and the

experimental DAS is still under study.

6.3 Chapter Summary

In this chapter we have shown the data obtained from two color dT experiments

on SWCNTs. A global fit to the the two color data was carried out, that enabled

the extraction of three timescales of 8.5, 19.4 and 60.1 ps which fit the various probe

energy decay scans, with the prefactors of the three timescales depending on the

probe energy. The prefactors were plotted out as a function of the probe energy, and

lead to the Decay Associated Spectra (DAS) for the SWCNT sample. The derivative-

like features observed in the DAS indicate a change in the resonance energy of the
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SWCNTs upon optical excitation. The spectra associated with the 8.5 and 19.4 ps

timescales were fitted to the difference of two lorentzians. The magnitude of the shift

was obtained from the difference in the center frequencies of the two lorentzians to

be on order of 1 meV, which is a small fraction of the linewidths of about 35 meV.

An energy level diagram was proposed that incorporated the results of theoretical

calculations from which it is inferred that a blue (red) shift occurs in the transition

energies of successive excitations on the SWCNT due to excited state population in

the E22(E11) state. The nonlinear signal arising from this energy level diagram was

perturbatively solved to the the third order in the fields to show analytical forms

of some of the prefactors, which bear similarity to the experimental prefactors in

the DAS. Some of the differences between the proposed model and the experimental

results were also pointed out, and it was noted that further studies are needed to

analyze the reason behind these differences.
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CHAPTER VII

Summary and Future Work

This chapter summarizes the results of this dissertation. Further experiments

that can test out the main hypothesis used for explaining the experimental data

are proposed. The implication of the effects that have been measured are discussed

for device geometries where SWCNTs are coupled to cavities. The possibility of

coherently controlling and optically harnessing the motion of the lattice is discussed

briefly.

7.1 Summary of the Results

This dissertation has studied the interaction of resonant narrow-band picosec-

ond lasers with samples enriched in the (6, 5) chirality SWCNTs. The experimental

emphasis has especially been on detecting optical excitation induced changes in the

resonant energy of SWCNTs. Such changes are inferred from theoretical calculations

in the literature that point to a distortion of the SWCNT lattice in the radial di-

rection due to optical excitation. The signature signs of such an excitation induced

change in the resonant energy was derived in this dissertation by perturbatively cal-

culating the analytical form of the time resolved, homodyne detected, third order

nonlinear response of such a system. Two color differential transmission experiments

were conducted, in which the pump energy is fixed, and the probe energies are swept
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Figure 7.1: The scaled linear absorption is plotted along with the decay associated
spectra obtained from the nonlinear measurement.

across the E22 transitions which yield decay scans for each probe energy. This dataset

is globally fitted to extract prefactors for common time exponentials, from which a

decay associated spectra (DAS) is plotted. The DAS shown in Figure(6.4) is plotted

again in Figure(7.1), along with the scaled version of the linear absorption of the

sample. Figure(7.1) serves to illustrate the utility of the narrowband lasers employed

in the study. The linewidths of the nonlinear spectra are smaller than the linewidth of

the linear absorption, which indicates that there is inhomogeneous broadening in the

sample. The pump pulse is able to selectively excite the resonant excitations on the

SWCNTS, and the probe spectra shows derivative-like lineshapes which was shown

to arise in a model that incorporates excitation induced shifts in the resonant energy.

7.2 Further Experiments to Test the Hypothesis

In this section, further experiments will be described that can test the hypothesis

of explaining the measured DAS on the basis of excitation induced structural changes
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in SWCNTs, leading to a shift in the resonant energy for successive excitations. It

can be noted from Figure(7.1), that it might be desirable to extend the wavelength

range of the probe spectra scans to ascertain if the data points would follow the fits

further away from the pump laser. For the optical setup used in this work, this was

not possible as it would have required changing laser optics and the gain medium. It

would also be interesting to see what the data would look like for an experimental

setup similar to the two color differential transmission setup used in this dissertation,

but with the lasers resonant with the E11 transition. This experimental configuration

should limit optically exciting population to just the E11 state. From the energy

level diagram proposed in Section(6.2.2), it might be expected that only one of the

extracted prefactors from the global fit to such data should have a derivative-looking

lineshape corresponding to an expansion in the SWCNT diameter due to excitonic

population in the E11 state. Another interesting test of the results described in this

dissertation would be to use SWCNTs belonging to a different chirality for similar

experiments. It was seen in Section (2.3), that the microscopic condensed matter

theory predicts a sign reversal in the electron-phonon matrix element for SWCNTs

belonging to the mod(1) and mod(2) families. The experiments conducted in this

dissertation were on a sample enriched in the (6, 5) chirality, which belongs to the

mod(1) family. If similar dT experiments on SWCNTs belonging to the mod(2) family

give the result predicted according to the hypothesis in this dissertation, this would

bolster the argument for this hypothesis.

7.3 Implication to Cavity Based SWCNT Devices

The hypothesis laid out in this dissertation suggests, that the resonant energy

for exciting multiple excitons on a SWCNTs changes. From the decomposition of

the prefactor fits carried shown in Figure(6.5), it was seen that this shift was small

compared to the linewidth. This could still have implications for device geometries
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involving SWCNTs where a high excited population is desired. The development

of active SWCNT based photonic devices would involve interfacing SWCNTs with

cavities. Luminescence has already been shown to occur in SWCNTs excited by elec-

trical means, and an electrically-pumped nanolaser compatible with Si will greatly

aid the field of silicon photonics. A necessary condition for achieving optical ampli-

fication would be to have sufficient population inversion. If the resonant energy of

the SWCNTs undergoes a change for population in the ground state, compared to

the population in the excited state then this might create hurdles in coupling to the

cavity, but a more detailed study is called for.

7.4 Coherent Control of Vibrational States in SWCNTs

The possibility of optically inducing structural changes in SWCNTs opens up the

doors to optical means of coherently controlling the motion of the lattice. Some of this

has already been achieved in the literature. The coherent phonon oscillations shown

in Figure(6.7) can be greatly amplified by pulse shaping techniques. In such studies,

instead of a single pump pulse, a train of pulses is used, with the repetition rate of the

train of pulses equal to the the radial breathing mode (RBM) frequency[25], which

depends on the chirality but is in the ballpark of 10 THz. This coherently drives the

SWCNT tube diameter oscillations to large amplitudes. It is interesting to note how

by modifying the repetition rate, the diameter oscillations of a particular chirality can

be driven to large amplitudes. This scheme achieves chirality selectivity in an inhomo-

geneous sample even though broadband femtosecond pulses are used[25]. Molecular

dynamic simulations have also studied the possibility of irreversible structural changes

induced on the SWCNTs[23], for example, by opening the end caps[10, 11]. It can be

envisioned that such excited state reactions might have technological importance by

optically creating structures where the SWCNTs can be filled with smaller molecular

species.
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7.5 Conclusion

In this dissertation, experimental investigation of resonant light with SWCNTs

was carried out. The data gathered from two color differential transmission exper-

iments, conducted with narrow-band picosecond pulses, was explained by a model

that incorporates excitation induced resonant energy shifts. Such excitation induced

shifts in the resonant energy were sought to be explained in the context of theoretical

calculations that predict structural distortion of SWCNTs subsequent to optical exci-

tation, that results from strong exciton-phonon coupling in this system. It is inferred

that such structural changes in the SWCNT lead to a shift in the resonant energy

for successive excitations on the SWCNTs which was sought to be measured using

techniques of time resolved nonlinear optical spectroscopy. Further experiments that

could test the main hypothesis in this thesis were proposed, and the implication of

the results of this thesis to certain applications were discussed.
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APPENDIX
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APPENDIX A

Wavelength Dependent Offset in dT Signals

A wavelength dependent offset has been subtracted out of all differential trans-

mission (dT) signals shown in Chapters (V) and (VI). This offset is due to a non-zero

dT signal before zero delay between the pump and probe beams. The repetition rate

of the lasers used in the experiments is 76 MHz, which corresponds to a time interval

between two successive pulses to be 13 ns. Hence, a non-zero offset implies a physical

mechanism due to which there is a change in transmission of the probe pulse over a

timescale greater than 13 ns after the pump pulse. This wavelength dependent offset

is plotted in Figure(A.1) along with the linear absorption peak of the sample. It is

observed that the offset signal is red-shifted compared to the the linear absorption

signal.

Some reasons that could be responsible for the longer timescale dT signal repre-

sented by the offset are briefly discussed below.

1. Trapping of population in metastable states: Previous studies have[51] also re-

ported dT studies, where the signal does not reduce to zero over long timescales.

This has been attributed to the presence of long-lived states that trap the

optically excited population, and prevent a full recovery of the ground state

population[7]. It is thought that the presence of defects and impurities in the
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Figure A.1: Scaled spectra of the dT signal before zero delay, plotted along with the
linear absorption of the sample.

SWCNT samples can lead to such long-lived states. The low photolumines-

cence quantum yield of surfactant encapsulated SWCNT is also attributed to

such metastable states.

2. Thermal effects: Thermal heating of the sample by the pump pulse can also

lead to a longer timescale dT signal. Here, two mechanisms due to thermal

effects will be briefly discussed.

(a) In the first mechanism, thermal lensing in the SWCNT solution sample

can occur due to the pump pulse. In pump probe experiments, it is quite

common to have an iris after the sample to spatially block out the pump.

Due to the thermal lensing effect, the transmission of the probe pulse

through this aperture after the sample can change[49]. This effect was

observed in the experiments discussed in this dissertation: by opening

and closing an iris in the probe path after the sample, the value of dT/T

was seen to change. To minimize this effect, care was taken not to have

apertures in the path of the probe beam after the sample, and a double

modulation scheme was preferred to get rid of the pump scatter on the
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detector.

(b) In the second mechanism, the Fresnel reflection and transmission coeffi-

cients for the SWCNT sample can change due to heating caused by the

pump pulse, thereby causing a long timescale dT signal.
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