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ABSTRACT

The pastoralist communities in Kaokoland, Namibia, have long been presumed to have high prevalence of sexually transmitted diseases (STDs) and associated morbidities. Though their geographic remoteness makes access to healthcare difficult, rapid ecological and sociological changes may decrease their remoteness while simultaneously bringing dramatic shifts in disease risk. This dissertation research uses an interdisciplinary approach—combining fieldwork, laboratory methods and theoretical mathematical models—to estimate and characterize endemic herpes and gonorrhea in rural Kaokoland. To our knowledge this is the first set of cross-sectional studies to report on STD burden in a population as remote and undertreated as the Kaokoland pastoralists.

Both diseases were found to be highly prevalent and some unique patterns emerged. Positive herpes status was significantly associated with female gender, increasing age (by category, not year) for both men and women, and, with increased wealth among men. We speculate that sex-based differences in risk are exacerbated, in part, by local hygiene practices and a preference for “dry” sex. There was also considerable variation in prevalence by region, which may be due to geographic barriers that limit access to partners.

Meanwhile, 64% of participants were positive for gonorrhea. Sixteen percent of participants had high-level infections ($\geq$ ID50 dose) that were temporally and spatially clustered; 48% had low-level infections ($<$ ID50 dose) that were distributed
homogeneously. The vast majority of infections were asymptomatic, which is problematic because all disease is managed syndromically.

We further explored the role of low-level GC infections in a compartmental mathematical model. This model suggests that asymptomatic infections—both high and low level—have a longer duration than previously thought and that low level infections might reveal an important role for strain-specific immunity in populations where gonorrhea is highly endemic.
CHAPTER 1: INTRODUCTION

Background

Sexually transmitted diseases (STDs) remain a major source of morbidity in undertreated, resource poor populations. In the absence of reliable and comprehensive healthcare, treatable STDs may persist at high endemic levels, can lead to dangerous secondary morbidities, stigma and reproductive dysfunction, and can increase infant mortality through vertical transmission. The reasons why some populations are undertreated—remoteness, lack of infrastructure, cultural or social constraints to accessing treatment—are the same reasons that make studying disease in remote, underserved areas difficult. These difficulties, however, do not diminish the value of conducting STD research in these populations. Such research will generate much-needed information of public health importance for vulnerable populations; it can also provide insights into the natural history of sexually transmitted pathogens and reveal how people’s environments—physical and social—influence their risk for disease.

These reasons motivated me to investigate epidemiological, behavioral and ecological aspects of common sexually transmitted diseases in a remote, vulnerable population. I had the opportunity to conduct this work among the multi-tribal population of subsistence-based, semi-nomadic pastoralists in the remote regions of Kaokoland, northwestern Namibia. Remoteness and minimal local infrastructure contribute to poor access to medical care; all STDs are managed syndromically, which means that only symptomatic people who present themselves to the clinic can receive treatment.
Coupled with my theoretical training, I used the knowledge I gained about the people and environment of Kaokoland during a 2007 pilot study to design a study built around several environmental and behavior based predictions about STD burden.

**The Kaokoland pastoralists**

Frequent sexual partner exchange and partner concurrency among the Kaokoland pastoralists are important risk factors for STDs. Local cultural traditions allow for many overlapping styles of sexual relationships that include polygyny, non-married sexual relationships and extra-marital sexual relationships. A small percentage of very wealthy men have more than one wife, but both men and women regularly engage in extra- or non-marital sexual relationships. Non-marital relationships can last decades or a single night—and regardless of the relationship duration, condoms are seldom used, although they may be increasing in popularity among the younger adults.

Anthropologists and local healthcare workers have long presumed that gonorrhea was endemic in remote Kaokoland, but its prevalence has never been measured. Herpes is also likely to be common among the pastoralists, because it has lifelong infectiousness and, as with gonorrhea, infectious people are often asymptomatic. In the absence of regular healthcare and disease prevention measures, I expect ecological and behavioral contributors to disease to be important: e.g. spatial dynamics (population densities and movement), ecological/resource stress, and local sexual practices.

*Neisseria gonorrhoeae* (GC) and *herpes simplex virus type II* (HSV-2)

Gonorrhea—a bacterium—and herpes—a virus—have very different biology and natural histories and cause markedly different symptoms, yet they both can cause very serious morbidities. Both diseases are highly infectious (i.e. GC has high per-contact
transmission probability, while HSV-2 has high per-partnership transmission probability) and instigate an incomplete immune response. However, gonorrhea infectiousness is self-limiting while herpes remains infectious throughout the host’s lifetime. Further, symptom presentation between the two is very different. Gonorrhea symptoms, when present, are acute and diminish as infection duration increases. They involve foul discharge, dysuria and abdomen pain—symptoms that are not hard to identify with the infecting sex act. Herpes, on other hand, results in clusters of small lesions around the genitals, which, after seroconversion, may not appear for up to 30 days after the infecting sex act. Herpes lesions resolve after a couple of weeks but can reappear throughout the host’s life.

If left untreated (GC) or unmanaged (HSV-2), these diseases can cause different but very serious health problems. Untreated gonorrhea can cause pelvic inflammatory disease and, eventually, sterility. Vertical transmission of gonorrhea can occur during labor and cause ocular infections in newborns; if left untreated, these infections can cause blindness. HSV-2 symptoms are usually not serious in adults but vertical transmission can cause fatal meningitis.

Though gonorrhea and herpes are serious diseases in their own right, much concern about them among STD researchers is about how the presence of these diseases in HIV-prevalent regions might increase risk for HIV. This is a growing concern in Kaokoland. Though northwestern Namibia has the lowest HIV rates in the country (~7.9%), HIV is still a severe epidemic in adjacent regions of Namibia where prevalence is above the national average of ~15%. Economic development, resource speculation and tourism in Kaokoland are bringing new forms of travel, currency, and cultures into the area. Much of this inflow is by people from these high HIV, high population density regions.
I take an interdisciplinary approach to designing this study, which drew upon questions, methods, and analytic techniques from epidemiology, anthropology, and ecology. I developed skills in laboratory methods and complex systems analysis in addition to my theoretical training in epidemiology and behavioral ecology. I went to Namibia in 2009 to collect data to test the following predictions:

**Prediction 1**: Prevalence of gonorrhea should increase with distance from standing medical clinics because of decreased access to antibiotic treatment.

**Prediction 2**: Prevalence of herpes, which is incurable, should decrease with distance from standing medical clinics, because living closer to clinics corresponds to living closer to urban centers and greater opportunities for sexual partner exchange.

**Prediction 3**: Difference in resource access should predict sex behavior and, thereby, likelihood of having gonorrhea. (This prediction does not apply to herpes, which is a lifelong infection, and will persist in an individual regardless of changes in sexual behavior.) Young men who do not own livestock will have, I predict, the most geographically diverse sexual partners because they need to travel for economic opportunities. These men might appear as important spreaders among the population, and geographical distribution of gonorrheal genetic markers will reflect important travel routes of these most mobile members of the population. I expect resource-stressed women (especially mothers without livestock) to have higher gonorrhea burden than women with greater resource stability because they will be more likely to engage in sexual relationships in exchange for resources.
Reframing the dissertation

My results, in the end, did not fit within the framework of these predictions. Before my field season, my biggest fear was that I would not detect enough disease—either due to a failure of the sample processing protocol or difficulty recruiting participants—from which to draw meaningful conclusions. In fact, I found higher prevalence for both herpes and gonorrhea than I expected. Not only did this change my analytical approach, it also lead to a restructuring of the dissertation and a reframing of the key questions about STDs in Kaokoland. Most importantly, it revealed how problematic sexually transmitted diseases really are in rural Kaokoland.

This dissertation includes three chapters that were written as stand-alone manuscripts, each focusing on a different component. Chapter 2 provides the results of the HSV-2 prevalence study in a narrative format that allowed me to contextualize the epidemiologic findings with cultural and environmental qualitative data. Chapter 3 outlines the major findings about gonorrhea prevalence in a straightforward epidemiologic context. Chapter 4 introduces a theoretical mathematical model of GC transmission in Kaokoland, which allows me to explore characteristics of gonorrhea transmission in Kaokoland beyond the limitations of my dataset.

As discussed in Chapter 2, “Herpes Simplex Virus Type 2 Among Remote Pastoralists in Northwestern Namibia,” I did not find the predicted relationship between herpes and proximity to urban centers. Despite trying several analytical techniques, detailed in the methods section of that chapter, I was unable to show any significant relationship between urban proximity and herpes risk, though the results suggest that inaccessibility to treatment—which can be the result of remoteness or geographic barriers—may increase one’s likelihood of acquiring an HSV-2 infection.
The most striking results from Chapter 2 come from the demographic distribution of HSV-2 infections. Older adults and women have much higher prevalence of HSV-2 than younger adults and men. This result is consistent with the results of other studies of HSV-2 infection patterns across high-risk populations, but in Kaokoland, women appear to bear a significantly higher risk than men than has been shown in other studies. I draw on my qualitative data to contextualize this in terms of local hygiene and sexual practices that simultaneously increases female risk and decreases male risk.

Finally, my original predictions assumed a relationship between men’s wealth and likelihood of having gonorrhea, but it was with herpes—not gonorrhea—where I found a significant pattern. Wealthy men were far more likely than non-wealthy men to have acquired herpes. This demonstrates the long lasting impact of wealth on a Kaokoland man’s ability to obtain and maintain sexual partnerships.

I did not find an effect of distance or wealth/resource stability on likelihood of having gonorrhea. As I outline in Chapter 3, “High Prevalence of Neisseria gonorrhea in a Remote, Undertreated Population of Namibian Pastoralists,” there are unusual findings about gonorrhea in Kaokoland that reveal interesting patterns of this disease in an untreated population. Once I completed my diagnostic assays and saw the overwhelming number of positive gonorrhea cases in my study, I realized these results could not be explained in terms of the original predictions because there were so many more cases than I expected or have seen in the literature among other high-risk populations. Cases were evenly distributed across regions and wealth status, negating my predictions about associations with urban proximity and resource behavior. This chapter, therefore, became less about the human ecological correlates of gonorrhea infection and more about the surprising and previously unreported characteristics of gonorrhea in an undertreated population.
Because I used an in-house developed qPCR assay for my diagnostic, I was able to quantitate the amount of GC DNA in each sample. I found that most of the positive GC cases had very low quantities of GC DNA. This led to the conclusion that most of these low quantity infections were actually lingering infections that were previously of a higher titer but had not yet resolved.

This chapter further discusses the social factors that influence how likely people are to recognize GC symptoms and seek treatment for them. Treatment seeking behavior is very low in Kaokoland, which fits in with our finding of so many slowly diminishing, untreated infections. These findings speak to the inappropriateness of syndromic management for remote populations.

Chapter 4, “*Neisseria gonorrhoeae In a Rarely Treated, High-Activity Population: Using Empirical Data to Inform a Transmission Model,*” was the natural outgrowth of chapter 3. The observation of such a high number of low-level infections generated many questions that I cannot answer with this dataset. How long does it take for a high quantity infection to diminish past the ID\(_{50}\) threshold (my delineation between high and low quantity infections)? What is the mean duration of these low quantity infections? Are these long-lasting, untreated infections helping to drive the high endemic levels of GC in the population (i.e. what are the mean transmission probabilities of the low quantity infections?) These questions can be answered, however, through analysis of an equation-based model of gonorrhea transmission.

In Chapter 4, I introduce a new mathematical model of *Neisseria gonorrhoeae* transmission under conditions with low condom use, high rates of partner concurrency, and little medical intervention. These conditions offer a close proxy of gonorrhea under natural conditions. This model draws strength from its inclusion of many empirically
derived parameter values. The model demonstrates that low quantity infections do play an important role in maintaining high endemic levels of gonorrhea. It also demonstrates that with the inclusion of the low quantity state of infection, asymptomatic cases persist several months longer than previously thought. Also, male-to-female transmission, for both high and low quantity infections, might have been underestimated in the past.

Finally, I conclude with a short summary of the significance of these findings, the lessons learned in conducting disease research that combines fieldwork in a remote setting with molecular diagnostics and computational analytics, and important future directions for work in Kaokoland.
CHAPTER 2: HERPES SIMPLEX VIRUS TYPE 2 AMONG REMOTE PASTORALISTS IN NORTHWESTERN NAMIBIA

Abstract

Though HSV-2 epidemiology has been described for many western and/or urban populations, disease burden has not been characterized for remote, non-western, undertreated populations. Using field-based interdisciplinary methods, we estimated HSV-2 prevalence and explored demographic, social and geographic correlates of infection among pastoralists in Kaokoland, Namibia. HSV-2 status was significantly associated with female gender (O.R. = 3.1, 95% C.I. = 2.00, 4.71), increasing age (by category, not year) for both men (O.R. = 7.5, 95% C.I. = 2.67, 20.85) and women (O.R. = 6.2, 95% C.I. = 2.48, 15.50), and, with increased wealth among men (O.R. = 5.1, 95% C.I. = 1.98, 13.09). There was considerable variation in prevalence by region. Higher risk among women can be explained, in part, by local hygiene practices and a preference for “dry” sex. Ethnographically contextualized epidemiologic studies of remote, vulnerable populations can provide essential information for limiting the introduction and spread of new infections.

Introduction

Little is known about risk factors for acquisition and transmission of sexually transmitted diseases (STD) in remote, vulnerable populations, but there are important reasons why they should not be neglected. First, we can make new observations about the epidemiologic characteristics of a pathogen by studying it in a different environment. Second, rapid changes in culture, mobility and the nature of resource use (Homewood,
2008), particularly in the form of sedentarization (Anderson & Broch-Due, 1999), among subsistence-living pastoralists can lead to new sources of vulnerability. Here we explore demographic, social and geographic risk factors for HSV-2 in a multi-tribal pastoralist community in Kaokoland, northwestern Namibia. The tribal societies of Kaokoland are facing social and environmental transitions (Friedman, 2000; Talavera, 2002) including sedentarization, which is already known to negatively impact health among east African pastoralists (Fratkin & Roth, 2004; Fratkin, Roth, & Nathan, 2004, 1999). These transitions could lead to new epidemiologic burdens, including novel sexually transmitted diseases such as HIV/AIDS, which is highly prevalent in neighboring regions of Namibia.

**Study motivation**

HSV-2 is one of the most common sexually transmitted diseases (STDs) worldwide and is the leading cause of genital ulcers (Corey & Wald, 2008; Schiffer & Corey, 2009). It is incurable and has lifelong infectivity. Symptoms are often mild; it is estimated that 90% of HSV-2 positive people are unaware of their status (Flemming et al., 1997; Hook & Leone, 2006). However, vertical transmission of HSV-2 during labor can cause severe disseminated and encephalitic infection in neonates (Corey & Wald, 2008). Neonatal morbidities and mortality as a result of HSV-2 infection is of greatest concern among developing nation populations where access to healthcare is unreliable.

The epidemiology of Herpes Simplex Virus 2 (HSV-2) is well characterized for western and industrialized societies (Looker, Garnett, & Schmid, 2008; Wald, 2004). This is not the case for non-western, subsistence-based societies. The often starkly different social norms, sexual partnerships and geographic mobility may result in different population patterns, which can bring new insights into the disease. HSV-2 is of global health concern, particularly in sub-Saharan Africa (Looker, et al., 2008), as positive HSV-2
status is associated with increased risk for HIV infection (Abu-Raddad et al., 2008). There are similarities between HSV-2 and HIV biology—e.g. lifelong infectiousness, viral shedding in the absence of symptoms—that may make HSV-2 particularly valuable for predicting the patterns of a future HIV epidemic (Abu-Raddad et al., 2008, 2010).

The epidemiological overlap between HSV-2 and HIV is relevant in Kaokoland. Although it has one of the lowest HIV rates in Namibia (e.g. HIV prevalence in Opuwo, the district capital, is nearly 8%), adjacent districts have HIV prevalence >15% (de la Torre et al., 2007; MoHSS Namibia, 2008). Geographic and cultural barriers have protected against HIV introduction in the past but, like many African pastoral communities, these boundaries are eroding and HIV remains a serious threat.

Social dynamics in Kaokoland

Kaokoland, a remote and sparsely populated landscape, is home to a dynamic and diverse tribal community. Resident tribal groups of Kaokoland include—but are not limited to—the Herero, Himba, Tjimba and Twa. The Herero and Himba are closely related and are culturally and economically dominant in Kaokoland. Herero settlements are concentrated in the southern areas of Kaokoland and are better connected to urban areas, diverse economic opportunities and government services (e.g. schools, clinics, etc) than those of the Himba who live in the northwestern areas of Kaokoland.

Our study focuses on the people living in the most rural and inaccessible areas of Kaokoland; places from which it is hardest to travel for healthcare and other services. These parts of Kaokoland are settled by the Himba and other tribes, including the Tjimba and Twa. It is this group of remotely living, subsistence-level pastoralists we refer to when we use the term “Kaokoland pastoralists.”
The Tjimba are generally thought to be a branch of the Himba tribe, living, until recently, in high altitude enclaves within Himba territory (Frank, 2000; Malan, 1974; Vedder, 1938). Himba and Tjimba people recognize their close kinship, as is demonstrated by the frequency of inter-marriages and sexual partnerships. Though many informants do not recognize a distinction between being Himba or Tjimba (“We are the same, from the roots.”), some Himbas we spoke to look down on the Tjimba as being lower status or backwards. Other tribal groups in Kaokoland, such as the Twa, do not share close ancestral ties with the Himba (Vashro, submitted) and are considered neither suitable marriage partners nor sex partners. Marriages between Tjimba and Twa people are not uncommon, however, which links Himbas, at least indirectly, to Twa people in the same sexual networks (Hazel, unpublished). It is less clear how much the Himba-Tjimba-Twa sex network connects with members of other local tribal groups (e.g. Hakaona, Zemba, Kuvale) and outsiders.

Marriage in Kaokoland, as in many pastoral societies, requires payment of a bride price (Borgerhoff Mulder, 1995; Goody & Tambiah, 1973; Homewood, 2008; Low, 2000). Therefore a man, or his family, must have some wealth to marry; very wealthy men can have multiple wives. Non-marital relationships may also involve some transfer of resources, informally and temporarily, from the male to female partner. Therefore, wealthy men often have greater prospects for obtaining wives and girlfriends than their less-wealthy counterparts.

There are many forms of accepted sexual partnerships among the Kaokoland pastoralists, particularly among the Himba. Despite strict control by family authority figures over marriage, both men and women have a fair amount of autonomy to select extra-marital partners (Scelza, 2011). Extra-marital relationships vary greatly. Some are very short-lived and virtually anonymous, while others last decades. Given the high
mobility of the pastoral lifestyle, contact patterns in any sexual partnership are inconsistent over the course of the relationship (Hazel, unpublished).

The cultural acceptance of multiple and concurrent sexual partnerships among the Himba, coinciding with a general distrust and dislike for condoms, has led to the assumption by local healthcare workers and activists that STD burden is high (Talavera, 2002). High rates of secondary sterility among the Herero led to similar suggestions by researchers (Pennington & Harpending, 1993). In neither case has disease burden actually been measured.

**Geography and subsistence living in Kaokoland:**

Life in Kaokoland is lived at the subsistence level. Cattle are the main currency and herd size reflects both wealth and status. In addition to herding cattle, people in Kaokoland herd goats, tend gardens (maize is the staple crop), and forage for wild fruits and tubers. Not everyone has access to each of these food production practices. Few families have sustainable herds of cattle or goats. Gardens are more evenly distributed among the population, but garden quality is highly variable. Those families who have neither livestock nor a productive garden rely mostly on foraged foods or handouts from neighbors.

All subsistence practices in Kaokoland require some mobility. People travel extensively, often in a patterned fashion, away from their home villages to graze cattle, to tend maize gardens (gardens may not be one’s home village), to forage, or visit family and attend ceremonies (weddings, funerals, ancestor worship ceremonies). Traditional travel seldom leads Kaokoland residents beyond the Kaokoland boundaries, but mobility patterns are changing. People are not only migrating through traditional routes that connect home villages to cattle posts and other family sites; they are traveling to growing
urban areas and new regions where there are fewer family connections. Traders, tourists, non-governmental organizations and government workers have an increased presence in Kaokoland, and they offer a faster mode of transportation to new and different sites within and beyond Kaokoland. These changes may alter the pool of potential sexual partners and possibly lead to new sex networks.

Logistic challenges of epidemiologic studies among pastoralists

There are many logistic challenges to conducting epidemiologic studies in remote areas, perhaps explaining why these studies are rare. First, epidemiological research among a remote society involves collecting, storing and transporting biological samples under limiting conditions. Second, if the study population is nomadic, the data collection team must also be. Third, participants from remote, non-western societies are likely to be unfamiliar with and sensitive to disease testing or discussing matters of reproductive health and behavior. All of these may enhance the difficulty of getting a sufficiently large sample for accurately estimating prevalence. Finally, cultural context is essential for properly interpreting results. Therefore, locally informed, descriptive data about cultural norms and practices are required but can be prohibitively time consuming to collect.

To address these challenges, we conducted a quantitative epidemiologic study informed by qualitative anthropologic techniques. Though our sample size limits our analytic potential in some directions, we explore HSV-2 epidemiology in Kaokoland at an unusually close level. Our interdisciplinary approach offers unique insights into demographic, social and geographic aspects of disease risk, and has, we hope, valuable implications for future intervention efforts.
Methods

Field location and data collection sites

Data were collected from April to November, 2009, across 28 villages in Kaokoland, the northwestern section of the Kunene district. The sample villages were chosen based on results of a previous census (Hazel, unpublished) to represent the range of geographic (degree of remoteness), ecologic (type of subsistence that is supported) and economic (cumulative villages wealth, measured in herd size) variability among Himba and Tjimba villages in Kaokoland. Villages ranged in size from 5 to 1020 adults with the population size varying by season. Pastoralists are mobile and move across Kaokoland. Subsistence practices usually lead to more travel during the dry than the rainy and winter seasons. Therefore, we conducted a brief census upon arrival in a village to determine if there were sufficient individuals present to warrant data collection. If less than two adults were present and willing to participate, we moved to the next selected village, returning at a later point if possible.

It was very difficult to accurately estimate the response rate for this study. In the larger villages (n~1000), we directly invited only a small proportion to participate, but the word spread rapidly (as villagers were illiterate, posters and fliers were not used). This makes it difficult to determine the number invited to participate relative to those who did participate. By contrast, in small villages, the study team was able to visit all the homesteads and directly invite all adults so the response is known. The proportion of the village populations (based on our census) that participated ranges from 0.02 (largest villages) to 0.70 (mean = 0.33, median = 0.30).

Before establishing a village as a data collection site, the research team obtained permission from the local chief. Ethical approval was granted by the University of
Michigan Internal Review Board (HUM00025104) and by the Namibian Ministry of Health and Social Services.

**Participant recruitment**

Any culturally recognized adult (e.g. women ≥16, men ≥18), who in 2009 spent at least half a year in Kaokoland, was eligible to participate. Once the local chief granted permission, we met with groups of villagers to discuss the nature and purpose of the study. We recruited participants in two ways: 1) People came directly to us, expressing interest in being enrolled or 2) we visited people at their houses and encouraged them to enroll. No participants requested to be disenrolled from the study. Pastoralists are mobile, so we often recruited individuals from villages that they did not consider their home.

In total, 445 participants were enrolled. Several participants were removed from the analysis either because a) they reported living in a village for which we could not get accurate GPS coordinates (n=6); b) their home village is not in Kaokoland (n=2); c) they do not have a home village because they live in a city (n=10); d) or their HSV status was inconclusive (n=25). Our final sample included 402 participants.

**HSV-2 status data**

We determined HSV-2 status using the Biokit HSV-2 Rapid Test®, which uses whole blood from a finger prick to detect the presence of the HSV-2-specific IgG antibody. Each test result was compared to a photographic guide to positive spot identification provided by the Biokit Company to determine if it was positive, negative, or inconclusive. A digital photograph was taken and the test was discarded. Several months after the data collection period, the digital images were compared to the photographic guide and HSV-2 status was re-recorded for all participants. Participants with discordant records
(i.e. did not have two positive, two negative or two inconclusive records) were read a third time by an independent coder. If two out of three records were the same (e.g. first code = inconclusive, second code = positive, third code = positive), the majority record was chosen for the final status (e.g. final status = positive). Any participant whose test had three different records was marked as inconclusive.

Interview data

After completing the HSV-2 test, each participant answered questions from a structured interview on relevant demographic, social/behavioral and geographic data. The entire interaction took between 30-60 minutes. All interviews (including sample collection) were conducted in an isolated setting where no one could hear or see the interaction. Data collected included:

Demographic variables:

1) Age range (People in Kaokoland do not know their exact age.)

2) Sex/gender

3) Tribal affiliation

Social/behavioral variables:

1) Wealth (i.e. livestock herd size. Participants were categorized into three categories based on their response: poor, intermediate wealth, wealthy.)

2) Marriage status (For men we also asked how many wives they have.)

3) Number of sex partners over the past six months (We asked several detailed questions about sex partnerships to triangulate and confirm total numbers.)

Geographic/spatial variables:

1) Home village
2) Frequency of travel to nearby cities

3) Reasons for travel

Residence measures
Despite their mobility, all Kaokoland residents identify a particular village as home. For every participant, we obtained the name of their home village and the GPS coordinates for that village. Villages in Kaokoland are organized into regions. These regions are locally determined, based on traditional boundaries, and are not recognized by the state. All home villages in our dataset are located in one of five large regions: Omaanda, Ehama, Omunjandu, the Marianflus and Ozosemo. Twenty participants claimed a home village that was not in one of these regions. These participants were aggregated into a single region termed “Other.”

Aggregating residence data
The mobility and low density of life in Kaokoland make it difficult to enroll large numbers of individuals from a single data collection site. In large villages, and in seasons when people congregate for ceremonies, participant recruitment is relatively easy. In small villages or during seasons when people disperse to tend to livestock, gardens, or forage, recruiting is more difficult. To minimize variability in village sample size, we collected data along “clusters” of neighboring villages that are ecologically and economically similar; data from these villages are easily aggregated. Village aggregation also allows us to increase village sample size while decreasing the number of village categories, both of which increases statistical power. We collected data in 28 villages, but 107 villages were named as a home village. After aggregating 107 home villages into 23 clustered “villages,” there is still variability in sample size (range: 5 – 51, mean: 18.2, median: 18.5). Participants from six outlying villages that we could not cluster were removed from the analyses (n=6).
Measuring village-to-city distance

We defined a city or urban center as a place where there is state infrastructure—specifically clinics and schools—as well as shops and bars that require payment in Namibian dollars (a relatively novel currency for the Kaokoland pastoralists). We collected GPS coordinates for each Kaokoland urban center—Opuwo, Okanguati, Epupa and Etanga.

All participants were asked how often they travel to each of the four cities. We counted the frequency of each of these replies to determine which city is the most visited by members of each home village. We then calculated the shortest linear distance between a home village and its most traveled to city. When two cities were visited with equal frequency, we chose the closer city.

Qualitative data

We conducted open-ended interviews with focus groups, using factorial design structure (Bernard, 2006). Focus group interviews mainly explored cultural rules about sexual partnerships and sexual behavior, and attitudes about STDs. Open-ended group interviews gave us the opportunity to learn about culturally normative behaviors for highly sensitive topics that might be too uncomfortable for individuals to discuss personally (e.g. Do people have oral sex? How are sexual encounters initiated?).

We also conducted open-ended individual interviews, targeting chiefs, midwives and other influential people. In these interviews we sought detailed information about economic (e.g. how to measure herd wealth), ecologic (e.g. resource management), and traditional healing practices (e.g. how herpes is identified, explained and treated).
In general, we found that people in the Kaokoland community are comfortable talking about sexual behavior and sexual health, probably because of the relatively open cultural attitudes about sexual relationships and partner exchange.

Quantitative analyses

We conducted bivariate analyses to explore associations between our main effect variables and HSV-2 status. We then constructed a random-effects model to account for the very small sample sizes for home villages that were not data collection sites. Initial results showed that 24% of the variance is accounted for by differences between home villages. We subsequently added region to the model to see whether individuals from villages in the same region have similar risk compared to those from villages in different regions. When region was added as a main effect, variance in home village disappeared. We thus use region rather than home village to explore spatial and geographic influences on HSV-2 risk. Finally, we fit a multivariate logistic regression model of HSV-2 risk in Kaokoland. All analyses were conducted using R 2.11.1.

Results

The prevalence of HSV-2 in our sample of Kaokoland pastoralists was 35%. However, we found a strong association between increased HSV-2 risk and being female, increasing age, wealth, and geography. Because women are at much higher risk than men for HSV-2 (O.R. = 3.1, 95% C.I. = 2.00, 4.71), we stratified all crude associations by sex/gender.

Prevalence of HSV-2 was higher among women than men in every age category (figure 1), and increased with age (table 2.1). Among men and women there were no statistically significant associations with tribe. HSV-2 prevalence increased with wealth, and marital status among men. The trends were similar among women but not
statistically significant. There was no association with number of sex partners within the past six months among men or women.

Although there were no statistically significant differences by tribe, we did observe associations with region. Three regions—the Marianflus, Ozosemo, Omunjandu—had significantly higher HSV-2 prevalence than Omaanda. Ehama and “Others” did not have meaningfully higher HSV2 prevalence than Omaanda. The association with region remained after adjusting for age and gender.

Because city proximity might increase access to sexual partners, we considered whether regions whose villages were closer to frequently visited cities had higher prevalence of HSV-2. Using a logistic model (where we controlled for age, sex and wealth and region), we explored the relationship between village-to-city distance and HSV-2 prevalence, but found no association. As this null result could be due to a non-linear relationship between HSV-2 and urban proximity, we made a quadratic variable for village-to-city distance. We still found no association between HSV-2 risk and distance. Finally, we considered whether the relationship between village-to-city distance and HSV-2 prevalence was being obscured by regional differences. We tested for an interaction between region and distance using both the linear and quadratic form. In both cases, urban proximity was not a significant predictor of HSV prevalence.

A logistic model of HSV-2 prevalence in Kaokoland

Based on our bivariate associations and $\chi^2$ results, we fit a multivariate logistic model of HSV-2 prevalence, using age range, sex/gender, wealth status and region to predict presence of HSV-2 antibodies (table 2.2). The results were essentially the same as our crude associations stratified by gender.
Discussion

We estimated the prevalence of HSV-2 and its associated risk factors among a remote, pastoral group. To the best of our knowledge, this is the first estimate of any STD prevalence in Kaokoland and among any similarly remote pastoral groups in the literature. Our study illustrates how interdisciplinary approaches can yield novel, generalizable insight into the epidemiology of STDs among vulnerable populations.

Consistent with the literature, women in Kaokoland had higher rates of HSV-2 infection than men, though this difference decreases with each age category (figure 1). Most studies find a similar pattern (Looker, et al., 2008; Mertz, 1993; Wald, 2004; Watson-Jones et al., 2007), particularly in sub-Saharan Africa (Kirakoya-Samadoulougou et al., 2011; Smith & Robinson, 2002). Underlying biological differences account for some of the greater male-to-female transmission probability for HSV-2 and many other STDs (Mertz et al., 1992; Padian et al., 1987; Pertel & Spear, 2008), but higher prevalence among women can be exacerbated by local behaviors or practices that simultaneously decrease transmission probability for men while increasing it for women. In our logistic model (table 2.2), women’s odds of HSV-2 infections are five times higher than men’s. These odds are much greater than typically reported for nationwide and minority US populations (Bauer, Khobzi, & Coleman, 2010; Beydoun et al., 2010; Molina et al., 2011; Xu et al., 2006). Our qualitative data provide some additional insights.

Women are probably exposed to HSV-2 at younger ages than men because they are more likely to have high-risk partners: older, wealthy men. Age discrepant partnerships lead to earlier, faster acquisition of infection in women, especially in regard to HIV (Gregson et al., 2002; Leclerc-Madlala, 2008). In Kaokoland, such couplings occur through family-arranged marriage, as well as through female choice. During our open-
ended interviews, many women reported that wealthy men make desirable sex partners because they provide access—even temporarily—to basic (maize, sour milk) and luxury (beauty products, jewelry) resources.

Male and female hygiene practices could also exacerbate sex differences in HSV-2 prevalence. Himba and Tjimba males, like most other men in Kaokoland, were circumcised early in life. Reports on the impact of male circumcision for decreasing risk for HSV-2 are conflicting but many show a significant effect (Reynolds et al., 2004; Tobian et al., 2009; Weiss et al., 2006).

While circumcision could decrease HSV-2 risk for men, female beauty and hygiene practices might increase risk. Maintaining the Himba, Tjimba and Twa beauty aesthetic involves regular applications of a locally produced make-up comprised of ochre powder and milk fat. Every day, every inch of a woman’s body is covered in a deep red foundation. This unique beauty regimen is not conducive to washing with water. Therefore, women clean their bodies daily—including their vaginas—not with water, but with a fragrant smoke made from burning local herbs. Female informants consistently report two aims of vaginal smoking. First, the smoke acts as a perfume, giving women a “nice smell.” Second, smoking dries out the vaginal tissues. In our qualitative interviews, both men and women state a preference for dry (“tough”) sex with minimal female fluids. Furthermore, women report the evening as the ideal time to smoke their bodies in anticipation of a visit from a husband or boyfriend.

Dry sex can lead to increased vaginal tearing, and thus may increase transmission probability. While several studies have shown an association with dry sex and increased risk for HSV-2 (Mehta et al., 2008; Watson-Jones et al., 2007) and HIV (Auvert et al., 2001), these findings, like those regarding the protective effects of male circumcision,
are not consistent (Sandala et al., 1995). Inconclusive results could be due to varying effects of different methods for vaginal drying on HSV-2 transmission.

HSV-2 risk is generally associated with lower socio-economic status, within and beyond Africa (Hargreaves et al., 2002; Stavraky et al., 1983; Wald, 2004) and possibly reflects limited access to preventative care, and poor knowledge of sexual health and disease. Kaokoland is a natural-fertility population where condoms are seldom used. People’s degree of risk arises principally from the frequency of contacts and the relative riskiness of their potential partner networks. Wealthy men (those with a lot of livestock) have greater negotiating powers to obtain and maintain sexual partnerships, so it is not surprising that HSV-2 prevalence is high in the wealthiest category. The impact of wealth on HSV-2 prevalence was somewhat stronger in poorer areas, but the number of wealthy people in poorer regions was too small to draw robust conclusions.

Geographic patterns in HSV-2 risk

Although we found no significant association between simple distance and HSV2 prevalence, remoteness may still play an important role in shaping partner exchange patterns and, thus, risk for HSV-2. The three regions with the highest prevalences are all functionally remote, which may be limiting residents’ access to sexual partners. The Marianflus, the remotest region in Kaokoland, has no nearby urban centers. Ozosemo and Omunjandu are nearer to urban areas and other regions but difficult terrain makes travel within and beyond those regions difficult. Omunjandu, for example, is adjacent to Ehama (a lower prevalence region), but a precipitous and rocky pass separates the regions. People from these regions are more likely to choose partners who are nearby and equally limited in their partner pool, resulting in a small pool of sexual partners with high turnover. Once the virus is established in this kind of network, it can spread very quickly. Most of the villages in the three high-prevalence regions are difficult to access.
Although we did not find any association between urban proximity and increased HSV-2 prevalence, our interview data indicate that a common reason participants go to cities is to drink alcohol and seek opportunities for casual sex. This seeming contradiction might be due to the demographic structure of urban sexual networks. Participants from the younger age categories are far more likely to report going to cities for sex and alcohol; 55% of under-25 year olds report these reasons, compared to 27% of people 26-35 years old. However, younger participants were also more likely to endorse consistent condom use, especially with anonymous or casual partners. Of all the participants who claim to use condoms consistently (10%), 56% were in the youngest age category. Though most people (52%) had a hostile or disinterested attitude toward condoms (“Condoms cause disease.” “It is not the [traditional] way.”), younger people were also least likely to endorse this attitude because they “were afraid of disease,” or have, “heard of HIV.”

Study limitations

Working both remotely and cross-culturally presents many challenges and limitations to effective study design. A rapid test was the only feasible assay in this field setting, given the storage and transport limitations of remote work. Unfortunately, the Biokit HSV-2 rapid test as a stand-alone assay was shown after the completion of our data collection to have sensitivity and specificity lower than western blot among some east African populations (Lingappa et al., 2010; Ng’ayo et al., 2010). Thus, we probably underestimated HSV-2 prevalence. This underestimation would have been applied to the sample evenly and likely did not affect the pattern of disease distribution that we observed.

Lack of formal record keeping is also a problem. Kaokoland pastoralists do not know their exact age, but it can be estimated within a few years by using fertility history
(women) and cultural life-stage landmarks (men). This also affects measures of wealth (i.e. number of livestock). People fairly accurately estimate small herd sizes but tend to over or under estimate larger ones. Finally, given the high rate of partner exchange and the lack of stigma associated with partner concurrency, estimates of lifetime number of partners proved an unreliable variable. This is not to suggest that partnerships in Kaokoland are forgettable or not meaningful. When asked about current and recent partnerships, participants regularly answer questions about even fleeting partnerships in great detail, but they do not count lifetime numbers of partnerships in the same way as western cultures and, thus, have difficulty producing a reliable estimate.

Conclusions

Similar to other studies, female gender and increased age are associated with HSV-2 prevalence among the Kaokoland pastoralists. We speculate that the higher prevalence among females might be exacerbated in Kaokoland as a result of local hygiene practices and increased contact between young women and older males (who have higher prevalence). Additionally, there are ecological risk factors for HSV-2 in Kaokoland—increased wealth and region of residence—that are somewhat novel and might represent important behavioral and ecological trends in risk among other remotely living, reproductively isolated populations.

Our interdisciplinary approach offers two kinds of novel insights. First, by introducing epidemiologic techniques to a highly remote study population, we show that epidemiologic studies of vulnerable populations are both feasible and important. Given that many remotely living subsistence-based populations, including the Kaokoland pastoralists, are facing rapid cultural and environmental transitions, it is important to get reliable STD prevalence measures. Second, contextualizing a prevalence study with
descriptive cultural knowledge deepens our understanding of the association between disease and risk factor. In Kaokoland, there is concern that changes in mobility and urban proximity could introduce HIV/AIDS into a population with high partner exchange and little access to preventative care. Our hope is that a better understanding of current STD burden and risk, as offered by our study, will provide insights into preventing an HIV epidemic.
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Table 2.1: Crude associations between HSV-2 status and selected demographic and social variables among 402 participants in 28 village field sites in Kaokoland, Namibia 2009

<table>
<thead>
<tr>
<th></th>
<th>Men HSV-2 +</th>
<th>Women HSV-2 +</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N  n (%)</td>
<td>OR (95% C.I.)</td>
</tr>
<tr>
<td><strong>Age range</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 25</td>
<td>62 6 (13%)</td>
<td>1.0 (-, -)</td>
</tr>
<tr>
<td>26-35</td>
<td>61 10 (21%)</td>
<td>1.8 (0.62, 5.39)</td>
</tr>
<tr>
<td>36-45</td>
<td>37 11 (23%)</td>
<td>3.9 (1.32, 11.84)</td>
</tr>
<tr>
<td>≥ 46</td>
<td>45 20 (43%)</td>
<td>7.5 (2.67, 20.85)</td>
</tr>
<tr>
<td><strong>Tribe</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>26 7 (15%)</td>
<td>1.0 (-, -)</td>
</tr>
<tr>
<td>Twa</td>
<td>10 1 (2%)</td>
<td>0.3 (0.03, 2.83)</td>
</tr>
<tr>
<td>Tjimba</td>
<td>55 10 (21%)</td>
<td>0.6 (0.20, 1.82)</td>
</tr>
<tr>
<td>Himba</td>
<td>114 29 (62%)</td>
<td>0.9 (0.35, 2.43)</td>
</tr>
<tr>
<td><strong>Wealth status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>119 21 (44%)</td>
<td>1.0 (-, -)</td>
</tr>
<tr>
<td>Intermediate</td>
<td>63 14 (30%)</td>
<td>1.3 (0.62, 2.85)</td>
</tr>
<tr>
<td>Wealthy</td>
<td>23 12 (26%)</td>
<td>5.1 (1.98, 13.09)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>94 11 (23%)</td>
<td>1.0 (-, -)</td>
</tr>
<tr>
<td>Married</td>
<td>111 36 (77%)</td>
<td>3.6 (1.72, 7.62)</td>
</tr>
<tr>
<td><strong>Polygynous marriage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>83 26 (74%)</td>
<td>1.0 (-, -)</td>
</tr>
<tr>
<td>Yes</td>
<td>19 9 (26%)</td>
<td>2.0 (0.72, 5.43)</td>
</tr>
<tr>
<td><strong>Number of sex partners in past 6 months</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>12 0 (0%)</td>
<td>0.3 (0.04, 2.50)¹</td>
</tr>
<tr>
<td>1</td>
<td>69 15 (32%)</td>
<td>1.0 (-, -)</td>
</tr>
<tr>
<td>2 - 5</td>
<td>75 19 (40%)</td>
<td>1.2 (0.56, 2.65)</td>
</tr>
<tr>
<td>&gt; 5</td>
<td>49 13 (28%)</td>
<td>1.3 (0.55, 3.05)</td>
</tr>
</tbody>
</table>

¹Arbitrarily added 1 to account for 0 value in cell
Table 2.2: Logistic model of HSV-2 risk among 402 participants in 28 village field sites in Kaokoland, Namibia 2009

<table>
<thead>
<tr>
<th>Variable</th>
<th>β value for log odds</th>
<th>SE</th>
<th>OR</th>
<th>95% C.I.</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 25</td>
<td>Ref</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26-35</td>
<td>1.224</td>
<td>0.325</td>
<td>3.4</td>
<td>1.81, 6.52</td>
<td>0.0002</td>
</tr>
<tr>
<td>36-45</td>
<td>1.969</td>
<td>0.367</td>
<td>7.2</td>
<td>3.54, 14.96</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>≥ 46</td>
<td>1.938</td>
<td>0.361</td>
<td>6.9</td>
<td>3.42, 14.52</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Ref</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.737</td>
<td>0.295</td>
<td>5.7</td>
<td>3.23, 10.30</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td><strong>Wealth status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>Ref</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intermediate</td>
<td>0.364</td>
<td>0.368</td>
<td>1.4</td>
<td>0.69, 2.96</td>
<td>0.3</td>
</tr>
<tr>
<td>Wealthy</td>
<td>1.071</td>
<td>0.507</td>
<td>2.9</td>
<td>1.07, 7.94</td>
<td>0.03</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Omaanda</td>
<td>Ref</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ehama</td>
<td>-0.0124</td>
<td>0.380</td>
<td>0.9</td>
<td>0.42, 1.86</td>
<td>0.7</td>
</tr>
<tr>
<td>&quot;Others&quot;</td>
<td>0.597</td>
<td>0.655</td>
<td>1.8</td>
<td>0.47, 6.36</td>
<td>0.4</td>
</tr>
<tr>
<td>The Marianflus</td>
<td>0.805</td>
<td>0.410</td>
<td>2.2</td>
<td>1.00, 5.03</td>
<td>0.05</td>
</tr>
<tr>
<td>Ozosemo</td>
<td>0.804</td>
<td>0.035</td>
<td>2.2</td>
<td>1.13, 4.50</td>
<td>0.02</td>
</tr>
<tr>
<td>Omunjandu</td>
<td>0.902</td>
<td>0.402</td>
<td>2.5</td>
<td>1.13, 5.47</td>
<td>0.02</td>
</tr>
</tbody>
</table>
Figure 2.1: Prevalence of herpes simplex virus type 2 (HSV-2) is greater in women (gray) than men (black) at all age categories. HSV-2 risk is higher for women than men (O.R. = 3.1, 95% C.I. = 2.00, 4.74). For both men and women, overall prevalence increases with age but the difference is smallest in the oldest age category.
Figure 2.2: Herpes simplex virus type 2 (HSV-2) prevalence shows a low/high dichotomy between regions. There are two patterns of risk across the main Kaokoland regions: A low risk group (<32% prevalence) and a high-risk group (>40%).
CHAPTER 3: HIGH PREVALENCE OF *NEISSERIA GONORRHOEAE* IN A REMOTE, UNDERTREATED POPULATION OF NAMIBIAN PASTORALISTS

Abstract

Background: The pastoralist communities in Kaokoland, Namibia, have long been presumed to have high gonorrhea prevalence. Healthcare is very difficult to access, so syndromic management is the norm. To estimate gonorrhea prevalence and social and ecological correlates of infection, we conducted a cross-sectional study.

Methods: We recruited 446 adults from 28 rural villages. Gonorrhea status was determined from urethral and vaginal swabs via qPCR assay. All participants answered a closed-ended interview about demographics, sexual behavior and symptom history.

Results: 16% of participants had high-level infections (≥ ID₅₀ dose) and 48% had low-level infections (< ID₅₀ dose). Women had higher prevalence than men of both high and low-level infections. High-level infections were temporally and spatially clustered, occurring among young adults in the Ehama region during the winter. Low-level infections were distributed homogenously—demographically, temporally, and spatially. Essentially all low-level infections and most high-level infections (men = 78%; women = 95%) were asymptomatic.

Conclusions: The epidemic-like nature of high-level gonorrhea cases suggests that intervention efforts can be focused on seasons of high social activity. The high proportion of low-level cases offers some new insights to the role of strain-specific
immunity and to the self-limiting qualities of gonorrhea. The overwhelming percentage of asymptomatic cases suggests that syndromic management is not an effective strategy for gonorrhea control in Kaokoland.

**Introduction**

Gonorrhea remains a public health problem, particularly among high sexual activity, resource poor populations. With the exception of antibiotic resistant strains (Bolan, Sparling, & Wasserheit, 2012), gonorrhea is treatable. However, across many populations as many as 67%-100% of all gonorrhea infections are asymptomatic (Detels et al., 2011), making them an important driver of transmission in persistent epidemics.

Social pressures (e.g. stigma), culture (e.g. hygiene and sexual behavior (Hazel et al., submitted)), and geography influence whether infected individuals will seek treatment. Rural South African women whose access to clinics is limited have low symptom recognition for gonorrhea and chlamydia (Wilkinson et al., 1999). If difficulty in accessing care influences the likelihood of recognizing serious symptoms, then syndromic management (despite its cost effectiveness) is unlikely to significantly reduce disease transmission or minimize the number of people who experience sequelae from untreated gonorrhea and chlamydia.

We studied gonorrhea among the isolated, semi-nomadic, subsistence-living pastoralists of Kaokoland (Frank, 2000; Malan, 1974; Vedder, 1938). Anthropologists and local healthcare workers have long suspected that gonorrhea burden is high in this region (Talavera, 2002) and among related tribes (Pennington & Harpending, 1993), because partner concurrency is common (de la Torre, et al., 2007), but condom use is rare (Hazel et al, submitted) and treatment—syndromic management exclusively—is difficult to access. In Kaokoland, we observed endemic gonorrhea in an environment that might
serve as a close proxy for conditions under which the gonorrhea-human host dynamic evolved. This allows us to make some inference into the biological and behavioral underpinnings of gonorrhea burden.

We also explored patterns of gonorrhea co-infection with chlamydia and identified demographic and ecological correlates of positive gonorrhea status. We believe our study is the first to estimate disease prevalence in this population and the first to report on gonorrhea in a population that is as geographically and culturally isolated as the Kaokoland pastoralists. Furthermore, because we use qPCR as a diagnostic assay, we can quantitate amounts of gonorrhea DNA in our samples to obtain a cross-sectional view of the range of infection.

**Materials & Methods**

*Collection site and participant recruitment*

Data were collected between April and November 2009 from 28 villages in Kaokoland, northwestern Namibia. The village study sites represent the ecological, geographic and economic diversity of the remotest regions of Kaokoland. The Himba tribe dominates these regions but Himbas live in close proximity with several other tribes, who were also included in the study. We refer to the tribes in our study collectively as the “Kaokoland Pastoralists.” Data were collected over all three recognized seasons: the rainy season, the winter, and the dry season. Permission to conduct this research was given by the University of Michigan’s Internal Review Board (HUM00025104) and the Namibian Ministry of Health and Social Services (MoHSS). We also received permission from the local chief before establishing a village as a study site.

We recruited any male or female volunteer who was a) a culturally recognized adult (e.g. women ≥16; men ≥18), and b) had resided in Kaokoland for at least half of the year, for
a total of 446 people. Our sample sizes for men and women were close to equal. Three people refused to collect a swab and 12 were excluded because they did not live full-time in Kaokoland, leaving a final sample size of 431. In accordance with the terms of MoHSS research approval, we took to the nearest clinic any village member who presented with bacterial STD symptoms or who reported a partner with symptoms for treatment, unless they refused.

Sample collection and storage

Our study focused on regions of Kaokoland that are so remote that they are not connected to a power grid. Therefore, we developed a sample collection protocol that did not require cold storage of any materials.

Male participants submitted a self-collected urethral swab sample; females submitted a self-collected vaginal swab sample. Self-collected swabs are as reliable as clinician-collected swabs (Chernesky et al., 2005) and our participants appeared to understand collection instructions clearly. We ensured participants had not urinated within the hour prior to sample collection and that women had not performed vaginal drying (a local practice (Hazel et al., submitted), within the past hour.

We stored sample material using Whatman® FTA cards (Piscataway, NJ). Upon contact with the chemical matrix in the FTA card, cells are lysed, proteins are denatured, and DNA is held stable. FTA technology allowed us to store our samples for several months while data collection continued. At the end of the data collection period, the FTA cards were shipped to the University of Michigan for diagnostic qPCR. Studies have confirmed the long-term viability of bacterial DNA stored in FTA cards (Rajendram et al., 2006). More recently, FTA cards have been demonstrated as an effective storage tool for molecular diagnosis of gonorrhea (Chi, e al., 2011).
qPCR Primer sets

We developed our own primer sets for gonorrhea (GC) and chlamydia (CT) diagnostics (table 3.1). For *Neisseria gonorrhoeae* detection, we selected a primer set that targets a conserved segment of the porin A pseudogene that is specific to *Neisseria gonorrhoeae* and does not have binding affinity for other species. Logistic limitations prevented us from running a second assay or developing a multiplex assay, so it is possible that we underestimated the number of gonorrhea cases in our study by targeting a single genetic region.

In light of the discovery of a new *Chlamydia trachomatis* variant in Sweden, wherein a deletion occurred at a highly conserved, and common diagnostic target site in the cryptic plasmid (Ripa & Nilsson, 2006), we designed a new primer set for our CT assay. We targeted an alternative conserved region of the cryptic plasmid (table 3.1) based on sequencing results by (Seth-Smith et al., 2009).

Finally, we ran all samples in an assay using universal bacterial primers (Nadkarni, et al., 2002), to ensure that each sample contained bacteria, minimizing the possibility that a GC-negative sample was actually a false negative due to collection, storage or DNA purification failures.

qPCR assays were performed using the Bio-Rad® CFX96 Real-Time System (Hercules, CA) with SYBR green master mix (Ssofast EvaGreen Supermix) in a total volume of 20µl. Optimal primer volume and qPCR conditions for our in-house primers are given in table 3.1. For CT and GC assays we ran standard curves from a 10-fold dilution series (10⁸-10²) using genomic DNA (GC) or cloned target DNA (CT) to quantitate starting concentrations. All samples were run in triplicate from which we calculated the average starting quantity. Any samples with a mean starting quantity of GC or CT DNA below 7.5
x 10^1 copies (our limit of detection for both the GC and CT assays) were considered too low to reliably call positive. These, along with samples that did not amplify were determined to be negative. Samples with a mean starting quantity \geq 7.5 \times 10^1 were considered positive.

*Interview data*

In addition to providing a self-collected swab, participants answered questions in a closed-ended, oral interview. The entire interaction took 30-60 minutes. Participants answered questions about their STD symptom and treatment history within the past six months, demographics (estimated age, tribal affiliation, marital status), residence (home village and region of Kaokoland in which the village is located), and the number of sex partners they had in the past six months.

*Statistical analyses*

We conducted bivariate analyses to explore associations between main effect variables and gonorrhea status. We used Fisher Exact tests to explore associations between gonorrhea status and self-reported symptoms. Data were analyzed using R 2.14.1.

*Results*

*GC status by qPCR*

Sixty-four percent of participant samples contained GC-specific DNA, but there was high variability in the amount of DNA present. We found no relationship between total bacterial concentration (estimated from the assays using universal primer) and GC concentration, confirming that low GC concentration was not a result of ineffective collection or attenuation of genomic material during storage.
Using the ID$_{50}$ for gonorrhea—$10^3$ organisms—as our cut-off point (Todar, 2009), we divided GC-positive samples into high-level ($\geq 10^3$) and low-level ($<10^3$). The prevalence of low-quantity positive GC samples was 48%. The prevalence of high-quantity positive GC was 16%, for an overall prevalence of 64%. This categorization maps onto the distribution of DNA quantities from our samples because there is a dramatic drop off in the number of samples with quantities approximately more than $10^3$ copies (figure 1).

**Sex differences in prevalence**

Because prevalence was higher in women than men for both high-level and low-level GC (table 3.2), we stratified our analyses by sex, but no patterns emerged. We therefore suspected that higher prevalence in women might be due to lower self-reporting of symptoms among women than men. Among people who reported having had gonorrhea-like symptoms in the past six months, there was no difference between men and women in their likelihood to seek treatment at the clinic ($X^2 = 0.03$, df = 1, p = 0.9). However, men were far more likely than women to report abnormal discharge ($X^2 = 13.9$, df = 1, p = 0.0002) and burning or itching during urination ($X^2 = 12.1$, df = 1, p = 0.0005).

**Self-report of symptoms and GC status**

We explored the relationship between having high or low-level GC and reporting gonorrhea-like symptoms. We asked all participants about abnormal discharge separately from questions about dysuria. However, since participant responses regarding these symptoms were highly correlated ($X^2 = 156.7$, df = 1, p < 2.2$^{-16}$) we grouped them when examining the relationship between symptom reporting and GC status. We removed from this analysis people who had been to the clinic within the last six months for treatment (n = 32; 78% were men) because treatment will presumably
clear most GC infections and obfuscate the relationship between having symptoms and being GC positive.

With the exception of men who had high-concentration cases of gonorrhea \( (p = 0.02) \), there was no relationship between being positive for GC and having symptoms (table 3.3). The percentage of women with high-level GC who reported symptoms was not significantly different than the percentage of GC-negative women who reported symptoms. This was also the case for both men and women who had low-level GC.

**Seasonal variation and other variables**

The nomadic way of life in Kaokoland leads to variability in population density across seasons. For every season in which recruiting took place, we selected villages in areas where there were at least 8-10 eligible individuals present. Consequently, there is a strong association between region and season of collection in our dataset \( (X^2 = 14.6, \text{df} = 1, \ p = 0.0001) \). Despite the confounding effects of season on region, when we stratified by region, most cases of high-level GC were collected during the winter (figure 2). This is particularly true for people in the youngest age group \( (<25 \text{ years old}) \), living in the Ehama region (table 3.2).

For the most part, low-level GC cases were distributed evenly across populations, regions and collection season; however, their odds of having a low-level infection were significantly greater in the Ehama and Ozosemo (table 3.2).

Other variables, including tribal affiliation (Fisher Exact \( p = 0.2 \)), marriage status \( (X^2 = 0.3, \text{df} = 2, \ p = 0.8) \), number of sex partners in the past six months (Fisher Exact \( p = 0.9 \)), and co-infection with chlamydia (Fisher Exact \( p = 0.2 \)), were not statistically significantly associated with GC prevalence.
Discussion

Using qPCR as a detection method for gonorrhea had two particular advantages that shaped the results of this paper. First, qPCR is more sensitive than conventional PCR. We had a limit of detection of 75 copies per 20µl sample, so we could detect very low-level infections and capture the widest possible prevalence in our dataset. (It is possible, that some of our lowest-level samples actually contained no live bacteria at the time of collection, and that what we were detecting in qPCR is the remnant DNA of dead cells from a cleared infection.) Second, qPCR amplifies and quantitates GC DNA present in the sample. This allowed to not only detect GC positive samples, but also to determine how much DNA was present in each sample. Quantitation allows us to explore the positive cases in more detail and to speculate about why GC prevalence is so high in Kaokoland.

Gonorrhea—high- and low-level—occurred frequently among Kaokoland pastoralists, affecting the majority (64%) of those screened. Though high-level cases were clustered demographically, spatially and temporally, low-level cases were distributed homogeneously. The vast majority of participants who had either high- or low-level GC reported no genitourinary symptoms. Our prevalence and percentage of asymptomatic infections are consistent with other studies in rural Africa (Wilkinson et al., 1999) and high activity populations (Detels et al., 2011) that were collected in less remote areas.

Local conditions and behaviors likely influence symptom recognition in Kaokoland. Dry sex and partner concurrency are nearly ubiquitous practices in the regions of Kaokoland where this study took place (Scelza, 2011; Talavera, 2002, Hazel et al., submitted). Frequent partner exchange and concurrency is associated with higher GC transmission risk for both men and women (Hooper et al., 1978; Platt, Rice, & McCormack, 1983),
and other non-STD conditions among women (Fethers, et al., 2008). There is evidence that dry sex increases transmission probability for non-HIV STDs for men (Beksinska, et al., 1999) and HIV in women (Auvert et al., 2001). Recognition of symptoms requires a meaningful distinction between what people regard as healthy (i.e. normal) and what people regard as signs of illness. If discomfort is normal, symptoms will be hard to recognize. This might explain why, among participants who report symptoms, GC and CT negative participants are just as likely to report genitourinary discomfort as participants who are positive for GC and/or CT.

Syndromic management without screening or partner outreach has little impact on the reduction of asymptomatic infections. However, due to expense and infrastructure requirements of lab-based diagnostics, most developing countries use syndromic management (WHO, 2007) to treat a suite of symptoms that are commonly caused by bacterial STDs. Even when symptoms are present, seeking treatment is not trivial for people living in remote areas. There are few clinics in Kaokoland and they are a far and expensive journey from many villages. This is especially true for women, who must leave children and put aside crucial provisioning duties to attend the clinic.

Detecting temporal patterns in GC epidemics is crucial for effective screen and outreach. Most of our high-level cases were detected in the winter. Seasonal patterns among gonorrhea epidemics have been observed elsewhere (Grassly, Fraser, & Garnett, 2005). In Kaokoland, the winter is the time of year when people are most liberated from the responsibilities of subsistence practices and when food is most abundant. It is therefore the preferred time of year for holding ceremonies. Access to sexual partners is greater and the number of contacts in a given period of time likely increases, explaining why we observed a concentrated spike in infections during the winter. A series of weddings and funerals occurred in July in the Ehama region, underlying the spike in infected samples.
we collected. Given infrastructural and resource limitations to intervention efforts in Kaokoland, outreach could be concentrated in winter and could utilize local informational networks to identify the timing and location of ceremonies to target places of highest risk.

While broad immunity, acquired over many years of sexual activity (Plummer et al., 1989) and repeated exposure, may explain why high-level (i.e. high infectiousness) cases were concentrated among the youngest adults (who had the least exposure), it does not explain why low-level cases were distributed evenly across all age groups. Some low-level infections may be old infections of a previously higher titer that were not treated and have begun to diminish. Because we do not have repeated, longitudinal measures of individual infections, we do not know the time period over which infection levels decrease. Though these old infections must be less transmissible, they are highly prevalent and likely play an important role in maintaining endemic GC levels. Unfortunately, we found no equivalent data in the literature for comparison.

Significance and impact of research in small, remote populations

Our study has several limitations, which are difficult to avoid in studying remote, nomadic populations. These include the limited sample size per village, and a lack of infrastructure, necessitating collection and storage protocols for testing later. However, these do not seriously undercut the value of our results, which give insight into GC under natural conditions, and the limitations of syndromic management for remote populations.

Korenkamp et al (2002) suggest that in underserved populations, improving syndromatic management of STDs is unlikely to be effective in reducing gonorrhea prevalence; enhancing reproductive health education is also crucial. Our results are in agreement, with the added stipulation that access to treatment must be enhanced, especially for women who carry the largest burden of asymptomatic infection. Local knowledge of
patterns in movement and social functions can help focus treatment and prevention efforts more efficiently.

Vulnerable populations, like the Kaokoland pastoralists, currently face great morbidities and possible risk of a future HIV epidemic as the local culture and environment undergoes drastic transformation (Fratkin, Roth, & Nathan, 1999; Friedman, 2000). It will be critical for the health and survival of these communities to be able to make accurate predictions of future risk and transmission pathways and design more effective intervention and outreach.
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Table 3.1: Primer sequences and qPCR conditions for in-house designed *Chlamydia trachomatis* (CT) and *Neisseria gonorrhoeae* (GC) assays

<table>
<thead>
<tr>
<th>Target</th>
<th>Primer</th>
<th>Sequence</th>
<th>Conditions</th>
<th>Primer concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Chlamydia trachomatis</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Porin A pseudogene</td>
<td>GCporA_F</td>
<td>GAAAGTAATCAGATGAAACCAGTTC</td>
<td>98°C for 2 minutes</td>
<td>10mM/mL</td>
</tr>
<tr>
<td></td>
<td>GCporA_R</td>
<td>CAAGAACAAAAAGAAAGCATCAT</td>
<td>98°C for 1 second, 57°C 1 second, 39x repeat</td>
<td></td>
</tr>
<tr>
<td><em>Neisseria gonorrhoeae</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cryptic plasmid</td>
<td>CTcryp_F</td>
<td>TGTCTGACGGTTCTTAAGCTGGGA</td>
<td>98°C for 2 minutes</td>
<td>10mM/mL</td>
</tr>
<tr>
<td></td>
<td>CTcryp_R</td>
<td>ATGGTGATCGCCAGACAATGC</td>
<td>98°C for 1 second, 62°C 1 second, 39x repeat</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.2: Crude associations between gonorrhea status and selected demographic and ecological characteristics among 431 participants in 28 village field sites in Kaokoland, Namibia 2009

<table>
<thead>
<tr>
<th></th>
<th>High GC</th>
<th></th>
<th>Low GC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>n (%) cOR (95% C.I.)</td>
<td>n (%)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>222</td>
<td>33 (15%) 1.0</td>
<td>94 (42%)</td>
</tr>
<tr>
<td>Female</td>
<td>209</td>
<td>39 (19%) 1.9 (1.08, 3.35)</td>
<td>111 (53%)</td>
</tr>
<tr>
<td><strong>Age range (oldest to youngest)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥ 46</td>
<td>81</td>
<td>11 (14%) 1.0</td>
<td>38 (47%)</td>
</tr>
<tr>
<td>36-45</td>
<td>76</td>
<td>7 (9%) 0.6 (0.19, 1.59)</td>
<td>32 (42%)</td>
</tr>
<tr>
<td>26-35</td>
<td>124</td>
<td>19 (15%) 1.5 (0.60, 3.50)</td>
<td>67 (54%)</td>
</tr>
<tr>
<td>≤ 25</td>
<td>150</td>
<td>35 (23%) 2.2 (0.96, 4.88)</td>
<td>68 (45%)</td>
</tr>
<tr>
<td><strong>Chlamydia</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>397</td>
<td>63 (16%) 1.0</td>
<td>191 (48%)</td>
</tr>
<tr>
<td>Positive</td>
<td>34</td>
<td>9 (26%) 1.9 (0.73, 4.70)</td>
<td>14 (41%)</td>
</tr>
<tr>
<td><strong>Wealth</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wealthy</td>
<td>27</td>
<td>3 (11%) 1.0</td>
<td>13 (48%)</td>
</tr>
<tr>
<td>Middle</td>
<td>77</td>
<td>10 (13%) 0.9 (0.22, 4.02)</td>
<td>28 (36%)</td>
</tr>
<tr>
<td>Poor</td>
<td>327</td>
<td>59 (18%) 2.1 (0.56, 7.76)</td>
<td>164 (50%)</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Omaanda</td>
<td>113</td>
<td>14 (12%) 1.0</td>
<td>53 (47%)</td>
</tr>
<tr>
<td>Ehama</td>
<td>88</td>
<td>37 (42%) 9.4 (3.92, 22.32)</td>
<td>38 (43%)</td>
</tr>
<tr>
<td>&quot;Others&quot;</td>
<td>16</td>
<td>2 (13%) 1.1 (0.20, 6.05)</td>
<td>8 (50%)</td>
</tr>
<tr>
<td>The Marianflus</td>
<td>53</td>
<td>2 (4%) 0.2 (0.04, 0.94)</td>
<td>18 (34%)</td>
</tr>
<tr>
<td>Ozosemo</td>
<td>101</td>
<td>10 (10%) 1.1 (0.43, 2.78)</td>
<td>61 (60%)</td>
</tr>
<tr>
<td>Omunjandu</td>
<td>60</td>
<td>7 (12%) 0.9 (0.32, 2.47)</td>
<td>27 (45%)</td>
</tr>
<tr>
<td><strong>Season</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rainy</td>
<td>67</td>
<td>4 (6%) 1.0</td>
<td>42 (63%)</td>
</tr>
<tr>
<td>Winter</td>
<td>156</td>
<td>51 (33%) 5.1 (1.65, 16.05)</td>
<td>53 (34%)</td>
</tr>
<tr>
<td>Dry</td>
<td>208</td>
<td>17 (8%) 1.1 (0.34, 3.62)</td>
<td>110 (53%)</td>
</tr>
</tbody>
</table>
Table 3.3: Association of chlamydia (CT), gonorrhea (GC), and CT & GC infections with self report of abnormal discharge or dysuria by gender among 431 participants in 28 village field sites in Kaokoland, Namibia, 2009

<table>
<thead>
<tr>
<th></th>
<th>Men</th>
<th></th>
<th></th>
<th>Fisher, 2-tailed</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Fisher, 2-tailed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>Symptoms (%)</td>
<td>n</td>
<td></td>
<td></td>
<td>N</td>
<td>Symptoms (%)</td>
<td>n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CT-, GC-</td>
<td>79</td>
<td>7 (9%)</td>
<td>Ref</td>
<td>50</td>
<td>3 (6%)</td>
<td>Ref</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CT+</td>
<td>9</td>
<td>1 (11%)</td>
<td>1.0</td>
<td>28</td>
<td>3 (11%)</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GC low</td>
<td>80</td>
<td>9 (11%)</td>
<td>0.8</td>
<td>105</td>
<td>4 (4%)</td>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GC high</td>
<td>27</td>
<td>6 (22%)</td>
<td>0.1</td>
<td>38</td>
<td>2 (5%)</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CT+, GC low</td>
<td>2</td>
<td>0* (0%)</td>
<td>0.5</td>
<td>10</td>
<td>0* (0%)</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CT+, GC high</td>
<td>2</td>
<td>1(50%)</td>
<td>0.4</td>
<td>7</td>
<td>0* (0%)</td>
<td>0.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Arbitrarily added 1 to account for 0 value in cell
Figure 3.1:Histogram of DNA quantity in 431 urethral or vaginal samples from participants in Kaokoland, Namibia 2009. Quantities of 1000 copies or more were categorized as "high-level" infections, based on the definition of the ID$_{50}$ dose for gonorrhea. This is very close to what appears to be a natural cut-off in our data.
Figure 3.2: Prevalence of high-level gonorrhea (GC) cases is higher in the winter. Most cases occurred in Ehama (blue bars) and data collection in Ehama was most intense in the winter. However, winter is still significantly associated with high-level GC, when bivariate analyses are stratified by region (Ehama: O.R. = 21.6, 95% C.I. = 3.71, 180.6; Non-Ehama regions: OR = 1.9, 95% C.I. = 0.89, 3.89), though this association is not as strong for non-Ehama regions. Numbers indicate the total number of samples collected in either Ehama or non-Ehama regions for each two-week period.
CHAPTER 4: NEISSERIA GONORRHOEAE TRANSMISSION IN A RARELY TREATED, NON-WESTERN POPULATION: USING EMPIRICAL, CROSS-SECTIONAL DATA TO INFORM A COMPARTMENTAL MODEL

Abstract

Neisseria gonorrhea remains a serious burden in many high-activity, undertreated populations. Recent empirical work on gonorrhea prevalence among pastoralists in Kaokoland, Namibia found high prevalence of asymptomatic gonorrhea infections. The majority of these infections were low-level (i.e. below the ID$_{50}$ dose). Using empirically collected data from the Kaokoland study on disease status, symptom history (self-report), and recent sexual contacts, we developed a gonorrhea transmission model that incorporates low-level infections as an additional disease status. We used the model to generate estimates for difficult-to-measure parameters as well as for parameters associated with low-level infections. We also aimed to describe the impact of these infections on overall prevalence patterns. Our results suggest that transmission probabilities are higher than previously estimated and that low-level infections are consistent with empirical findings that immunity to gonorrhea is strain-specific and incomplete. These results provide new insights to gonorrhea transmission where symptom reporting is low and treatment is difficult to access.

Introduction

There are many challenges to building an effective compartmental model of gonorrhea (GC) transmission, including lack of knowledge of the impact of asymptomatic infections, an
incomplete understanding of immune response to gonorrhea infection, and the difficulty of modeling the complexity of contact network structures.

The earliest models (Hethcote & Yorke, 1984; Yorke, Hethcote, & Nold, 1978) accounted for asymptomatic disease by adding another equation to represent a third health status (susceptible, symptomatic, asymptomatic) and variability in sexual contact frequencies by assuming two sub-groups, differentiated by sexual activity levels. The high activity group—responsible for the persistence of GC, despite $R_0$ values of apparently <1 across the rest of the population—is referred to as the “core” group (Hethcote, 1976; Nold, 1979). Though empirical evidence of core group transmission has been found (Rothenberg, 1983), there have been many debates about how it has been used. Since its development, core-group concept has been defined and applied in many different ways (Thomas & Tucker, 1996); this leads to a lack of consensus regarding its value in measuring, predicting, and intervening on real GC epidemics. Furthermore, Rothenberg et al. (1996) argue that the concept of a core group is too simplistic because it considers only individual risk behaviors and not confounding influences of risk associated with one’s group membership or environment. For example, living in an area with high early adult mortality due to violence can limit the impact of never using condoms on risk for gonorrhea exposure.

In response to this, more recent models have expanded the complexity of contact patterns by questioning the assumption that contact between core and non-core group members is random, an assumption that is likely an oversimplification of reality. Garnett & Anderson (1993) define a type of assortative mixing that adds a single parameter ($\epsilon$) to the model that defines what proportion of all contacts occurs between individuals of the same group (Garnett & Anderson, 1993). The concept of preferred mixing (Jacquez, et al., 1988; Simon & Jacquez, 1992) estimates the proportion of total contacts that are reserved for members of one’s own group ($r_i$) and assumes that all other contacts ($1-r$) are random. One
advantage of preferred mixing over assortive mixing is that it allows for activity groups to have different amounts of within-group preference.

Despite the inclusion of greater biological and behavioral complexity in these models, they still struggled to reflect real epidemiologic patterns because of a lack of knowledge of appropriate parameter estimates. Garnett et al. (1999) responded to this problem by fitting a GC transmission model with parameter values drawn from empirical data. Their model describes the GC transmission dynamics from a clinic population in Newark, New Jersey. The model includes two infected/infectious states (symptomatic and asymptomatic), four sexual activity groups (instead of the simple “core” and “non-core” dichotomy), and an embedded expression for assortive sexual mixing among them. This model is informed by empirical data from the Newark clinic population, but also relies on data from the National Health and Nutrition Examination Survey (NHANES) dataset to estimate parameters for contact patterns. Ultimately, they find this empirically driven model only matches real world patterns when transmission probabilities and asymptomatic disease parameters are set unrealistically high. Also, they find that the model is highly sensitive to small changes in parameter values.

A model of GC transmission in Kaokoland, Namibia

We present a model of gonorrhea transmission among a remotely living, rarely treated population of semi-nomadic pastoralists in Kaokoland, northwestern Namibia, among whom we undertook a cross-sectional, empirical study of gonorrhea burden and sexual behavior in 2009. Like Garnett et al., our GC model includes four sexual activity groups and parameter estimates are based on empirical data.

We believe our model makes several improvements on Garnett et al.’s work. First, we recruited from of an entire population of sexually active adults within a closed sexual
network, not a subpopulation of symptomatic patients attending a clinic. Therefore, our estimates for several parameters—including proportion of asymptomatic infections ($\theta_k$), number of contacts ($c_{ko}$), and preferred mixing ($r_i$)—are backed by a richer dataset.

Second, we include a novel complexity, based on our empirical observations in the Kaokoland study: a third infected/infectious status that is exclusively asymptomatic, low bacterial load (i.e. $< 10^3$ copies/20µl reaction in qPCR assay), and high prevalence (Chapter 3 of this dissertation). In Kaokoland, where most GC infections are asymptomatic and people therefore seldom seek treatment, we assume that the duration of most infections is longer and diminishes in titer over time. Though the transmission probability of low-level infections is likely lower than that of high-level infections, their high prevalence suggests they are important in maintaining endemic levels of gonorrhea in this population. Because low-level infections are exclusively asymptomatic, we assume they are at least as long lived as asymptomatic high-level infections. By adding this additional disease status, we observe asymptomatic infections at a finer resolution that allows for nuance in duration and transmissibility across the life of the infection.

The contribution of modeling to the problem of high prevalence GC in Kaokoland

Because of the high prevalence of asymptomatic disease and a corresponding lack of antibiotic treatment, we saw more gonorrhea cases in Kaokoland in 2009, albeit mostly at low bacterial loads, than we anticipated. Sixty-four percent of participants ($n=276$) were GC positive; 48% of these cases were low-level, or below the ID$_{50}$ of 1000 copies per sample (Todar, 2009; see Chapter 3 of this dissertation for detailed diagnostic methods).

Because our empirical work was cross-sectional, we are limited in terms of epidemiologic analytics in how much we can characterize low-level infections with our data. Therefore, we built a compartmental model to further explore transmission dynamics in Kaokoland in light
of our empirical findings. We can use this model to explore some basic assumptions about GC spread, particularly the notion of core groups and the natural history of untreated cases. These assumptions are based on data from disparate sources. This is unavoidable—one study cannot measure everything—but modeling GC transmission indicates which assumptions are valid, which must be reconsidered, and which are sensitive to context. With these contributions in mind, we explore several questions about endemic GC in Kaokoland in 2009 with our model.

**Question 1: In a population where most people, not just a small core group, have multiple and concurrent partners, how does contact structure affect GC prevalence?** Unlike many western populations, having multiple, concurrent partners is culturally acceptable and commonly practiced among the Kaokoland pastoralist tribal groups. Populations that broadly support partner concurrency challenge the notions of a GC-sustaining, high-activity “core” group and even the assumption of preferred mixing by activity level. Our empirical dataset includes data on recent sexual partners for all participants in the Kaokoland study. Thus, we have a unique ability to explore these questions of partner concurrency, the role of “core” groups, and preferred mixing in our model because we have partner network data for all participants.

**Question 2: Are previous estimates of transmission probability accurate?** One of the concerns raised by Garnett et al. (1999) was that they could only mimic endemic GC levels found the Newark, NJ study by setting transmission probabilities ($\beta_1=0.8$ and $\beta_2=0.6$) unrealistically high. We attempted to address that concern in our model, suspecting that an additional infectious status with transmission probability (albeit much lower) might help to drive overall prevalence. If we are correct, that could account for why Garnett et al. require higher $\beta$ values to maintain GC prevalence in the model similar to that of the Newark population.
Question 3: What are the transmission characteristics of low-level infections? The observation of highly prevalent, asymptomatic, low-level GC cases in the Kaokoland empirical dataset was an unexpected finding that yielded more new questions than robust conclusions. For example: How long does it take for high-level infections to decrease below a quantity of $10^3$? How long do low-level infections last before the resolve? We use our model to generate estimates of a) the rate at which high-level asymptomatic infections decrease into low-level infections ($\psi_k$), b) the transmission probability of low-level infections ($\beta_k$) and, c) the duration of low-level infections before they resolve ($\gamma_k$).

Question 4: How does the addition of a low-level status of GC infection to the compartmental model impact the transmission dynamics and overall prevalence? These infections are highly prevalent in Kaokoland; this is likely to be true in any high activity population where a) a high proportion of the GC cases are asymptomatic and b) access to treatment is poor. With prevalence as high as 42% (men) and 53% women, low-level infections likely have an impact on overall transmission patterns and we use this model to explore that.

The distribution of GC in Kaokoland, as we see it in our 2009 dataset, is really just a snapshot of a dynamic process of transmission, self-limiting infection, and disease resolution. We identified an important stage of infectiousness (low-level asymptomatic infections) but lack empirical data to describe it further. Our model provides an opportunity to estimate these unknown characteristics of low-level GC infection (e.g. transmission, duration) under the biological and sociological conditions of Kaokoland.

These efforts will hone our future research questions and inform further data collection. Empirical validation of our model will deepen our understanding of the effects of GC in undertreated populations, and offer important information for more effective intervention and
treatment programs. The original fieldwork in Kaokoland was completed when treatment options were strictly limited to symptomatic people. This is still the case, but these studies—the empirical dataset and the theoretical modeling—have the potential to improve STD care to the Kaokoland communities and similarly remote, undertreated populations. With parameter estimates that are backed by empirical validation, we can build from our current model to predict future risk based on behavioral or epidemiologic transitions. This is an important future step because the Kaokoland pastoralists, like many remotely living subsistence-based populations, are facing economic, cultural, and environmental changes that are likely to have an impact on health and healthcare access (Fratkin & Roth, 2004).

Methods

An empirical study of Neisseria gonorrhoeae in Kaokoland, Namibia

This model is informed by an empirical dataset, collected over eight months in 2009 among the semi-nomadic, remotely living pastoralists of Kaokoland, in northwestern Namibia. These data were collected as part of an epidemiologic and behavioral study of sexually transmitted diseases that explored the characteristics of burden in a high activity, remote population with very limited access to treatment. Treatment is exclusively through syndromic management (Pettifor, et al., 1999; WHO, 2007). Urethral (male) and vaginal (female) swabs were tested for GC-specific DNA using qPCR, a highly sensitive molecular technique that enables quantitation of DNA. Twelve percent of men and 18% of women had GC infections with a DNA concentration $\geq 10^3$ (i.e. the ID$_{50}$) (Chapter 3 of this dissertation). The striking result from the Kaokoland study was the high prevalence of low-level GC DNA found: 42% of men’s and 53% of women’s samples had GC DNA quantities of $<10^3$ copies. 75 copies was the limit of detection. Details of the laboratory methods for GC detection are given in Chapter 3 of this dissertation.
The range of GC DNA quantities in our dataset is continuous. Thus, the binary distinction between high-level and low-level infection status is a somewhat arbitrary one that we defined to help describe qualitative differences among GC infections in this population. We detected so many infections, not only because GC is endemic in Kaokoland, but also because we used a highly sensitive qPCR diagnostic assay that can detect GC cases with DNA quantities down to 75 copies per sample.

Within this high-prevalence dataset—64% overall—we found great variability in DNA quantities (figure 4.1) that cannot be treated homogeneously. We chose $10^3$ copies as a cut-off between high- and low-level gonorrhea because it is estimated to be the ID$_{50}$, or the dose at which 50% of experimental subjects become infected (Todar, 2009). In our empirical data, we see a distinct increase in frequency in samples with quantities that are slightly greater than $10^3$ copies/20µl reaction (figure 4.1), indicating that approximately $10^3$ copies is a meaningful distinction between infections types.

**Description of the model**

We present an ordinary differential equation model that describes the transmission dynamics of endemic gonorrhea in a high-activity, undertreated population in remote Namibia (figure 4.2). The model was built using MatLab R2011a.

Individuals in our model fall into one of four health categories: susceptible ($X$), symptomatic high-level infected ($Y^{sh}$), asymptomatic high-level infected ($Y^{ah}$), or asymptomatic low-level infected ($Y^{al}$). Participants with low-level GC infections were no more likely to report genitourinary symptoms than people who tested negative for gonorrhea and/or chlamydia; therefore we have no symptomatic low-level category in our model. Individuals in the model are categorized by sex ($k$) and activity group ($i$). Though partner concurrency is normative in Kaokoland, there is still wide variability in contacts per unit of time among participants. We
therefore follow Garnett et al. (1999) and allow four activity groups. These activity groups represent four levels of contact frequency, ranging from highest \((i=1)\) to lowest \((i=4)\) activity. Mean contact rate for each activity group can be different for men and women \((i.e. c_{1,i} \neq c_{2,i})\).

Heterosexual sex is assumed and non-vaginal modes of sexual contact (e.g. anal, oral) are omitted because these behaviors are culturally rejected and rarely practiced in the study population (Talavera, 2002; Hazel, unpublished). With a few exceptions (identified below), our parameter values come directly from the 2009 Kaokoland field study dataset. See Appendix A for the full model description and parameter values.

**Parameter values**

*Population parameters*

**Entry/exit from population \((\mu)\):** Because our model only considers sexually mature adults, we define our parameter of exit/entry from the population as an estimate of the number of adults entering/exiting the sexually active population. Entrants into the sexually active population are young adults who have experienced their first sexual encounter. We do not have thorough census or demographic information for this population, so we estimate the rate of entry into sexual activity from available data on the birth rate, minus the death rate for infants and children under five years old.

Birth and death rates for the rural pastoralists of Kaokoland are not well estimated. Most demographic data for this area include the urban areas of Kaokoland where healthcare is more accessible. One given estimate of Himba (the dominant tribe in rural Kaokoland) fertility is 4.7 total births/woman (Scelza, 2012), which is approximately 30.12 births/1000/year, or 0.0312 births/person/year. We then calculated the total child mortality to be 0.023 from data for the Kunene district for infant mortality (49.9 deaths/1000
births/year) and child-under-five mortality (71.2 deaths/1000/year), giving us an entry rate of \( \mu = 0.0001/\text{day} \).

Exit from the population is defined as a person no longer having sexual contacts, which could happen through cessation of sexual activity, migration or death. We assume that mortality rates for people over 5 years old and sexually active adults is very low, relative to early mortality (a reasonable assumption in this remote area of Kaokoland where HIV has not spread) and that emigration and immigration are also low enough to be discounted. Thus, we estimate exit from the population as the rate at which formerly sexually active people who expect to be active again stop sexual contact for at least six months (the length of time within which participants could accurately recall sexual contacts). New entrants into the population (young people who have recently had their sexual debut) and elderly people (who are considered less desirable as partners) were mostly likely to have no partners in the six-month preceding data collection. Other reasons that a sexually active participant was currently without partners include observation of a mourning period, post-partum abstinence, or temporarily living too far from partners (e.g. at a remote cattle post). From our empirical dataset, we found that the mean percent of formerly sexually active adults who did not have a sexual contact within the six months prior to data collection was 3% (range, by age and sex, was 1-6%), which comes to a rate of 0.00016. Because entry and exit rates in per day units are very similar, we use the same value, \( \mu = 0.0001/\text{day} \), for entry and exit.

Contacts \((c_{k,i})\): We estimate our contact parameter using the number of sex partners reported by study participants. All participants were asked to provide the names of all sexual contacts within the last six months—the longest range of time that participants could accurately recall contact information. For both men and women, we identified break points to divide the participants into four activity groups. The mean number of contacts for each activity group is the value we use for each \( c_{k,i} \) (see Appendix A for values). Women
appeared to underreport, compared to men, so our estimates for female contacts from the data might be too low. The proportion of people in each activity group is not evenly distributed within (e.g. there are more people in \( c_{k,i=2} \) and \( c_{k,i=3} \) than the other activity groups) or between sexes (e.g. there proportion of men in \( c_{1,i=1} \) is less than the proportion of women in \( c_{2,i=1} \)). These proportions are reflected in our initial conditions and do not change over time.

Actual number of sexual acts would provide a better estimate for this parameter but that is a difficult number to recall for the length of time in which we were interested. This level of detail is unlikely to be reliable in any population, and especially over a time period as long as six months. Therefore, like Garnett (1999), we use number of sex partners/unit of time instead of number of contacts. This means we assumed one contact per partnership, an assumption that likely frequently resulted in underestimates of the total number of sex acts per individual.

Unfortunately, it is rarely possible to obtain accurate estimates of sexual acts over long periods of time. To estimate the total number of sex acts, one must focus data collection on a small timeframe (e.g. one week or one month) but this generally sacrifices depth for breadth. High-resolution data for a short period of time might not be typical of a long-term pattern. This is especially likely to be true among the Kaokoland pastoralists and other similar semi-nomadic groups where subsistence behavior and seasonal variation can influence access to partners. Because the goal of the model is to understand long-term, endemic patterns of gonorrhea transmission, we prioritized simplified, broader estimates of sexual contact patterns over high resolution, narrow ones in our empirical dataset and parameter definitions.
Preferred mixing ($r_i$): This parameter estimates the proportion of contacts that are reserved for members of one’s own activity group (Jacquez, et al., 1988). Preferred mixing allows us to explore the power of non-random contacts on GC transmission but does not require equal numbers of contacts between men and women (see Appendix A for $c_{k,i}$ and $r_i$ values). The preferred mixing parameter also allows for different proportions of non-random mixing across activity groups, rather than the more simplistic assumption that everyone in the population assorts to the same degree (Hethcote & Yorke, 1984).

We were able to estimate $r_i$ for the Kaokoland population from data we collected about recent sexual partnerships. Our sexual contact dataset includes the names of all contacts (n=1094) reported by every study participant (n=445). Most of these contacts were not participants and we have no further data for them. Many, however, were participants in our study (n=77); that means that for all partnerships between two study participants we know each of their total number of partners ($c$) within the past six months.

Using these partnerships, we built a matrix of these contacts (male-to-female by female-to-male) and calculated how many of the partnerships were between people of the same activity group. We compared our observed matrix to a matrix of expected values (i.e. a matrix of partnerships where the contact structure is completely random and people do not reserve any contacts for members of their own activity group). The expected-values matrix has a $X^2$ of 0; $X^2 = 13.67$ for the observed matrix. We calculated how much we needed to decrease the diagonals of the matrix (i.e. the cells that represent the number of contact between men and women of the same activity group) to make the observed matrix $X^2$ equal the expected values $X^2$ so that the resulting matrix would have lowest $X^2$ possible. These contacts represent the proportion of contacts that are reserved for members of one’s own activity group and are not selected at random. These values are our parameter estimates for $r_i$. 
Disease parameters

Transmission probability of symptomatic and asymptomatic high-level infections ($\beta_h$): This parameter ($\beta$) is the mean probability that a single contact with a person infected with a high-level infection will lead to a new infection. We cannot estimate this directly from our dataset because we do not have accurate estimates of the number of sex acts per person or the GC statuses of participants' contacts. However, values for gonorrhea transmission in the literature estimate male-to-female transmission at 0.5 (Platt, Rice, & McCormack, 1983) and female-to-male at 0.2-0.5 (Hooper et al., 1978). Garnett et al. (1999) could not maintain endemic GC in their model to match levels seen in Newark without increasing these probabilities to 0.8 and 0.6, respectively. Though they were concerned that these values were unreasonably high, we believe that these higher values may be close to reality for many populations. Platt et al. (1983) and Hooper et al.'s (1978) empirically derived estimates were based on culture detection methods, which are very insensitive compared to molecular assays that are now the standard. Additionally, in Kaokoland, GC transmission—especially male-to-female—is likely to be at the high end of realistic estimates because of the frequency of partner exchange, minimal condom use, and a preference for dry sex. Thus, we begin with the assumption that appropriate estimates for disease transmission lie somewhat in this higher range.

Transmission probability of asymptomatic low-level infections ($\beta_l$): We assume that low-level infections have a lower transmission probability than high-level infections. However, because our empirical work in Kaokoland was the first to report on the observance of high prevalence of low-level infections among an undertreated population, there are no reliable estimates for this parameter. We use our model to estimate values for low-level transmission probability.
Recovery from symptomatic high-level infection ($\sigma_k$): In the Kaokoland dataset, the vast majority of participants who reported having had symptoms in the prior six months sought treatment at a clinic. Only symptomatic people receive treatment because local STD care is through syndromic management; no screening or partner notification program exists. Thus, individuals in our model recover from symptomatic infection faster than they do from other categories of infection because they received antibiotics.

We identified participants who reported having had GC symptoms within the past six months (Chapter 3 of this dissertation). From these individuals’ data, we estimated the number of days between symptom recognition and travel to the clinic. We separated this parameter by sex, because women in our study typically took longer to seek treatment. We estimated a duration average of 11.7 for men and 14.5 for women. These numbers are roughly estimated because people in our study population do not keep a specific record of dates. It takes several days after treatment begins (i.e. day of clinic attendance) for the antibiotics to completely clear the infection and we also found that there was variability in which antibiotics are dispensed during the 2009 data collection period (Hazel, unpublished). Therefore, our estimates for recovery from symptomatic high-level infection ($\sigma_k$) are likely low and oversimplified, but offer a starting point for calibrating the model.

Rate of movement from $Y_{ki}^{eh} \rightarrow Y_{ki}^{al}$ ($\psi_k$): This parameter estimates the rate at which asymptomatic high-level infections diminish into low-level infections. Like $\beta_{ki}$, this value is unknown because asymptomatic low-level infections had not been reported prior to the Kaokoland study. It has been assumed that untreated people are infectious for six months (Garnett et al., 1999), but this estimate was derived when culture was still the diagnostic gold standard. Low-level infections were not likely to be detectable and so previous values given for duration of infectiousness of untreated infections might actually be an estimate of
how long it takes for an untreated infection to diminish below the ID<sub>50</sub> dose. We use our model to test this assumption.

**Recovery from asymptomatic infection** (γ<sub>k</sub>): This is the rate at which low-level infections diminish to the point of complete resolution and an infected person becomes susceptible again. Because this parameter is part of movement in and out of the low-level infectious state, we again do not have reliable estimates for this parameter. We use our model to explore reasonable values.

**Proportion of high concentration infections that are asymptomatic** (θ<sub>k</sub>): Very few men and even fewer women with high-level GC infections in the Kaokoland study reported symptoms. Given the lack of screening and partner notification programs in Kaokoland, people who do not perceive symptoms do not receive antibiotic therapy. These people stay infected and infectious longer than people who receive antibiotic treatment. The proportion of asymptomatic—and therefore untreated—individuals in a population will likely have a strong influence on transmission dynamics and endemic levels of GC.

All participants in the empirical study were asked whether they were currently experiencing a) abnormal discharge or b) dysuria (i.e. pain or itching during urination). Answers to these two questions were tightly correlated (Chapter 3 of this dissertation), so the variables were aggregated. Among participants with high-level GC infections, 78% of males and 95% of females were asymptomatic; this is a much higher rate of asymptomatic infection than usually reported in the literature, but studies among similarly rural (Wilkinson et al., 1999) and resource poor populations (Detels et al., 2011) find similarly low rates of symptom reporting.
Results & Discussion

Sensitivity analysis

We tested the sensitivity of the model to small increases in each parameter value (table 4.1). We individually increased each parameter by 1% and recorded the total number of males and females in each infection status at the end of each run. We calculated the percent difference between each of these runs relative to the base run and identified the parameter changes that caused the largest percent differences for each outcome.

We identified parameters that have the largest impact on endemic disease levels. A 1% increase in the proportion of high concentration, asymptomatic infections ($\theta_k$) resulted in the largest shifts in endemic states in the model. For example, a 1% change in $\theta_1$ resulted in a 4% increase in male symptomatic high-level infections. Based on local conditions, biological characteristics of individual epidemics, and accessibility of treatment, we expect values for $\theta_k$ to differ for different populations. Populations whose healthcare system has screening and partner notification programs might experience decreases in asymptomatic and untreated cases, resulting in dramatically different proportions of asymptomatic cases. Thus, the responsiveness of the model to $\theta_k$ seems reasonable.

With the exception of $\theta_1$, no 1% increase in parameter value resulted in > a 1% change in outcome. The most impactful parameters, other than $\theta_k$ include transmission probabilities and values for moving in and out of the low-level infectious state.

Calibration and validation

We explored several key questions with this model. First we addressed the issue of how contact structure—or what we know of it—in Kaokoland differs in a society where concurrency and partner exchange are normative practices, not the behavior of only a small
subpopulation. Second, we revisit Garnett et al.’s (1999) conclusion that transmission probabilities over 0.5 are unlikely. Finally, we explored parameter values associated with the low-level infectious state and asked whether adding this disease status has a meaningful impact on endemic GC levels in this model.

Question 1: How does contact structure affect GC prevalence in Kaokoland? Does using a preferred mixing equation affect the outcome of endemic gonorrhea? We ran our model with \( r_i \) values that reflect the actual preferences for within-group contacts by each activity group from our dataset (calculations described above, final values in Appendix A). We then compared that run to one where all parameter values were the same except that \( r_i = 0 \) for all activity groups (contact structure is completely random). When the contact structure is random, gonorrhea prevalence decreases (figure 4.3), albeit insignificantly (\( X^2 = 0.03, p = 0.9 \)).

This result seems counterintuitive. Randomness in the contact structure (i.e. individuals across activity groups contacting each other proportionally) increases disease prevalence, because high activity individuals are mixing with proportional likelihood with low activity individuals. Non-random mixing expressions were developed, in part, to represent the real-world complexity of network structures and reflect actual disparities in disease risk. However, in our model, we see very little difference between running the model with random and non-random contact. When we ran the model with complete self-preference (all \( r_i = 1 \)), our outcomes do not differ from the outcomes we get from using our empirically derived values (figure 4.3). In our sensitivity analyses, changes in \( r_i \) values did not yield large changes in endemic outcomes (table 4.1), which is consistent with these results.

In Kaokoland, where low-level GC infection prevalence is relatively high, and partner concurrency is common at all age groups, risk is spread equally across demographic characteristics (Chapter 3). Women have higher prevalence but are also less likely to seek
treatment.) It may be that there is a prevalence threshold, beyond which, contact structure matters less, because so many people are infected. It may also be that contact rates in Kaokoland are relatively high for most activity groups (with the exception of lowest activity group \(c_{k,i}=4<1\) for both men and women), and this diminishes the impact of contact structure on disease risk across the population. Preferential mixing differs among activity groups: the highest activity group has the highest in-group preference \(r_{i=1}=0.71\), while there was relatively low in-group preference among the second highest activity group \(r_{i=2}=0.17\).

**Question 2: Are male-to-female transmission probabilities higher than previously estimated?**

Regarding our parameters for high-level transmission probability, we were able to mimic endemic levels in Kaokoland with a reduced female-to-male transmission of \(\beta_{2}=0.5\), but not when we lowered male-to-female transmission below Garnett et al.’s value of \(\beta_{1}=0.8\) (figure 4.5). We used the model to estimate transmission probabilities for the low-level infected status as well. This is the first time this status has been presented in a model of gonorrhea transmission, so we used our calibration process to define reasonable estimates. Our final estimates for low-level transmission probabilities where \(\beta_{1}=0.4\) and \(\beta_{2}=0.1\).

When we ran the model with our starting estimates—Garnett et al.’s (1999) final values and \(\beta_{1}=0.2, \beta_{2}=0.1\)—we found that a) low-level prevalence was too low and b) high-level prevalence was too high (run 1, figure 4.4). We compared this outcome to prevalence when we run the model with the high-level transmission probabilities that were estimated by Hooper et al (1978) and Platt et al (1983). High-level prevalence (run 2, figure 4.4) decreased far below Kaokoland levels. Even when we keep values for \(\beta_{1}\) at Garnett et al.’s high values, if we do not increase low-level transmission as well, we cannot achieve prevalence that approaches Kaokoland levels (run 3, figure 4.4).
In runs 4-7 (figure 4.4), we attempted to refine our $\beta$ values to find the estimates that lead to the closest match to the Kaokoland 2009 conditions. A $\beta^h_1$ value of less than 0.8 reduced female prevalence below real values. $\beta^h_2$ produces outcomes that closely match our empirical findings at a value of 0.5, when coupled with low-level transmission parameters.

Our starting values for male-to-female low-level transmission ($\beta^l_1$) was too low, but $\beta^l_2$ remained at 0.1. Increasing $\beta^l_2$ resulted in decreased prevalence, possibly because it resulted in more men remaining in the low-level infection status longer, and not returning to susceptibility for high-level infections. Alternatively, we had to increase our estimate for $\beta^l_1$ to achieve the low-level prevalence we observed in Kaokoland in 2009. Our final estimate for male-to-female transmission probability is ($\beta^l_1$=0.4).

This result suggests that differences in transmission risk between men and women persist among diminishing, lower transmissibility infections, which might help explain the greater prevalence of low-level infections among women in Kaokoland. This result also suggests that the $\beta$ values estimated by Garnett et al. might not be unrealistically high. Some discussion of the existing empirical evidence for transmission probabilities is helpful here. These studies were conducted when the gold standard for GC diagnosis was culture (Hooper et al., 1978; Platt et al., 1983). Culture has largely been replaced by molecular techniques (e.g. our protocol for GC diagnosis in the empirical Kaokoland study), which are more sensitive and can detect GC DNA at much lower quantities. Therefore, it is likely that many cases were not detected in those early studies, reducing the transmission probabilities that they generated.

Hooper et al. also found that female-to-male transmission probability differed between two different demographic groups in their study, indicating that transmission probabilities are variable. Thus, it is also possible that among some high activity populations—especially
ones with high levels of partner exchange (Fethers, et al., 2008), low rates of condom use, and a preference for dry sex (Beksinska, et al., 1999)—transmission probabilities for both sexes are higher than previously estimated.

Our results indicate, not only that transmission probability for gonorrhea is greater than previously estimated, but also that it is context dependent. We do not assume that our estimates are universally appropriate; transmission probability is probably best represented by some range. The actually probability is some value in that range and is dependent upon many factors (e.g. bacterial load, infection duration, various behavioral characteristics). The parameters we provide here represent four means along a continuum of probability from our empirical work in Kaokoland.

**Question 3: What are the transmission characteristics of low-level infection status?** The high prevalence of low-level GC infections in Kaokoland (42% of men, 52% of women) motivated the construction of this model to define associated transmission characteristics of GC and explore its affect on overall prevalence in Kaokoland or other similarly undertreated populations with high endemic GC levels.

Our model output matched Kaokoland prevalence when we set parameter values where a) women were infectious at the asymptomatic, high-level stage longer than men and b) both men ($\gamma_1=9$ months) and women’s ($\gamma_2=12$ months) asymptomatic high-level infections lasted longer than the six months typically estimated for untreated, asymptomatic infection. Also, women ($\psi_2=9$ months) remained in the low-level stage longer than men ($\psi_1=7$ months) before returning to susceptible status.

These numbers are far beyond estimates previously generated, but there are very few estimates from empirical data of the natural history of gonococcal infection, and none that were obtained in the absence of treatment where highly sensitive diagnostics were used to
diagnose and quantitate GC infections. A study of untreated, incarcerated women found that after four months of monitoring, less than half the participants became culture negative (Mahoney, et al., 1942). That means that infection duration is at least four months, but is likely longer. Most aspects of the study design suggest that disease duration was heavily underestimated. First, the study recruited already infected, symptomatic participants—days of infectiousness were lost at the beginning of the infection. Second, participants’ GC was considered resolved when cultures became negative, even though all “cleared” participants still reported having symptoms—this insensitive diagnostic technique was likely not catching many infections.

There are also no reliable data for untreated GC duration for men. Handsfield et al. (1974) tracked asymptotically infected men, but they were treated by day 165; this study demonstrates that infections last at least that long.

Most model-based research uses a six-month duration, which is derived from an attempt to find the duration of infection that would fit a population where the proportion of cases that are asymptomatic is 40-60% (Handsfield et al., 1974; Potterat, et al., 1983). These studies were conducted among urban populations in a clinic setting so we do not expect their proportions for asymptomatic cases to match the proportions found in highly remote populations.

Our estimates need to be backed up by other empirically-backed models and direct measures, but they do shed light on aspects of gonorrhea epidemiology that are very difficult to study—especially the impact of asymptomatic disease on driving transmission, particularly where gonorrhea infections are rarely treated and run a complete life course in the human hosts. These are the circumstances under which some research has suggested that immunity plays the strongest role (Plummer et al., 1989).
**Question 4: What role do low-level infections play in overall gonorrhea prevalence?**

Because low-level infections were highly prevalent among men and women—there were more men and women with these infections than there are GC negative people in our sample—we presumed they played an important role in driving overall transmission. In other words, we predicted that if we removed this compartment from our model, we would see a significant drop off in overall prevalence. However, we found that prevalence stayed the same but was comprised entirely of high-level infections, instead of mostly low-level infections.

After calibrating the model to match Kaokoland prevalence patterns (Appendix A), we ran the model with the same conditions, with the exception that people moved directly from being asymptomatic high-level to susceptible (figure 4.6). In these runs, overall prevalence remained the same, but the majority of these were high-level asymptomatic infections. Thus, when we remove the stage of low-level infections from the model, we see endemic levels of asymptomatic, high-level infections that are more prevalent than susceptibles (figure 4.7). Because high-level infections have a shorter duration—an infected person does not spend several additional months in the low-level infectious stage—individuals become susceptible to a new infection sooner. People’s individual infections are shorter, but reinfection frequency increases and people spend more time in a state of high infectiousness. Given the high percentage of asymptomatic (i.e. untreated) cases in Kaokoland, this pattern would yield, not just more reinfections, but more opportunities for a single GC exposure to become severe (e.g. disseminated disease, pelvic inflammatory disease). Yet, this is not what we see in Kaokoland. Our model illustrates the impact of low-level infections on the prevalence of high-level infections and contributes to a long-held but patchy discussion on the importance of immunity in GC epidemiology.
Studies of similarly high-activity, low treatment populations do not report prevalences as high as we found in Kaokoland (Rahman et al., 2000; van den Hoek et al., 2001). Our model suggests that, without the added stage of low-level infection, prevalence of high-level infections in Kaokoland (and, presumably similar populations) would be much higher. Instead, we argue that high GC prevalence in undertreated populations is mostly comprised of long-duration, low-level infections, which have the effect of decreasing the number of opportunities an individual faces to become reinfected.

Model limitations and future directions

There are several limitations to conclusions we can draw from the key insights of our model. First, it is tempting to draw conclusions about immunity to GC from our model. These results and our empirical data from Kaokoland do not measure immunity but are consistent with previous observations of an incomplete immune response to gonorrhea infections. Plummer et al (1989) show that immunity is strain-specific and incomplete. Female sex workers were significantly less likely to be reinfected with the same strain of gonorrhea and the longer a woman engaged in sex work the less frequently she was infected. It has also been proposed that untreated infections will have a stronger immune response than those that resolve more quickly as a result of antibiotic intervention (Handsfield et al. 1974). Future work on this model would incorporate a compartment for partial immunity. This would be an important advancement on the model because it would allow us to make predictions about how specific intervention programs will affect population-wide acquired immunity. In a resource poor setting, where treatment is limited and erratic, immunity to disease can play a very important, protective role.

Also, while our model allows for low-level infections to generate from a) exposure from a contact with another low-level infection and b) a diminished asymptomatic high-level
infection, we do not allow for a new high-level infection to result from exposure to a low-level infection. However, this may be an important component of GC transmission, happening when a person with a low-level infection has sexual contact with a person who has never been exposed to that strain before. Since age-discordant couples are common in Kaokoland (Chapter 2 of this dissertation), it is very likely that many GC cases among the youngest adults were the result of contact with an older adult who has a low-level infection. It is necessary to further explore if these contacts are important for maintaining the 16% prevalence for high-level infections in Kaokoland.

**Conclusions**

We presented a new model of gonorrhea transmission that is the first to include a compartment for reduced-infectiousness disease status (figure 4.2, Appendix A). By supporting this model with a) extensive empirical, cross-sectional data about contact structure and b) sensitive, quantitative diagnostic GC assays, we were able to interrogate old assumptions about transmission probabilities and infection duration. In our model, non-random contact structure increased overall transmission, primarily by increasing the number of infectious men. Our model supports the estimates generated by previous modeling efforts (Garnett et al., 1999) for the transmissibility of high-level cases, further suggesting that the empirical estimates are not reliable. Finally, we described the transmission and duration of a new infectious stage of gonorrhea that is the result of untreated, unresolved asymptomatic infection. These explorations provide corroborating insights into the importance of immunity in shaping patterns of endemic GC.
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Table 4.1: Sensitivity analysis of all parameters in a model of gonorrhea transmission in Kaokoland, Namibia, 2009

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Starting value</th>
<th>+ 1%</th>
<th>n % difference from baseline</th>
<th>Baseline outcome values*</th>
</tr>
</thead>
<tbody>
<tr>
<td>r1**</td>
<td>0.71 0.7171</td>
<td></td>
<td>-0.00216 -0.00194 0.00206 0.00238 0.00206 0.00238</td>
<td>487.13216 550.33797 4.15267 0.80967 225.05203 194.49120 283.66314 254.36116</td>
</tr>
<tr>
<td>r2</td>
<td>0.17 0.1717</td>
<td></td>
<td>-0.00001 -0.00010 0.0001 0.00012 0.00012 0.0001</td>
<td>488.18234 551.35151 4.14417 0.80785 224.59120 194.05280 283.08249 253.78784</td>
</tr>
<tr>
<td>r3</td>
<td>0.27 0.2727</td>
<td></td>
<td>0.00055 0.00030 -0.00052 -0.00037 -0.00052 -0.00037</td>
<td>488.45319 551.57108 4.14198 0.80745 224.47236 193.95784 282.93247 253.66362</td>
</tr>
<tr>
<td>r4</td>
<td>0.5 0.505</td>
<td></td>
<td>0.00059 0.00191 -0.00056 -0.000235 -0.00056 -0.00037</td>
<td>488.47374 552.46203 4.14181 0.80585 224.46321 193.57228 282.92124 253.15885</td>
</tr>
<tr>
<td>m</td>
<td>0.0001 0.000101</td>
<td></td>
<td>0.00010 0.00009 0.00016 0.00015 0.0000 0.0001</td>
<td>488.23670 551.45787 4.14483 0.80777 224.58926 194.02642 283.02922 253.70784</td>
</tr>
<tr>
<td>c11**#</td>
<td>0.074 0.07474</td>
<td></td>
<td>0.00094 -0.000009 0.0009 0.00012 0.00012 0.00001</td>
<td>487.72613 550.76732 4.14786 0.80890 224.79138 194.30547 283.3463 254.11830</td>
</tr>
<tr>
<td>c12</td>
<td>0.038 0.03838</td>
<td></td>
<td>0.00087 0.0000004 0.000083 -0.00005 0.00083 -0.00005</td>
<td>487.76312 551.42929 4.14756 0.80771 224.77514 194.01914 283.1417 253.74386</td>
</tr>
<tr>
<td>c13</td>
<td>0.0179 0.018079</td>
<td></td>
<td>-0.00200 -0.000002 0.00190 0.00003 0.0190 0.00003</td>
<td>487.21069 551.39424 4.15204 0.80777 225.01755 194.03431 283.61972 253.76369</td>
</tr>
<tr>
<td>c14</td>
<td>0.0047 0.004747</td>
<td></td>
<td>-0.00056 -0.00013 0.00053 0.00016 0.00053 0.00016</td>
<td>487.91375 551.33265 4.14635 0.80788 224.70909 194.06999 283.23082 253.79848</td>
</tr>
<tr>
<td>c21</td>
<td>0.0312 0.031512</td>
<td></td>
<td>-0.00137 -0.000090 0.00131 0.000111 0.00131 0.000111</td>
<td>487.51690 550.90785 4.14956 0.80864 224.88319 194.24469 283.45036 254.03882</td>
</tr>
<tr>
<td>c22</td>
<td>0.0167 0.016867</td>
<td></td>
<td>-0.00004 -0.000005 0.00004 0.000073 0.00004 0.000073</td>
<td>488.16444 551.07922 4.14431 0.80834 224.59094 194.17056 283.09220 253.94189</td>
</tr>
<tr>
<td>c23</td>
<td>0.0111 0.011211</td>
<td></td>
<td>-0.00020 -0.000129 0.000190 0.000158 0.00019 0.000158</td>
<td>488.08902 550.69570 4.14493 0.80903 224.63214 194.33644 283.13392 254.15884</td>
</tr>
<tr>
<td>c24</td>
<td>0.0048 0.004848</td>
<td></td>
<td>0.00004 -0.000119 -0.00004 0.000147 -0.00004 0.000147</td>
<td>488.20439 550.74775 4.14399 0.80893 224.58155 194.31399 283.07007 254.12933</td>
</tr>
<tr>
<td>s1</td>
<td>0.0855 0.086355</td>
<td></td>
<td>488.21326 551.43049 4.10324 0.80768 224.59431 194.01345 283.08918 253.74838</td>
<td></td>
</tr>
</tbody>
</table>
Table 4.1 (continued): Sensitivity analysis of all parameters in a model of gonorrhea transmission in Kaokoland, Namibia, 2009

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>s2</td>
<td>0.0707</td>
<td>0.071407</td>
<td>0.00006</td>
<td>0.00004</td>
<td>-0.00987</td>
<td>-0.00008</td>
<td>0.00002</td>
<td>-0.00008</td>
<td>0.00003</td>
</tr>
<tr>
<td>g1</td>
<td>0.0055</td>
<td>0.005555</td>
<td>0.00001</td>
<td>0.00001</td>
<td>-0.00002</td>
<td>-0.00988</td>
<td>-0.00002</td>
<td>0.00000</td>
<td>-0.00001</td>
</tr>
<tr>
<td>g2</td>
<td>0.0055</td>
<td>0.005555</td>
<td>0.00120</td>
<td>-0.00116</td>
<td>0.00457</td>
<td>0.00288</td>
<td>0.00457</td>
<td>0.00288</td>
<td>-0.00576</td>
</tr>
<tr>
<td>bh1</td>
<td>0.8</td>
<td>0.808</td>
<td>0.000128</td>
<td>0.000125</td>
<td>0.000248</td>
<td>0.000431</td>
<td>0.000248</td>
<td>0.000431</td>
<td>0.00021</td>
</tr>
<tr>
<td>bh2</td>
<td>0.6</td>
<td>0.606</td>
<td>-0.00189</td>
<td>-0.00366</td>
<td>0.00457</td>
<td>0.00288</td>
<td>0.00457</td>
<td>0.00288</td>
<td>0.00021</td>
</tr>
<tr>
<td>bl1</td>
<td>0.2</td>
<td>0.202</td>
<td>-0.00033</td>
<td>-0.00032</td>
<td>-0.00063</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00005</td>
</tr>
<tr>
<td>bl2</td>
<td>0.1</td>
<td>0.101</td>
<td>0.000027</td>
<td>0.000026</td>
<td>-0.000103</td>
<td>0.000065</td>
<td>-0.000103</td>
<td>0.000065</td>
<td>0.00130</td>
</tr>
<tr>
<td>th1</td>
<td>0.78</td>
<td>0.7878</td>
<td>-0.00383</td>
<td>-0.00132</td>
<td>-0.00396</td>
<td>0.00183</td>
<td>0.00528</td>
<td>0.00183</td>
<td>0.00301</td>
</tr>
<tr>
<td>th2</td>
<td>0.95</td>
<td>0.9595</td>
<td>0.00124</td>
<td>-0.00344</td>
<td>0.00179</td>
<td>-0.19317</td>
<td>0.00179</td>
<td>0.00604</td>
<td>0.00140</td>
</tr>
<tr>
<td>psi1</td>
<td>0.0055</td>
<td>0.005555</td>
<td>489.65766</td>
<td>552.71996</td>
<td>4.14831</td>
<td>0.80421</td>
<td>222.6287</td>
<td>193.17914</td>
<td>283.56516</td>
</tr>
<tr>
<td>psi2</td>
<td>0.0055</td>
<td>0.005555</td>
<td>0.00302</td>
<td>0.00238</td>
<td>0.00100</td>
<td>-0.00438</td>
<td>-0.00873</td>
<td>-0.00438</td>
<td>0.00171</td>
</tr>
</tbody>
</table>

*: These are the outcome values for endemic levels when the model is run with the initial parameter estimates.
**: ri, where i=1-4, i=1 is the highest activity group.
#: cki, where k=1-2, k=1, men; k=2, women
##: Bolded values are the largest percent differences for each disease status.
Figure 4.1: High-level/low-level dichotomy appears biologically meaningful. Quantities of 1000 copies or more were categorized as “high-level” infections, based on the definition of the ID$_{50}$ dose for gonorrhea. This is very close to what appears to be a natural cut-off in our data.
Figure 4.2: Diagram of the model of gonorrhea transmission in Kaokoland, Namibia 2009.
Figure 4.3: Prevalence is higher when contact structure is non-random. We ran the model a) where we assumed random mixing ($r_i=0$) and b) where we used our empirically derived estimates for $r_i$ (see Appendix A for values). Trends were the same for men and women so prevalences are not reported by sex. Total prevalence (black) is slightly higher with preferred mixing than when contacts are random. This difference is due to a small increase in low-level infections (gray) with preferred mixing. High-level infections (white) do not change.
Figure 4.4: Calibrating transmission probabilities for high- and low-level *Neisseria gonorrhea* infections. Transmission probabilities for high-level infections from our model are closer to Garnett et al (1999) estimates than those calculated in the literature. Low-level transmission probability estimates are lower than high-level estimates but maintain the same pattern of male-to-female being higher than female-to-male.
Figure 4.5: Transmission of high-level gonorrhea infections might be higher than previous empirical measures suggest. The top figure shows the prevalence outcomes when we run our model with high-level gonorrhea (GC) transmission probabilities as measured by Hooper et al. (1978) and Platt et al. (1983) ($\beta_h^1=0.5; \beta_h^2=0.2$). The bottom figure shows the prevalence when we increase transmission probabilities of high-level GC infections ($\beta_h^1=0.8; \beta_h^2=0.5$) Total prevalence (solid black) is below 50% with the empirical values and is over 60%—very close to total prevalence in Kaokoland in 2009—with the higher values. High-level GC prevalence (grey) is most impacted by these transmission differences, although low-level infections (dashed) also decrease slightly when high-level transmission values are low.
Figure 4.6: A diagram of two model runs—with and without low-level infections. To explore our question about the role of low-level infections in maintaining overall gonorrhea prevalence in Kaokoland, we compared outcomes from running our model (left) with outcomes from running the model after removing low-level infection status (right). When low-level status is removed, asymptomatic, high-level infections return directly to susceptible status.
Figure 4.7: Removing low-level infections from the model increases high-level infections and does not reduce overall prevalence. The top figure shows prevalence patterns that match the Kaokoland conditions. Total prevalence (solid black) is just over 60% and is comprised of 48% low-level infections (dashed) and 16% symptomatic and asymptomatic high-level infections (gray). When low-level infections are removed (bottom), and die out from initial conditions, prevalence remains the same and is comprised almost entirely of asymptomatic high-level infections. Symptomatic infections increase as well but stay below 4% prevalence.
Appendix A

Section 1: The equations that define the model & table of parameter values

Susceptible

Full:
\[
\frac{dX_k}{dt} = \mu N_k - \mu X_k - \sum_{i,j} \left( r_i \delta_{i,j-1} \left( \frac{(1-r_j)x_{i,j}N_{i,j}}{s_{i,j}} \right) + r_i \delta_{i,j-2} \left( \frac{(1-r_j)x_{i,j}N_{i,j}}{s_{i,j}} \right) \right) \beta_k \left( \frac{x_{i,j}y_{i,j}N_{i,j}}{s_{i,j}} \right) + r_i \delta_{i,j-4} \left( \frac{(1-r_j)x_{i,j}N_{i,j}}{s_{i,j}} \right) \beta_k \left( \frac{x_{i,j}y_{i,j}N_{i,j}}{s_{i,j}} \right) \gamma_k Y_k + \sigma_k Y_k^h + \xi_k Y_k^l
\]

Short:
\[
\frac{dX_k}{dt} = \mu N_k - \mu X_k - \sum_{i,j} \left( r_i \delta_{i,j-1} \left( \frac{(1-r_j)x_{i,j}N_{i,j}}{s_{i,j}} \right) + r_i \delta_{i,j-2} \left( \frac{(1-r_j)x_{i,j}N_{i,j}}{s_{i,j}} \right) \right) \beta_k \left( \frac{x_{i,j}y_{i,j}N_{i,j}}{s_{i,j}} \right) + \sigma_k Y_k^h + \xi_k Y_k^l
\]

Symptomatic, high quantity

Full:
\[
\frac{dY_k^h}{dt} = (1 - \theta_k)X_k \sum_i \left( \beta_k \left( \frac{x_{i,j}y_{i,j}N_{i,j}}{s_{i,j}} \right) + \gamma_k Y_k + \sigma_k Y_k^h \right)
\]

Short:
\[
\frac{dY_k^h}{dt} = (1 - \theta_k)X_k \sum_i \left( \beta_k \left( \frac{x_{i,j}y_{i,j}N_{i,j}}{s_{i,j}} \right) \right) - (\mu + \sigma_k) Y_k^h
\]

Asymptomatic, high quantity

Full:
\[
\frac{dY_k^a}{dt} = \theta_k X_k \sum_i \left( \beta_k \left( \frac{x_{i,j}y_{i,j}N_{i,j}}{s_{i,j}} \right) + \gamma_k Y_k + \sigma_k Y_k^h \right)
\]

Short:
\[
\frac{dY_k^a}{dt} = \theta_k X_k c_{i,j} \sum_i \left( \beta_k \left( \frac{x_{i,j}y_{i,j}N_{i,j}}{s_{i,j}} \right) \right) - (\mu + \psi_k) Y_k^a
\]

Asymptomatic, low quantity

Full:
\[
\frac{dY_k^l}{dt} = X_k c_{i,j} \sum_i \left( \beta_k \left( \frac{x_{i,j}y_{i,j}N_{i,j}}{s_{i,j}} \right) \right) + \psi_k Y_k^a - (\mu + \gamma_k) Y_k^l
\]

Short:
\[
\frac{dY_k^l}{dt} = X_k c_{i,j} \sum_i \left( \beta_k \left( \frac{x_{i,j}y_{i,j}N_{i,j}}{s_{i,j}} \right) \right) + \psi_k Y_k^a - (\mu + \gamma_k) Y_k^l
\]
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Definition</th>
<th>Men (k=1) preliminary values</th>
<th>Women (k=2) preliminary values</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preferred mixing</td>
<td>$r_i$</td>
<td>The proportion of total contacts that are reserved for members of the same activity group.</td>
<td>$i=1$: $5/7 = 0.71$</td>
<td></td>
<td>Jacquez et al., 1988; Hazel, 2009</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$i=2$: $1/6 = 0.17$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$i=3$: $4/15 = 0.27$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$i=4$: $1/2 = 0.50$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$i=1$: $5/7 = 0.71$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$i=2$: $1/6 = 0.17$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$i=3$: $4/15 = 0.27$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$i=4$: $1/2 = 0.50$</td>
<td></td>
</tr>
<tr>
<td>Entry and exit from population</td>
<td>$\mu$</td>
<td>Proportion of the population that enters and exits at each time step and leaves due to some reason besides a change in infection status.</td>
<td>$0.0001$</td>
<td>$0.0001$</td>
<td>Scelza, 2012; CIA world factsheet</td>
</tr>
<tr>
<td>Contacts</td>
<td>$c_{k,i}$</td>
<td>Mean number of sex partners within the past six months (per day).</td>
<td>$i=1$: $(13.39^2/365)=0.0743$</td>
<td></td>
<td>Hazel, 2009</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$i=2$: $(6.88^2/365)=0.0382$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$i=3$: $(3.23^2/365)=0.0179$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$i=4$: $(0.85^2/365)=0.0047$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recovery from symptomatic infections, $Y_k,i^h \rightarrow X_k,i$</td>
<td>$\sigma_k$</td>
<td>Mean number of days between onset of symptoms and receiving clinic treatment (year)^{-1}.</td>
<td>$(1/21)=0.0476$</td>
<td></td>
<td>Hazel, 2009</td>
</tr>
<tr>
<td>Recovery from asymptomatic, low quantity infections, $Y_k,i^a \rightarrow X_k,i$</td>
<td>$\gamma_k$</td>
<td>Mean number of days from the onset of infectiousness to the reduction of infection level below ID_{50} dose (e.g. &lt;10^5) (year)^{-1}.</td>
<td>$(1/274)=0.0037$</td>
<td></td>
<td>No estimate available.</td>
</tr>
<tr>
<td>Transmission probability of high quantity infections</td>
<td>$\beta_k^h$</td>
<td>The probability that a susceptible person will be infected with GC during a single contact with a person with a high quantity GC infection.</td>
<td>$0.8$ (from men to women)</td>
<td></td>
<td>Platt et al., 1983; Hooper et al., 1978; Garnett et al., 1999</td>
</tr>
<tr>
<td>Transmission probability of low quantity infections</td>
<td>$\beta_k^l$</td>
<td>The probability that a susceptible person will be infected with GC during a single contact with a person with a low quantity GC infection.</td>
<td>$0.4$ (from women to men)</td>
<td></td>
<td>No estimates available.</td>
</tr>
<tr>
<td>Proportion of asymptomatic infections</td>
<td>$\theta_k$</td>
<td>The proportion of the infected population that has a high quantity, asymptomatic infection at any point in time.</td>
<td>$0.78$</td>
<td>$0.95$</td>
<td>Hazel, 2009</td>
</tr>
<tr>
<td>Rate of movement from asymptomatic high quantity infection to low quantity infection, $Y_k,i^h \rightarrow Y_k,i^l$</td>
<td>$\psi_k$</td>
<td>Mean number of days a low quantity infection persists until it spontaneously resolves.</td>
<td>$(1/212.75)=0.0047$</td>
<td>$(1/274)=0.0037$</td>
<td>Garnett et al., 1999; Grassly et al., 2006</td>
</tr>
<tr>
<td>Number of people in each activity group (Initial conditions)</td>
<td>$N_{k,i}$</td>
<td>The number of people in each activity group, based on proportion of population $N_{k,i}$ given a population size of 1000 men and 1000 women.</td>
<td>$N_{k,1} = 1000$</td>
<td></td>
<td>Kaokoland, 2009 dataset</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$i=1$: $150$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$i=2$: $220$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$i=3$: $390$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$i=4$: $240$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$N_{k,2} = 1000$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$i=1$: $150$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$i=2$: $220$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$i=3$: $390$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$i=4$: $240$</td>
<td></td>
</tr>
</tbody>
</table>
Section 2: Description of the model

Susceptible

\[
\frac{dX_{k,i}}{dt} = \mu N_{k,i} - \mu X_{k,i} - X_{k,i}c_{k,i} \left[ \sum_h \left( \rho_{k',ij} \right) \left( \beta_k^h \left( \frac{Y_{k',j}^{s,h}}{N_{k',j}} \right) + \beta_k^l \left( \frac{Y_{k',j}^{a,l}}{N_{k',j}} \right) \right) + \sigma_k Y_{k,i}^{s,h} \right] + Y_{k,i}^{a,l}
\]

\[
\frac{dx_{k,i}}{dt} = \text{All susceptible people of } kth \text{ sex, in the } ith \text{ activity group.}
\]

**Term:** \( \mu N_{k,i} \)

**Notation:** 1.1

**Description:** Entry into the susceptible population through means other than clearing infection.

**Explanation:** This term generates entry of susceptible people from the \( kth \) sex and \( ith \) activity group into the population (e.g. sexual debut). People of the \( kth \) sex and \( ith \) activity group \( (N_{ki}) \) are multiplied by the rate at which people enter the population \( (\mu) \).

**Term:** \( \mu X_{k,i} \)

**Notation:** 1.2

**Description:** Exit from the susceptible population through means other than new infection.

**Explanation:** This term removes people of the \( kth \) sex and the \( ith \) activity group from the susceptible population \( (X_{k,i}) \) by some means other than becoming infected (e.g. cease sexual activity). They are removed from the susceptible population at rate \( (\mu) \), which is
set as equal to the rate of entry into the population. Since these people have left
the population, they are not added to any of the infected populations.

Term: $X_{k,i}c_{k,i}$

Notation: 1.3

Description: Exit from the susceptible population through infection (as part of term 1.4)

Explanation: Term 1.3 generates the total number of contacts by people of the $kth$ sex and
the $ith$ activity group. This term, when multiplied with multi-term 1.4 (described below),
accounts for the people of $kth$ sex in $ith$ activity group who were removed from
the susceptible population because they became infected with gonorrhea.

Term: $\sum_h(\rho_{k',ij})\left(\beta^h_k\left(\frac{y_{r,k,j}^{h} + y_{a,k,j}^{h}}{N_{k,j}^h}\right) + \beta^l_k\left(\frac{y_{a,l}^{h}}{N_{k,j}^h}\right)\right)$

Notation 1.4

Description: Term 1.4 generates the proportion of new infections possible among
people of the $kth$ sex and the $ith$ activity group. Term 1.4.1 ($\rho_{k',ij}$) is an equation that
generates the proportion of contacts that are made by people of $kth$ sex and the $ith$
activity group with people of $k'th$ sex and the $ith$ activity group. The second set of
brackets contains the probability of transmission. Both terms are described in detail
below.

Explanation: In $\rho_{k',ij}$, sexual contacts occur across sex ($k$ to $k'$) and activity groups ($i$ to
)$j)$, where $i=j$ when mixing with a member of one’s own activity group, and $i \neq j$ when
mixing outside of one’s activity group. We sum over all probabilities of sex contacts with
people from the opposite sex (heterosexuality is assumed in this model) in \( j \)th activity groups. These contacts are then multiplied by the likelihood of having sexual contact with an infected person and the probability of transmission associated with that contact \( (\beta^h_k, \beta^l_k) \).

We repeat term 1.4 for each activity group \((j_{1-4})\). The sum of term 1.4 for all activity groups is multiplied by term 1.3 and provides an expected value for the rate at which people of the \( k \)th sex in the \( i \)th activity group leave the susceptible population due to acquiring a new gonorrhea infection. We break this large term into sub-units for further definition.

**Term:** \[ \rho_{k',ij} = r_i \delta_{i,j=1} + (1 - r_i) \left( \frac{(1 - r_j) \mathbf{N}_{k',j}}{\sum_h (1 - r_h) \mathbf{N}_{k',h}} \right) \]

**Notation:** 1.4.1

**Description:** This term dictates a) proportion of contacts with one’s own activity group and b) which activity group is being contacted.

**Explanation:** Term 1.4.1 is the first segment of a larger term that determines how many contacts one has with each activity group. \( r_i \) is the key variable and it represents the proportion of total contacts that one reserves exclusively for members of one’s own activity group (where \( i=j \)). This is called preferred mixing. \( r_i \) is defined for each activity group but does not differ between sexes (thus there is only an ‘\( i \)’ subscript). All other contacts \((r_i)\) are drawn randomly from the population (meaning some of these \((r_i)\) contacts can still be among members of one’s own activity group). The preferred mixing parameter \((r_i)\) is multiplied by a binary parameter \((\delta_{i,j})\). When \( i = j \) (same activity group),
\( \delta_{ij} = 1 \). When \( i \neq j \) (different activity group), \( \delta_{ij} = 0 \). When \( \delta_{ij} = 0 \), term 1.4.1 cancels out and the addition of reserved/preferred contacts is removed from the \( p_{k',ij} \) term.

**Term:** \( \beta_k^h \left( \frac{y_{k,j}^{x,h} + y_{k,j}^{a,h}}{N_{k,j}'} \right) + \beta_k^l \left( \frac{y_{k,j}^{a,l}}{N_{k,j}'} \right) \)

**Notation:** 1.4.2

**Description:** Determines the probability of being infected with gonorrhea

**Explanation:** Now that contacts across activity groups have been calculated (1.4.1), we need to determine the transmission probability associated with these contacts (1.4.2). \( \beta \) is the probability that a sexual contact will lead to a transmission event. Gonorrhea transmission is higher from men to women than from women to men, so \( \beta \) gets a \( k \) subscript and a different value, depending on the direction of transmission (i.e. \( \beta_k \neq \beta_k' \); or \( \beta_{k=1} > \beta_{k=2} \)). If we are looking at the probability for a person of the \( k \)th sex becoming infected, then we must use the transmission probability \( \beta_k^\cdot \). The probability of transmission from the opposite sex (\( \beta_k^\cdot \)) is multiplied by the likelihood of having sex with an infected person. This likelihood is the number of infected people of the opposite sex (\( k' \)) in the \( j \)th activity group, divided by all the people of the opposite sex in the \( j \)th activity group.

Because our model assumes that transmission from a high quantity partner is greater than transmission from a low quantity partner, we have two \( \beta_k^\cdot \) values. Therefore, term 1.4.2 breaks into two pieces. Transmission probability for high quantity, opposite-sex contacts (\( \beta_k^h \)) is multiplied by the proportion of symptomatic and asymptomatic, high quantity, infectious, opposite-sex people in the \( j \)th activity group \( \left( \frac{y_{k,j}^{x,h} + y_{k,j}^{a,h}}{N_{k,j}'} \right) \). The transmission probability for low quantity, opposite-sex contacts (\( \beta_k^l \)) is multiplied by the
proportion of low quantity, infectious, opposite-sex people in the $jth$ activity group $\left( \frac{\gamma_{k,j}^a}{N_{k,j}} \right)$.

These two probabilities are added together and then multiplied against terms 1.4.1 and 1.4.2 to get the total proportion of contacts that result in a new infection as a consequence of sexual contact with the $jth$ activity group.

Terms 1.4.1, 1.4.2, are repeated and summed for contacts by each activity group. This final sum of expected values from contact with all activity groups is multiplied by term 1.3 ($\chi_{k,i} c_{k,i}$) and represents the number of individuals who left the susceptible group due to acquiring a new infection.

**Term:** $\sigma_k \gamma_{k,i}^{s,h}$

**Notation:** 1.5

**Description:** Re-entry into susceptible population after gonorrhea treatment.

**Explanation:** These are the people who return to the susceptible state because they received treatment for their gonorrhea. In our model, only symptomatic high quantity infecteds receive treatment. This value comes from the rate at which symptomatic people recover ($\sigma_k$), multiplied by the number of symptomatic, high quantity people of the $kth$ sex and the $ith$ activity group ($\gamma_{k,i}^{s,h}$). This value is simultaneously removed from the $\frac{d\gamma_{k,i}^{s,h}}{dt}$ equation (term 2.3).

**Term:** $\gamma_k \gamma_{k,i}^{a,l}$

**Notation:** 1.6
**Description**: Re-entry into susceptible population through spontaneous resolution of gonorrhea.

**Explanation**: These are the people who return to the susceptible state because their low quantity gonorrhea spontaneously resolved after some period of time. This value is generated by multiplying the rate at which low quantity gonorrhea resolves ($\gamma_k$) by the number of low quantity cases of the $k$th sex in the $i$th activity group ($Y_{i,a,l}^k$). The resolution rate for low quantity gonorrhea is unknown and not reported in the literature. We estimate this parameter as the number of high quantity, asymptomatic cases divided by the number of low quantity asymptomatic cases for each sex. These people are also removed from the low quantity, asymptomatic population (term 4.4).
Symptomatic, high quantity

\[
\frac{dY^{kh}_{ki}}{dt} = (1 - \theta_k)X_{ki)c_k,i} \left( \sum_h \left( \rho_{k',ij} \right) \left( \beta^{h}_{k} \left( \frac{Y^{xh}_{k,j} + Y^{ah}_{k,j}}{N_{k',j}} \right) \right) \right) - (\mu + \sigma_k)Y^{kh}_{ki}
\]

\[
\frac{dY^{kh}_{ki}}{dt} = \text{All people with symptomatic, high quantity infections of the } k\text{th sex in the } i\text{th activity group.}
\]

**Term:** \((1 - \theta_k)X_{ki)c_k,i} \]

**Notation:** 2.1

**Description:** Entry into the high quantity, symptomatic population through new infections.

**Explanation:** This term estimates the proportion of men that move from susceptible to symptomatic, high-dose infectious. We multiply the number of susceptible people \((X_{ki})\) of the \(k\)th sex in the \(i\)th activity group by the proportion of high-dose cases that are symptomatic \((1 - \theta_k)\) and the contact rate \((c_k,i)\) for people of the \(k\)th sex in \(i\)th activity group. Since the proportion of people who are asymptomatic is determined by the value of \(\theta_k\), \((1 - \theta_k)\) gives us the proportion of symptomatic people. This term is multiplied by terms 2.2.1 – 2.2.2 and, together, these terms determine at what rate men move from the susceptible category to the high quantity, symptomatic category.

**Term:** \(\sum_h \left( \rho_{k',ij} \right) \left( \beta^{h}_{k} \left( \frac{Y^{xh}_{k,j} + Y^{ah}_{k,j}}{N_{k',j}} \right) \right) \]

**Notation:** 2.2
**Description**: Term 2.2 generates the proportion of new infections possible among people of the $k$th sex and the $i$th activity group. Term 2.2.1 ($\rho_{k',ij}$) is an equation that generates the proportion of contacts that are made by people of $k$th sex and the $i$th activity group with people of $k'$th sex and the $i$th activity group. The second set of brackets contains the probability of transmission. Both terms are described in detail below.

**Explanation**: In $\rho_{k',ij}$, sexual contacts occur across sex ($k$ to $k'$) and activity groups ($i$ to $j$), where $i = j$ when mixing with a member of one’s own activity group, and $i \neq j$ when mixing outside of one’s activity group. We sum over all probabilities of sex contacts with people from the opposite sex (heterosexuality is assumed in this model) in $j$th activity groups. These contacts are then multiplied by the likelihood of having sexual contact with an infected person and the probability of transmission associated with that contact ($\beta_{k',h}^i$).

We repeat term 2.2 for each activity group ($j_{1-4}$). The sum of term 2.2 for all activity groups is multiplied by term 2.1 and provides an expected value for the rate at which people of the $k$th sex in the $i$th activity group leave the susceptible population due to acquiring a new gonorrhea infection. We break this large term into sub-units for further definition.

These terms were described in detail above. Below we indicate which terms from the $\frac{dX_{k,i}}{dt}$ equation correspond with the terms for $\frac{dv_{k,i}^h}{dt}$ equation.

**Term**: $\rho_{k',ij} = r_i \delta_{i,j=1} + (1 - r_i) \left( \frac{(1-r_i)c_{k,j}N_{k,j}}{\sum_h (1-r_h)c_{k,h}N_{k,h}} \right)$
**Notation:** 2.2.1

**Description & explanation:** See term 1.4.1

**Term:** $\beta_k^h \left( \frac{Y_{k,j}^h + Y_{k,j}^a}{N_{k,j}} \right)$

**Notation:** 2.2.2

**Description & explanation:** See term 1.4.2, but the calculation for transmission of low quantity infections is removed from the symptomatic, high quantity infection equation.

**Term:** $(\mu + \sigma_k) Y_{k,i}^{s,h}$

**Notation:** 2.3

**Description:** Exit from high quantity, symptomatic population

**Explanation:** This term represents the people of the $k$th sex in $i$th activity group who leave the state of being high quantity, symptomatically infected. These people $(Y_{k,i}^{s,h})$ leave this state in two ways: either at the rate of exit from the population $(\mu)$ which is the same for both sexes and all activity groups or at the rate at which high quantity symptomatic infections are cleared through treatment with antibiotics $(\sigma_k)$. The proportion of high quantity, symptomatic people who leave the population at rate $(\mu)$ are removed from the model because they are no longer in the population. The proportion of people who leave the high quantity, symptomatic state because they received antibiotics become susceptible again and are added to the susceptible population (term 1.5).
Asymptomatic, high quantity

\[ \frac{dY_{k,i}}{dt} = \theta_k X_{k,i} c_{k,i} \left[ \sum_h \rho_{k',ij} \left( \beta^h_k \left( \frac{y^{s,h}_{k,j} + y^{a,h}_{k,j}}{N_{k,j}} \right) \right) \right] - (\mu + \psi_k) Y_{k,i} \]

\[ \frac{dY_{k,i}}{dt} = \text{All people with asymptomatic, high quantity infections of the } kth \text{ sex in the } ith \text{ activity group.} \]

**Term:** \( \theta_k X_{k,i} c_{k,i} \)

**Notation:** 3.1

**Description:** Entry into the high quantity, asymptomatic population through new infections.

**Explanation:** Term 3.1 estimates the proportion of people that move from susceptible to asymptomatic, high-dose infectious. We multiply the number of susceptible people \((X_{k,i})\) of the \(kth\) sex in the \(ith\) activity group by the proportion of high quantity cases that are asymptomatic \((\theta_k)\) and the contact rate \((c_{k,i})\) for people of the \(kth\) sex in \(ith\) activity group. This term is multiplied by terms 3.2.1 – 3.2.2 and, together, these terms determine at what rate people of \(kth\) sex in the \(ith\) activity group move from the susceptible category to the high quantity, asymptomatic category.

**Term:** \( \sum_h \left( \rho_{k',ij} \beta^h_k \left( \frac{y^{s,h}_{k,j} + y^{a,h}_{k,j}}{N_{k,j}} \right) \right) \)

**Notation:** 3.2
**Description:** Term 3.2 generates the proportion of new infections possible among people of the $kth$ sex and the $ith$ activity group. Term 3.2.1 ($\rho_{k',ij}$) is an equation that generates the proportion of contacts that are made by people of $kth$ sex and the $ith$ activity group with people of $k'th$ sex and the $ith$ activity group. The second set of brackets contains the probability of transmission. Both terms are described in detail below.

**Explanation:** In $\rho_{k',ij}$, sexual contacts occur across sex ($k$ to $k'$) and activity groups ($i$ to $j$), where $i=j$ when mixing with a member of one’s own activity group, and $i \neq j$ when mixing outside of one’s activity group. We sum over all probabilities of sex contacts with people from the opposite sex (heterosexuality is assumed in this model) in $jth$ activity groups. These contacts are then multiplied by the likelihood of having sexual contact with an infected person and the probability of transmission associated with that contact ($\beta_{k'}^h$).

We repeat term 3.2 for each activity group ($j_{1-4}$). The sum of term 3.2 for all activity groups is multiplied by term 3.1 and provides an expected value for the rate at which people of the $kth$ sex in the $ith$ activity group leave the susceptible population due to acquiring a new gonorrhea infection. We break this large term into sub-units for further definition.

These terms were described in detail above. Below we indicate which terms from the $\frac{dX_{ki}}{dt}$ equation correspond with the terms for $\frac{dy_{i,a}}{dt}$ equation.

**Term:** $\rho_{k',ij} = r_i \delta_{ij=1} + (1-r_i) \left( \frac{(1-r_j)c_{k'i}n_{k'j}}{\sum_h(1-r_h)c_{k'h}n_{k'j}} \right)$
**Notation:** 3.2.1

**Description & explanation:** See term 1.4.1

**Term:** \( \psi^h_k \left( \frac{Y^h_{k,j} + Y^{ah}_{k,j}}{N^h_{k,j}} \right) \)

**Notation:** 3.2.2

**Description & explanation:** See term 1.4.2, but the calculation for transmission of low quantity infections is removed from the asymptomatic, high quantity infection equation.

**Term:** \((\mu + \psi_k)Y^{ah}_{k,i}\)

**Notation:** 3.3

**Description:** Exit from high quantity, asymptomatic population

**Explanation:** This term represents the people of the \( k \)th sex in \( i \)th activity group who leave the state of being high quantity, asymptotically infected. These people \( (Y^{ah}_{k,i}) \) leave this state in two ways: either at the rate of exit from the population \( (\mu) \) which is the same for both sexes and all activity groups or at the rate at which high quantity asymptomatic infections revert to low quantity infections without treatment. The proportion of high quantity, asymptomatic people who leave the population at rate \( \mu \) are removed from the model because they are no longer in the population. The proportion of people who leave the high quantity, asymptomatic state because their infection reverted to a low quantity infection are added to the low quantity, asymptomatic population (term 4.3).
Asymptomatic, low quantity

\[
\frac{dY_{k,i}^{a,l}}{dt} = X_{k,i}c_{k,i} \left[ \sum_h (\rho_{k',ij}) \left( \beta_{k}^{l} \cdot \left( \frac{Y_{k,j}^{a,l}}{N_{k,j}} \right) \right) \right] + \psi_{k}Y_{k,i}^{a,h} - (\mu + \gamma_{k})Y_{k,i}^{a,l}
\]

\[
\frac{dY_{k,i}^{a,l}}{dt} = \text{All people with low quantity infections of the } kth \text{ sex in the } ith \text{ activity group. In our model, all low quantity infections are asymptomatic.}
\]

**Term:** \(X_{k,i}c_{k,i}\)

**Notation:** 4.1

**Description:** Entry into the low quantity, asymptomatic population through new infections.

**Explanation:** This term estimates the proportion of people that move from susceptible to asymptomatic, low quantity infectious state. We multiply the number of susceptible people \((X_{k,i})\) of the \(kth\) sex in the \(ith\) activity group by the contact rate \((c_{k,i})\) for people of the \(kth\) sex in \(ith\) activity group. This term is multiplied by terms 4.2.1 – 4.2.2 and, together, these terms determine at what rate people move from the susceptible category to the low quantity, asymptomatic category.

**Term:** \(\sum_h (\rho_{k',ij}) \left( \beta_{k}^{l} \cdot \left( \frac{Y_{k,j}^{a,l}}{N_{k,j}} \right) \right)\)

**Notation:** 4.2

**Description:** Term 4.2 generates the proportion of new infections possible among people of the \(kth\) sex and the \(ith\) activity group. Term 4.2.1 \((\rho_{k',ij})\) is an equation that generates the proportion of contacts that are made by people of \(kth\) sex and the \(ith\)
activity group with people of $k'th$ sex and the $ith$ activity group. The second set of brackets contains the probability of transmission. Both terms are described in detail below.

**Explanation:** In $\rho_{k',ij}$, sexual contacts occur across sex ($k$ to $k'$) and activity groups ($i$ to $j$), where $i=j$ when mixing with a member of one’s own activity group, and $i \neq j$ when mixing outside of one’s activity group. We sum over all probabilities of sex contacts with people from the opposite sex (heterosexuality is assumed in this model) in $jth$ activity groups. These contacts are then multiplied by the likelihood of having sexual contact with an infected person and the probability of transmission associated with that contact ($\beta^l_{k'}$).

We repeat term 4.2 for each activity group ($j_{1-4}$). The sum of term 4.2 for all activity groups is multiplied by term 4.1 and provides an expected value for the rate at which people of the $kth$ sex in the $ith$ activity group leave the susceptible population due to acquiring a new gonorrhea infection. We break this large term into sub-units for further definition.

These terms were described in detail above. Below we indicate which terms from the $dx_{k,i}/dt$ equation correspond with the terms for $dy_{k,i}/dt$ equation.

**Term:** $\rho_{k',ij} = r_t \delta_{ij} + (1 - r_t) \left( \frac{(1 - r_j) c_{k',j} N_{k',j}}{\sum_h (1 - r_h) c_{k',h} N_{k',h}} \right)$

**Notation:** 4.2.1

**Description & explanation:** See term 1.4.1
Term: $\beta_k^l \left( \frac{y_{k,i}^{a,l}}{N_{k,i}} \right)$

Notation: 4.2.2

Description & explanation: See term 1.4.2, but the calculation for transmission of high quantity infections is removed from the asymptomatic, low quantity infection equation.

Term: $\psi_k y_{k,i}^{a,h}$

Notation: 4.3

Description: Entry into low quantity, asymptomatic population through diminishing, untreated asymptomatic gonorrhea infection.

Explanation: This term represents the rate at which high quantity, asymptomatic people of $k$th sex in the $i$th activity group move from the state of being high quantity infected to low quantity infected. High quantity, asymptomatic people of the $k$th sex in the $i$th activity group ($y_{k,i}^{a,h}$) revert to a low quantity infection at a rate of $\psi_k$. These people are also removed from the high quantity, asymptomatic population (term 3.3).

Term: $(\mu + \gamma_k) y_{k,i}^{a,l}$

Notation: 4.4

Description: Exit from low quantity, asymptomatic population

Explanation: This term represents the people of the $k$th sex in $i$th activity group who leave the state of being low quantity, asymptptomatically infected. These people ($y_{k,i}^{a,l}$) leave this state in two ways: either at the rate of exit from the population ($\mu$) which is the same for both sexes and all activity groups or at the rate at which low quantity infections
clear entirely and those people become susceptible again ($\gamma_k$). The proportion of low quantity, asymptomatic people who leave the population at rate $\mu$ are removed from the model because they are no longer in the population. The proportion of people who leave the low quantity, asymptomatic state because their infection cleared are added to the susceptible population (term 1.6).
CHAPTER 5: CONCLUSIONS AND FUTURE DIRECTIONS

Summary

My findings reveal that the overall viral and bacterial sexually transmitted disease (STD) burden is very high in remote Kaokoland. I identified several aspects of burden that are both likely to be both unusual compared to the settings of most previous work and valuable for disease intervention efforts in remote, untreated populations.

There are several possible explanations for why herpes and gonorrhea prevalence showed the patterns they did. First, there could be a sample bias that resulted from using a convenience sampling method. We were limited to using this approach because of the nomadic and remote structure of Kaokoland livelihoods. A convenience sample could have led to a bias toward infected people, though given the high proportion of participants who reported no symptoms, I do not think this had a large effect.

Second, given the logistic difficulty of recruiting participants, the overall sample size is small, as in most anthropological studies. In some cases, statistically insignificant results could be due to low statistical power rather than a true lack of association between main effect and outcome variables—that is, there may still be biological significance.

My results may well reflect real patterns of disease distribution and risk. More studies of this kind in other populations, as well as further, more in-depth, studies in Kaokoland will
go far in helping us learn more about the behavioral and environmental correlates of STD risk in understudied, remote populations.

Environmental influences of STDs in Kaokoland: current and future

Though I did not find any effect of “distance” on risk for herpes or gonorrhea, there were important geographical and environmental correlates for both diseases. Herpes appears to have the highest prevalence in the most remote regions of Kaokoland. In some cases, remoteness is purely due to distance (e.g. Marianflus region), but in other cases (e.g. the Ozosemo and Omunjandu regions) remoteness results from inaccessibility due to physical environmental barriers rather than distance per se. People in these regions appear to be traveling beyond their resident regions less than their counterparts in accessible areas; thus their partner pools are smaller. I suggest that this creates a situation for rapid transmission of HSV-2.

Contrary to the association between remoteness and HSV-2 infection, I found that cases of high-level gonorrhea were more prevalent where there was considerable human traffic. The environmental effect for gonorrhea was both spatial—prevalence was higher where people were congregate—and temporal—people congregate more at times of the year when the subsistence burden is lower.

These findings reveal that two very common and important STDs can have very different patterns of spread if their biological characteristics are dissimilar in important ways (see Chapter 1). This means that disease intervention programs must have multiple strategies for prevention and education, including targeting different localities, at different times of the year, with different messages about risk and prevention.
The environmental influences I found in herpes and gonorrhea infections of 2009 might be starkly different from the way environment affects such burdens in the future. The physical and social environments of Kaokoland are changing dramatically. Longtime residents are changing their modes of travel (e.g. hitchhiking opportunities are increasing rapidly) and traveling more frequently outside their traditional corridors (e.g. to urban areas). Meanwhile, people from densely populated areas of Namibia are migrating to Kaokoland for economic opportunities and more land. What is now known about current disease burden strongly suggests that future research in Kaokoland should focus on these early shifts to identify new spatial and temporal trends in disease risk.

Furthermore, the lifestyle in Kaokoland—traditionally and among new residents—is largely semi-nomadic. Research that looks more deeply at the role of migratory pathways could be very useful in predicting future routes of disease transmission.

**Demographic and behavioral influences in STDs in Kaokoland: current and future**

HSV-2 was highly prevalent throughout Kaokoland, especially among women and older adults; this parallels a common finding in HSV-2 epidemiology studies in many populations. Other demographic findings regarding HSV-2 risk were more unusual, but make sense in the remote pastoralist setting of Kaokoland. I found that wealthy men, who have higher social status and typically more sex partners, have significantly more HSV-2 than less wealthy men. In a culture in which partner exchange and concurrency are normative, but STD prevention is rare, it is the wealthier members of society (most of whom are men), not the poorer ones, who have the highest disease burden. Disease is more common among women—not a unique finding—but the statistical odds for women, compared to men, may be particularly high among women in Kaokoland because of differences in female and male hygiene practices and a cultural preference for dry sex.
While some demographic patterns of gonorrhea burden emerged, I found no correlation between risk and wealth. This is possibly due to prevalence having been so high—so many people were infected, it overwhelmed resource influences. Interactions between invading gonococci and the host immune system are not well understood, but are generally thought to be strain-specific and incomplete. My work did not generate data that speaks directly to the issue of immunity, but the results, coupled with insights from the mathematical model, suggest that immunity, acquired incrementally with each infection with a new strain, plays an important role in endemic gonorrhea in untreated populations. Therefore, age and frequency of exposure have a much stronger impact on gonorrhea distribution than resource status.

If we are to minimize symptoms and morbidities from gonorrhea, we need more accessible and effective healthcare. Syndromic management is ineffective in a remotely living population because people are more likely to be asymptomatic and, thus, not seek treatment. However, improved access might diminish the protective patchwork of immunity that Kaokoland pastoralists appear to develop over the course of their adult lives, because immune response is likely to be strongest from infections with longer durations (i.e. untreated infections). In other words, improvements to STD treatment need to be meaningful and consistent to be worth the loss of acquired immunity. Future research should focus on the parallel aims of encouraging meaningful, sustainable improvements in treatment while gaining empirical data on the actual biological and immunological underpinnings of gonorrhea.

**Limitations and ways forward**

The diagnostic techniques I used to measure herpes and gonorrhea status were not the most sensitive available, but met the logistic restrictions of working in a remote setting.
with little infrastructure. My diagnostic techniques may have underestimated both herpes and gonorrhea prevalence, but would not have affected the pattern of disease prevalence I observed. These limitations were unavoidable at the time the project was designed. For example, the low sensitivity of the HSV-2 rapid test in Africa, compared to western blot, was not known at the time I began data collection. The small size of my research team (my translator and myself) severely limited the amount of data that we could collect in a period of time. Collecting data on a sensitive topic in a migratory, sparsely populated community is inescapably challenging, but these limitations are greater for smaller research teams.

This research produced valuable information about serious diseases in a neglected population. There are other remotely living, underserved populations, not just in Namibia, Africa and developing nations, but even in comparatively wealthy, industrialized societies. This research demonstrates its value—I hope—in showing that understanding disease burden and unmet needs at a very local level is possible for hard to reach populations.