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ABSTRACT

Combustion chamber deposits, CCD, have been shown to influence the operational range of homogeneous charge compression ignition, HCCI. CCD insulate the combustion chamber during the intake and compression strokes, preserving enough charge temperature to shift the HCCI operational range to lower loads where the HCCI fuel economy benefit over traditional spark-ignited combustion is at a maximum. However, the drive cycle dependent CCD accumulation and burn-off creates uncontrolled shifting of the HCCI operability range, which must be mitigated in a practical multi-mode engine. Ideally, the beneficial shift of HCCI operation to lower loads provided by CCD could be obtained while avoiding uncontrolled shifting of the operational range.

To provide fundamental insight into CCD properties, CCD thermal diffusivity was non-destructively measured during HCCI combustion (in-situ firing), during engine motoring (in-situ motoring) and in a specially designed radiation chamber (ex-situ). The diffusivity measurement methodology utilized the phase lag in sub-CCD temperature signals and the one dimensional heat diffusion equation. Comparisons of the CCD diffusivity values determined from the different measurement environments allowed the separation of several thermal and morphological CCD characteristics.

The interaction of fuel with the CCD morphology was shown to have no significant impact on the diffusivity of CCD accumulated on the cylinder head. CCD less than thirty micrometers were spatially sparse and contained line-of-sight pathways through which the ex-situ radiation could pass and the in-situ convection could not. Thicker CCD exhibited differential sensitivity to radiation and convection heat transfer.
modes, which was utilized to quantify the effective porosity of the CCD through a novel radiation penetration factor.

The impact of thermal barrier coatings on CCD accumulation and HCCI operability was assessed by testing a piston coated with magnesium zirconate, MgZr. The radiation penetration factor determined the MgZr coating to have 2.5 times the effective porosity of CCD. Reductions in CCD accumulation resulted from the elevated surface temperature of the MgZr. In addition, reduced cylinder head CCD accumulation was speculatively attributed to interaction between the surface roughness of the MgZr piston and the fuel spray. Overall, the HCCI operability shift due to CCD accumulation was reduced by the MgZr piston.
CHAPTER 1

INTRODUCTION, MOTIVATION AND OBJECTIVES

Worldwide oil consumption is projected to increase 60\% by 2020 due, in part, to increasing demand of developing countries [1], [2]. These forecasts of increased demand for the ever dwindling natural resource continually inspire researchers to pursue efficiency gains to help ration the world’s oil supply. Additional research impetus is supplied by the ever increasing Corporate Average Fuel Economy (CAFÉ) regulations, which force the development and incorporation of new technology by auto suppliers in order to achieve the government mandated fuel economy targets [3].

Dual mode engines which incorporate both Homogeneous Charge Compression Ignition, HCCI, and spark ignition, SI, represent a research area aimed at achieving greater fuel economy [4]. HCCI promises to deliver fuel economy improvements at low load operation where conventional SI engines are particularly inefficient. Though HCCI technology shows promise, many challenges remain pertaining to the practical control and load range expansion of the HCCI combustion regime [5]-[7].

Thermal management is of paramount importance in a HCCI engine due to the lack of a direct control over mixture ignition. Ignition of the HCCI charge is thermo-kinetically driven [8], which remains the subject of current research efforts [9], [10]. Complete understanding of in-cylinder conditions from the time of charge induction is necessary to predict the state of the fuel/air charge during the compression process. This
accurate assessment of charge conditions allows the thermo-kinetic ignition timing to be forecasted and HCCI combustion to be controlled.

The influence of combustion chamber deposits, CCD, on the combustion chamber’s thermal environment, the subsequent shift of the HCCI operability range to lower loads due to CCD formation, and the sensitivity of the CCD layer to differing engine operational conditions have been established [11], [12], [13]. However, relatively little is known about the thermophysical properties of the HCCI CCD and how those properties cause the observed changes in HCCI combustion. To obtain successful HCCI combustion management over the diverse operational transients of an engine, the issues created by CCD must be understood and controlled. This investigation will study the thermophysical properties of both HCCI CCD and other thermal barrier coatings and determine their impact on HCCI combustion.

1.1 Homogeneous Charge Compression Ignition Background

Conventional spark ignition, SI, engines rely on flame propagation through a homogenous mixture of fuel and air. Because spark plugs require a finite range of fuel-air mixtures for proper ignition, conventional SI concepts utilize a homogeneous, stoichiometric mixture and control load with an intake throttle. The intake throttle limits the pressure of the intake air below that of the crank case during part load operation, which creates pumping losses throughout the gas exchange strokes. (While these limitations restrict the thermal efficiency of conventional SI engines, modern direct injection spark ignition, DISI, engine concepts have reduced these losses.) SI emissions are easily kept to modern cleanliness standards via a three way catalyst, making SI combustion a mainstay for personal transportation despite its efficiency limitations.

Compression ignition, CI, combustion strategies utilizes high compression ratios to heat the intake air charge to a point where injected fuel burns as it atomizes. The
traditional CI concept does not rely upon a spark plug for ignition and can therefore vary the fuel input to change load (instead of using an intake throttle). The higher compression ratio, lean operation and the lack of a throttle contribute to CI combustion having a higher thermal efficiency than conventional SI engines. However, this thermal efficiency benefit comes at a price. The stratified nature of the fuel/air charge leads to lean, stoichiometric, and rich regions during the combustion process. The end result is a particulate-NOₓ emissions tradeoff that remains, at the current juncture, unsolved on a production level [14]. Thus, to meet current stringent emissions regulations requires an increasingly complicated combination of expensive aftertreatment devices.

HCCI is commonly viewed as a marriage between CI and SI combustion technologies and represents an attempt to have one’s cake and eat it too. HCCI combines the high compression ratio, lean operation and unthrottled intake of a CI engine with the premixed charge of a conventional SI engine to achieve high efficiency combustion with low emissions [15]. These advantages make HCCI an attractive concept, but they cannot be obtained without difficulty. The advantages and deficiencies of the HCCI concept will be detailed in the following sections.

1.1.1 Benefits of Homogeneous Charge Compression Ignition

HCCI combustion can provide many benefits over both conventional SI and CI. While its limitations, which will be covered in the next section, prevent it from being a standalone engine concept, it provides some substantial improvements: wide open throttle operation, lean combustion, high compression ratios, rapid burn rates and low soot and NOₓ emissions.
Wide Open Throttle Operation

HCCI combustion has a distinct efficiency advantage over conventional SI combustion due to its wide open throttle operation. As the load is decreased in a conventional SI engine, the intake throttle closes and reduces the amount of air drawn into the cylinder. This allows the fuel quantity to be decreased while maintaining a mixture which is spark ignitable. However, at light load conditions, the intake throttle closes far enough to drop the intake manifold pressure below the pressure of the crank case. Because of this adverse pressure gradient, the engine must work to force the piston down during intake, creating what is known as pumping loss [16]. Combustion concepts where equivalence ratio can be varied to alter load avoid the use of intake throttles and their associated pumping losses.

Lean Equivalence Ratios

The lean operation of HCCI combustion has a significant contribution to its high efficiency [16]. The expansion process is commonly modeled as isentropic with the ratio of the working fluid’s specific heats, $\gamma$, being used as the isentropic exponent. As the cylinder mixture becomes leaner, the value of $\gamma$ increases toward 1.4 (the value of $\gamma$ for pure air). As the isentropic exponent is increased, the amount of work produced via the expansion process increases. This lean operation represents a benefit over traditional SI combustion where the mixture’s equivalence ratio is fixed at stoichiometric.

High Compression Ratio

With flame propagation combustion, i.e. SI combustion, the flame travels across the combustion chamber further compressing and heating the unburned gases beyond the effect of geometric compression. If the fuel-air mixture in the end gas region reaches a high enough thermal state before the flame arrives, the end gas ignites on its own or
knocks. Knock causes extreme pressure rise rates and peak pressure values which can damage the engine components. The compression ratios of conventional SI engines are limited to avoid this phenomenon. HCCI engines, however, are not burdened by a knock constraint on their compression ratios and, since fuel conversion efficiency increases with increasing compression ratio [16], HCCI engines realize an efficiency benefit over conventional SI engines.

**Rapid Burn Rates**

Constant volume combustion, CV, is characterized by instantaneous heat release at top dead center and has a higher efficiency than both limited pressure, LP, and constant pressure, CP, combustion methods [16]. SI combustion heat release is controlled by flame propagation and is therefore best approximated by the LP combustion model. The discernable combustion duration allows the piston to begin moving downward thereby reducing the peak cylinder pressure and the cycle efficiency.

The bulk of compression ignition, CI, combustion occurs while the piston is in its downward motion, being resisted by a constant force. Therefore, CI combustion is approximated by the CP model and has the lowest efficiency of the three models at the same compression ratio and $\gamma$. CI gains its advantage over SI when peak cylinder pressure is used as the constraining factor. Per unit of peak pressure, the CP cycle produces more work than the LP and CV cycles. Figure 1-1 illustrates these points.

With HCCI, the homogenous mixture ignites at multiple locations within the cylinder simultaneously whenever local conditions are favorable to ignition [17]. HCCI combustion occurs as a rapid sequence of autoignition which cascades through the cylinder contents [18]. Thus, HCCI represents a step towards the CV model from the LP model. Therefore, the HCCI combustion method enjoys a higher efficiency per unit compression ratio than both the CI and SI combustion methods.
Emissions Benefits

The lean nature of the HCCI fuel-air charge also leads to reduced NO\textsubscript{x} formation [20], [21], [22]. The lean conditions translate to low combustion temperatures, preventing the formation of NO\textsubscript{x} via the Zeldovich mechanism [16], [19]. The stoichiometric nature of the fuel-air charge in conventional SI combustion leads to relatively high combustion temperatures, resulting in high NO\textsubscript{x} production via the Zeldovich mechanism. As the mixture is expanded and the charge temperature decreases, the chemistry of the reverse molecular reactions freeze and a net formation of NO\textsubscript{x} results. A similar phenomenon occurs in the stoichiometric regions of the heterogeneous CI charge where combustion temperatures reach levels that activate the Zeldovich mechanism. Thus, the low NO\textsubscript{x} formation of HCCI combustion provides an advantage over both conventional SI and CI.

HCCI combustion produces significantly less soot than CI. The heterogeneous fuel-air mixture utilized in CI combustion contains rich regions in which soot is formed.
due to the partial oxidation and then condensation of hydrocarbon, HC, molecules [16]. The lean, homogenous nature of the HCCI charge ensures that its soot emissions remain low when compared to CI [23].

1.1.2 Detriments of HCCI

The efficiency and emissions advantages that HCCI provides come with shortcomings. This section will cover the detriments and challenges provided by HCCI: ignition control, load limitations, and higher hydrocarbon and carbon monoxide emissions than some combustion concepts.

**Ignition Control**

There is no direct control of the ignition process in an HCCI engine. With CI combustion, the timing and duration of the fuel injection event can be altered to instigate ignition as desired. In SI combustion, the spark timing can be altered to obtain control over ignition. HCCI utilizes extremely early injection timings to obtain homogeneity of the lean fuel-air mixture. Therefore, the CI strategy cannot be employed because it would compromise the mixture homogeneity. Additionally, the lean nature of the homogeneous mixture renders spark plugs an ineffective ignition source. Thus, controlling HCCI ignition poses a problem to researchers because the last user input to the HCCI combustion process is hundreds of crank angle degrees before ignition is desired. With no external input, HCCI ignition is controlled by the chemical kinetics of the auto ignition process. The chemical kinetics can be characterized through the Arrhenius rate expression [19], which is temperature dependent. Thus, the important factors for HCCI auto ignition are charge temperature history, equivalence ratio and mixing.
Load Limitations

Because the contents of the entire cylinder auto ignite nearly simultaneously with HCCI, the burn rates and associated rate of pressure rise can quickly exceed the limits of present engine materials. Thus, a maximum load limit must be established to avoid excessive peak pressures and rates of pressure rise [24]. Efforts have been made to expand the operability range of HCCI combustion while avoiding excessive rates of pressure rise through thermal stratification of the charge, compositional stratification of the charge, and active control of intake and coolant temperatures [25], [26], [28]-[35].

In order to obtain the required thermal energy to auto ignite the lean homogeneous mixture, HCCI engines often rely on large quantities of exhaust gas recirculation, EGR. However, as the load is decreased the thermal energy within the EGR decreases and the new fuel-air charge cannot obtain the necessary amount of thermal energy to promote auto ignition. This misfire condition establishes a low load limit for HCCI operation [27].

Emissions Shortcomings

HCCI suffers from increased hydrocarbon, HC, and carbon monoxide, CO, emissions compared to conventional SI combustion [34]. With HCCI, a thermal boundary layer region exists near the cylinder walls where temperatures remain low due to heat transfer with the cylinder walls [35]. Within this region, temperatures can be low enough that the chemical kinetics of the mixture never activate. This prevents combustion in the thermal boundary layer and results in CO unburned HC emissions which exceed that of conventional SI combustion [16], [35].
1.1.3 Thermal Influences on Homogeneous Charge Compression Ignition

Since HCCI does not utilize a user input as the trigger for autoignition, the temperature history of the fuel/air mixture must be closely monitored to ensure proper combustion phasing. Phasing too advanced may lead to material failures while phasing too retarded will lead to misfire. Intake temperature and the temperature of the combustion walls have significant impacts upon the temperature history of the fuel/air mixture and have therefore been a subject of recent research efforts to extend the operational range of HCCI [28] - [33].

The Effect of Intake Temperature

Changing the intake air temperature alters the thermal energy available to the fuel-air mixture and therefore has a significant effect on the chemical reactions which control the early stages of HCCI combustion via the Arrhenius rate expression [8], [18], [19]. It has been shown that intake temperature can be increased to maintain constant burn rates while leaning out the fuel-air mixture [36].

A study on the combined effects of intake air temperature, compression ratio and coolant temperature on the start of heat release in HCCI combustion concluded that HCCI ignition is more sensitive to changes in intake temperature than changes in equivalence ratio at the same compression ratio [37]. Higher intake temperatures allow HCCI operation over a wider equivalence ratio range and can help extend that range for a large variation of speed [38].

Chang et al [39] showed that intake charge temperature affects the cylinder mixture’s core gas temperature and thus the ignition timing of the mixture, see Figure 1-2. Altering the intake charge temperature can be used to control the peak burn rate by controlling the net heat release rate of the HCCI mixture shown in Figure 1-3 [36] - [39].
Effect of Wall/Coolant Temperature

Coolant temperature can also be used for burn rate control in HCCI combustion [31], [33], [37], [39]. Chang et al [39] utilized alterations in coolant temperature to induce variances in cylinder wall temperature. Although Iida et al [37] noted that the start of heat release “becomes earlier” with higher coolant temperatures, Figure 1-4 and Figure 1-5
[39] show that the impact of coolant temperature on the in-cylinder gas temperature and the net heat release rate occurs after combustion has begun.

Comparing the Effects of Coolant and Intake Temperature

It was found that HCCI burn rates respond in a stronger fashion to changes in wall temperature than changes in intake temperature. A 15°C change in coolant temperature
produced the same net mean effective pressure variation that required an intake temperature change of 40°C [39].

Further investigation [39] showed that the effect of coolant temperature on HCCI combustion differed from that of intake temperature. Analysis of individual cycles showed that changes in burn duration during a sweep of intake temperature depended solely on the point of ignition, Figure 1-6. The trend of combustion duration versus ignition for a coolant temperature sweep saw an additional change in duration beyond what solely an advance of ignition would dictate, hence the weaker $R^2$ correlation for that duration versus ignition trend, Figure 1-7. This effect was attributed to the coolant temperature varying the size of the near-wall thermal boundary layer and thereby influencing the near wall burn (50-90% mass fraction burn) more than the core gas burn (10-50% mass fraction burn).

Figure 1-6 – Combustion duration versus ignition for an intake temperature sweep [39]
1.2 Combustion Chamber Deposit Background

A large body of work has been devoted to the study of CCD. The majority of this work deals with CCD formation in SI and CI engines while work with HCCI CCD has seemingly just begun. Discrepancies arise when the dominant influence of CCD is discussed. Many researchers believe CCD predominantly have a thermally insulative effect on combustion while others contest that the physical properties of the CCD layer’s microstructure play the larger role. A systematic separation of these different CCD properties will be necessary to end this debate.

1.2.1 Combustion Chamber Deposit Formation

There is general agreement that the formation of CCD is a condensation of partially burned fuel and oil on the combustion chamber surfaces. Composition of the combustion charge and the temperature of the chamber surfaces are therefore important parameters for CCD accumulation. However, the dominant thermophysical property of
CCD (the property which most strongly controls the effect of CCD on combustion) remains unproven.

The temperature dependence of CCD formation has been studied for conventional combustion modes [40], [41] and [42]. CCD growth increased at lower combustion chamber wall temperatures and decreased as the chamber wall temperature rose. The independent studies defined a threshold combustion chamber wall temperature of 310-320°C above which no further CCD accumulated. The concept of a threshold wall temperature was in agreement with the stabilization of the CCD layer thickness noted by several researchers [12], [13], [41], and [42]. In these studies, the CCD accumulation halted once its insulating effect elevated the CCD surface temperature to the point where the rate of CCD deposition equaled that of CCD burn-off.

Several researchers argue the shortsightedness of viewing CCD as purely a thermal insulator [44], [45], [46]. They suggest that both the surface roughness and porosity of the CCD layer interact with the fuel-air mixture during combustion. Their claim is that these CCD morphological properties alter local mixing characteristics and thereby affect combustion.

1.2.2 Influence of Combustion Chamber Deposits on Homogeneous Charge Compression Ignition

Spark ignition engines generally experience an octane requirement increase, ORI, with increased deposit growth. Because the CCD layer helps prevent heat loss from the combustion chamber, the end gas regions become more prone to engine knock. Since HCCI combustion utilizes compression triggered autoignition, the insulating effect of the CCD layer makes HCCI combustion more robust. Güralp, [12] and [13], showed that CCD cause HCCI ignition to advance and the combustion duration to decrease, Figure 1-8.
The accumulation of a CCD layer yielded a larger decrease in combustion duration than would be attributed to a mere advance in combustion phasing, Figure 1-9. This effect is similar to the aforementioned impact of coolant temperature changes presented earlier in Figure 1-7, i.e. CCD affect near-wall burning to a greater extent than...
a simple change to the core gas temperature at the end of compression. Recent work has reinforced the impact of wall temperatures on thermal stratification throughout the chamber [47]. Thus, CCD accumulation has the potential to impact both HCCI ignition and burn duration.

**Effect of Combustion Chamber Deposits on Heat Transfer**

Güralp [13] also showed that, as CCD thickness increased over time, in-situ thermocouple measurements became insulated. This insulating effect materialized as a reduction in measured temperature and heat flux accompanied by a phasing retard of those signals, Figure 1-10. Although the peak instantaneous heat transfer was reduced and retarded, the cumulative heat loss measured at each location for the entire cycle changed very little due to CCD formation, correlating well with the work of Ishii [43].

![Figure 1-10 – Effect of increasing CCD thickness on heat flux measured sub-CCD [13]](image)

However, there was a significant shift in the phasing of the heat loss with the presence of CCD, Figure 1-11 [13]. The CCD layer was shown to reduce heat loss during compression which led to advanced ignition and higher heat release rates (refer back to
Figure 1-8). Heat was only momentarily held in the chamber by the CCD layer, allowing for more robust late burn and an increase in heat flux during the expansion stroke. However, cumulative heat loss remained the same with and without CCD. Thus, the phasing of the heat loss caused by the diffusivity of the CCD layer changed the HCCI combustion characteristics.

![Figure 1-11 – Cyclic breakdown of heat flux with a clean and conditioned (CCD present) HCCI combustion chamber [13]](image)

Impact of Combustion Chamber Deposits on Homogeneous Charge Compression Ignition Operability Limits

The aforementioned alterations to the phasing and duration of the HCCI burn characteristics caused by CCD accumulation altered the operability range of a practical HCCI engine. Güralp et al [13] showed that CCD formation advanced ignition and created a more rapid rate of heat release, shifting the entire HCCI load regime towards lower loads, Figure 1-12. In their work, the high load limitation was defined by a pressure rise rate of 50bar/msec, which is the threshold for creation of an audible ringing noise [24]. The low load limit was defined by a coefficient of variation, COV, in indicated mean effective pressure, IMEP, of 3%. This CCD-caused shift in operation range represented the HCCI operational variability associated with CCD.
1.2.3 Combustion Chamber Deposit Properties

Attempts have been made to measure and calculate the properties of CCD. The fragility of the CCD layer renders many well established techniques for characterizing properties of a substance ineffective. (Some of the traditional techniques for thermal property evaluation will be covered later in this document.) Several novel methods have been developed to circumvent this problem. Nishiwaki [48] used laser radiometry in a specialized chamber attached to a motoring engine. Under these conditions, diffusivities on the order of $1.2 \times 10^{-6} - 2.8 \times 10^{-6}$ m$^2$/s for an SI engine and $2.0 \times 10^{-6} - 3.4 \times 10^{-6}$ m$^2$/s for a diesel engine were derived from measurements of CCD thickness and penetration time. Their simplification of one-dimensional, unsteady heat flow is expressed in Equation (1.1) where $s$ is CCD thickness and $\tau$ is penetration time.

$$\alpha = \frac{s^2}{6\tau} \quad (1.1)$$

Thermal conductivities were calculated through an iterative application of one dimensional heat conduction. The sub CCD temperature trend was measured and the CCD surface temperature was inferred by a radiometer. Conductivity values were tried by guess with the measured thickness, diffusivity, and deposit wall interface temperature.
until the error between calculated CCD surface temperature and measured CCD surface temperature was minimized. Values of conductivity ranged from 1.06 – 1.24 W/(mK) in and SI engine and from 1.14 – 1.84 W/(mK) in a diesel engine. The main fault with this methodology was the fact that CCD properties were measured at motoring conditions and not subjected to levels of heat flux that represent combustion.

Hopwood et al [49] developed a technique to measure diffusivity in-situ which relied upon measurements of both the CCD thickness and the phase delay of the sub-CCD peak temperature measured at the combustion chamber wall. Hopwood determined that the diffusivity of the CCD layer, $\alpha$, could be given by Equation (1.2) where $x$ is the deposit thickness, $t_0$ represents the cycle period for the 4-stroke engine cycle, and $\Delta t$ is the delay in the peak temperature signal due to deposit buildup. Diffusivities for an SI engine were reported as $0.85 – 4.2 \times 10^{-7}$ m$^2$/s with “significant variation between tests”.

$$\alpha = \left( \frac{x}{\Delta t} \left( \frac{1 + \sqrt{2}}{6} \right) \right)^2 \frac{t_0}{\pi}$$  \hspace{1cm} (1.2)

While the Hopwood methodology provides a measure of CCD properties at combustion conditions, the in-situ measurements are subject to many thermal and morphological effects at the same time. Not only are the thermal properties of the CCD layer insulating the heat flux probes, creating a phase lag, and reducing peak temperature, but the porous nature of the deposits may be providing a dynamic effect by absorbing and releasing fuel droplets and vapor [44]-[46]. The simultaneous effects of both the thermal and fuel-CCD morphological interactions may be confusing the determination of the CCD layer’s effective thermal properties. Separation of these effects will be necessary for full understanding of the CCD effect on combustion.

The methodology of Hopwood was adopted at the University of Michigan for the in-situ determination of the thermal diffusivity of the CCD layer [11]-[13]. Güralp noted that the effect of increased burn rates due to the advance in combustion must be negated
by intake temperature compensation to determine the true effect of CCD on combustion, Figure 1-13. Once heat release rates were matched to clean phasing, the remaining effects seen in the sub-CCD temperature measurements were due to CCD properties.

CCD diffusivities were calculated at a variety of CCD thicknesses for locations on the cylinder head and piston surfaces. Two distinct trends emerged. One trend corresponded to the piston measurements and the other to the cylinder head measurements, Figure 1-14 [13]. The distinct separation of these two trends based on the area of the chamber where the CCD accumulated was attributed to differences in CCD morphology between the locations. Again, this asserts the need to separate and quantify the individual properties of CCD layers to fully understand their impact on combustion.

Figure 1-13 – Utilization of intake temperature compensation to match the net heat release rate of a conditioned state to that of a clean state [13]
Figure 1-14 – Separate trends of CCD diffusivity versus thickness were measured at the cylinder head and the piston [11]

1.3 Thermal Barrier Coatings

Thermal barrier coatings have been used in the gas turbine industry on turbine blades and combustor parts to increase the temperature resistance of those components. Some studies [50], [52] and [53], and, have indicated that application of thin ceramic coatings with select thermophysical properties can improve emissions and reduce heat loss without reducing volumetric efficiency.

Since CCD accumulation is sensitive to the chamber wall temperatures, the thickness of the CCD layer becomes drive-cycle dependent. CCD accumulation and subsequent burn-off introduces variability through uncontrolled shifting of the HCCI operability map. The larger the operability shift between clean and conditioned chamber states, the harder the HCCI engine will be to control. Thus, HCCI combustion would benefit from the consistent wall temperature that an applied thermal barrier coating can provide. The thermal barrier coating could elevate the combustion chamber surface temperatures and limit CCD growth, effectively reducing the shift in operability introduced by CCD accumulation. However, the thermal and morphological properties of
HCCI CCD must be determined so that a TBC can be designed for use in the HCCI engine.

1.3.1 Thermal Barrier Coatings Applied to Engines

Assanis [50] sprayed thin TBC (0.13mm on the piston, in particular) on an SI engine and noticed improvements in brake specific fuel consumption (BSFC) of around 5% during part load operation. The TBC retrofitted engine also produced brake torque output between eight and eighteen percent higher and showed minimal deposit formation over 40 hours of testing.

Similar results were seen in a diesel engine [51]. A 0.5mm coating resulted in generally improved performance especially at lower rpm, which was attributed to a reduction in heat loss. Thermal efficiency gains of 10% were noted. Thicker TBC were also tested, but resulted in diminished performance compared to the baseline metal engine.

Emission results vary based upon the specific engine and coating configuration. However, some researchers are in general agreement that TBC have the potential to reduce unburned hydrocarbon emissions [52], [53].

1.3.2 Determining the Properties of Thermal Barrier Coatings

There are well established techniques for determining the properties of TBC. In the majority of cases, the TBC materials are of robust construction and can be subjected to a variety of classic methods for determining porosity, density, and heat capacitance. Thermal diffusivity can be calculated by a variety of methods including: the flash method, the $3\omega$ method and the photoacoustic method. And, once the diffusivity of a TBC is known, conductivity is a simple multiplication of diffusivity by both coating density and heat capacitance.
Taylor performed a comparison of the various property determination methodologies [55]. The laser flash, $3\omega$, and photoacoustic techniques all yielded accurate diffusivity results within their specified setup conditions. The laser flash method shows a particular advantage when testing thermal properties at elevated temperatures. However, the flash technique relies critically on measurements of the coating thickness while the other methods do not.

This section outlines established methods for determining the thermal properties of a TBC. The effective application of TBC to a HCCI engine requires the design of the TBC to closely duplicate the properties of CCD. Thus, the TBC might provide the operational shift created by CCD without their associated the operational variability. Ideally, the selected method for determining TBC properties would also be applicable to testing CCD to preserve a basis of comparison between results. Although the methods presented here work well for TBC, they are inapplicable to fragile CCD.

**Flash Method**

The flash method was established by Parker et al [56], and has grown in popularity to account for nearly half of all TBC diffusivity calculations. The method involves subjecting one face of a TBC sample, which is thermally insulated, to a very quick pulse of heat energy and measuring the temperature change on the opposite face. (The front surfaces of the samples were coated with camphor black to increase energy absorption.) Diffusivity, $\alpha$, could then be calculated through Equation (1.3), where $L$ is the thickness of the sample, and $t_{1/2}$ is the time necessary for the backside surface temperature to reach half of its maximum value.

$$\alpha = 1.38 \frac{L^2}{\pi^2 t_{1/2}}$$  (1.3)
This method works under the following conditions: i.) The heat exposure time is negligibly short compared to the sample’s thermal diffusion time, which is a function of sample thickness. ii.) The heat is applied uniformly to the specimen surface. iii.) The sample is adiabatic after exposure to the heat source and while the measurement is being made. iv.) The sample is homogenous.

If the amount of energy absorbed by the front face of the specimen, $Q$, is known, then the product of the density, $\rho$, and the heat capacity of the material, $C$, are given by Equation (1.4) where $T_M$ is the maximum temperature of the specimen’s rear surface [56].

$$\rho C = \frac{Q}{LT_M} \quad \text{(1.4)}$$

Then the sample’s conductivity, $K$, can be found from Equation (1.5).

$$K = \alpha \rho C \quad \text{(1.5)}$$

The method established by Parker [56] has since been utilized by other researchers [57], [58], [59] who constructed laser pulse apparatus for measuring thermal properties of insulated substances at high temperatures. These researchers agree that Parker’s technique is adequate for diffusivity measurements made at less than 1500K sample temperature.

The use of calorimeters for determination of sample heat capacities was more widely utilized than measurements of total heat input to the sample and subsequent use of Equations (1.4) and (1.5). Density was determined in a variety of methods from cross sectional image analysis to simple volume and mass measurements. However, both of these methodologies cannot be implemented with a fragile CCD coating.

**3-Omega Method**

The 3$\omega$ method was developed to determine conductivity of dielectric solids as thin as tens of microns [61]. A thin line of metal was deposited on the surface of the
specimen and a current at angular frequency $\omega$ was passed through the metal line and heated the sample at $2\omega$. As the temperature of the pure metal line was increased, the resistance increased and had a small alternating component that oscillated at $2\omega$. When this resistance oscillation was multiplied with the original current, it resulted in a small oscillation of voltage across the line at $3\omega$. The slope of the in-phase temperature fluctuation versus the logarithm of the heater frequency gave the thermal conductivity.

Unfortunately, this method requires the deposition of metal onto the surface of the specimen, rendering it inadequate for use with CCD due to the fragility of the CCD microstructure.

**Photoacoustic Method**

As a specimen is subjected to chopped monochromatic light an acoustic signal is produced. If the sample is thermally insulated and placed in a chamber with a sensitive microphone, the analog signal can be applied to a tuned amplifier and the output will be recorded as a function of the incident light [62]. The observed acoustic signal corresponds to the periodic heat flow from the solid to the surrounding gas. The boundary layer of air nearest the specimen’s surface can be considered a vibratory piston, responding to the periodic heat flow and producing the periodic pressure fluctuations picked up by the microphone. Rosencwaig determined that the photoacoustic signal is governed by the thermal diffusion length of the solid. The diffusivity of the sample is determined from the phase lag between the heat source and the acoustic wave [55].

Again, this method cannot be applied to CCD. The specimen needs to be placed on a thermally insulated substrate and the removal of CCD from our combustion parts would destroy the morphology of the layer.
1.3.3 Effects of Morphology on Thermal Properties of Thermal Barrier Coatings

There is a general agreement that TBC thermal properties are dependent on the morphology of the layer. Conductivity, in particular, has a direct dependence upon the porosity and crack geometry of the layer’s morphology [55], [63] - [66]. In fact, not only is pore density an important parameter in determination of the layer’s conductivity, but orientation of the cracks, pores and pore shape can play a significant role [65] - [67].

Cracks which run perpendicular to the direction of heat flux reduce conductivity. Sevostianov concluded that the overall porosity plays a secondary role and that the pores can be idealized as cracks. Effective properties can be expressed in crack parameters (density and orientation) and porosity would play a correctional role for porosities under 15% [66].

Conductivity values can increase significantly due to heating [55]. The sintering of interlamellar cracks and minor changes in the crystal lattice account for this increase in conductivity [63]. Zhang tested eliminated phase transformation as a possible cause for conductivity increase by not exceeding the phase transformation temperature during the heating process. Thus, the conductivity increase was attributed to the evolution of pores due to sintering [64].

Careful examination of TBC before and after being subjected to HCCI combustion will be necessary to ensure complete understanding of and noted combustion phenomena. If the properties of the TBC are found to have changed during a specific round of testing, that effect will have to be taken into account.

1.4 Project Motivation and Objectives

Two issues, which are critical to the commercial application of HCCI, provide motivation for research aimed at developing a comprehensive understanding of the effect of thermal boundary conditions, CCD and artificial TBC on HCCI combustion: (i) The
expansion of the HCCI operational range in a dual-mode DI gasoline engine is desired, particularly the low-load limit where the fuel economy benefit over normal SI operation is at a maximum. (ii) Solutions for the robust management of the operational variability imposed by CCD accumulation and burn-off in a practical HCCI engine must be generated.

1.4.1 Characterization of Combustion Chamber Deposits

This work aims to provide further insight into the mechanisms responsible for the effect of CCD on HCCI burn-rates through detailed study of CCD thermal and physical properties both in the engine environment (in-situ) and in a specially constructed thermal radiation chamber (ex-situ) [60].

The radiation chamber was designed to provide a non-destructive environment for quantification of CCD and TBC thermal diffusivities due to lack of an established technique which was applicable to both TBC and CCD [60]. While the radiation chamber has been constructed and initial testing has established the feasibility of ex-situ diffusivity measurements, this work will develop the ex-situ calculation methodology and evaluate the accuracy of the ex-situ diffusivity measurement technique.

Diffusivity values measured in the radiation chamber will be compared to diffusivities obtained within the engine to promote an understanding of the mechanisms responsible for the observed effects of CCD on HCCI combustion. In particular, the comparison will isolate any morphological impact of fuel absorption/desorption into the pores of the CCD layer from the purely thermal effect of the CCD layer.

1.4.2 Assess the Impact of Thermal Barrier Coatings on Combustion Chamber Deposit Accumulation and Homogeneous Charge Compression Ignition Operability

A portion of this research will evaluate the potential of thermal barrier coatings to minimize the uncontrolled shifting of the HCCI operability domain due to CCD
formation and subsequent burn-off. The HCCI engine piston top will be covered with a ceramic layer. Then, engine experiments will be combined with an ex-situ investigation of TBC properties to provide comprehensive insight into the magnitude and nature of the TBC’s impact on HCCI combustion. In addition, the impact of the TBC on CCD accumulation will be explored.
CHAPTER 2

HCCI EXPERIMENTAL APPARATUS AND PROCESSING METHODOLOGY

Testing with an HCCI engine is a significant portion of this work. The following chapter serves to familiarize the reader with the HCCI experimental apparatus and the associated data processing methodology.

2.1 Engine Apparatus

The engine utilized for this investigation was provided by General Motors as part of the General Motors – University of Michigan Collaborative Research Lab. The crank case used was a Ricardo L850 Hydra. The jug, bore, crank, piston and cylinder head components are based on the GM 2.2 liter four cylinder Quad 4 engine. Table 2.1 lists the dimensions and specifications for the major engine components where 0ºCA is at TDC compression.

Figure 2.1 shows the aluminum head and piston used for this investigation. The head is a four valve pent-roof configuration with a central spark plug, side injector, pressure transducer access and two instrumentation ports, H1 and H2, which can accommodate heat flux probes for this investigation. The aluminum piston is a shallow bowl type with a substantial squish region between the piston and head probe location H1.
<table>
<thead>
<tr>
<th>Engine</th>
<th>4 valve single cylinder</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bore / Stroke</td>
<td>86.0 / 94.6mm</td>
</tr>
<tr>
<td>Displacement</td>
<td>0.5495 liter</td>
</tr>
<tr>
<td>Connecting Rod Length</td>
<td>152.2 mm</td>
</tr>
<tr>
<td>Piston Pin Offset</td>
<td>0.8mm</td>
</tr>
<tr>
<td>Compression Ratio</td>
<td>12.5</td>
</tr>
<tr>
<td>IVO / IVC</td>
<td>346° ATDC / 128° BTDC*</td>
</tr>
<tr>
<td>Main EVO / EVC</td>
<td>130° ATDC / 352° BTDC*</td>
</tr>
<tr>
<td>2nd EVO / EVC</td>
<td>326° BTDC / 189° BTDC*</td>
</tr>
<tr>
<td>Injector Type</td>
<td>Bosch 70° Spray Cone</td>
</tr>
<tr>
<td></td>
<td>Angle with 20° Offset</td>
</tr>
</tbody>
</table>

Table 2.1 – HCCI engine specifications

Figure 2-1 – The HCCI piston and cylinder head

A schematic of the engine and its associated sub-systems is shown in Figure 2-2 [39]. This remainder of this section outlines the main features of these sub-systems.
Intake Air System

Compressed shop air was controlled with a pneumatic regulator to atmospheric pressure for engine operational. The air passed through a Fox Thermal Instruments FT2 flowmeter, which provided the mass air flow measurements for this investigation. The accuracy of the meter is defined as +/-0.1% of the reading or +/-0.2% of full scale [70]. For this investigation, the error in air flow is +/-0.1 g/s.

The air was then routed into a plenum to dampen pressure oscillations. The air was heated inside the intake plenum to provide an intake temperature of 90ºC by means of flexible silicone heaters wrapped around the plenum. The air temperature was controlled by Omega PID controllers utilizing an intake temperature measured in the runner.

The intake runner divides into two discrete streams to supply air to both the intake valves. A swirl control butterfly valve is located in one of the runner streams to control
the relative amounts of air flow going through each intake port, altering the swirl conditions in the chamber. For this investigation, the swirl control valve, SCV, was set to fully open.

**Exhaust System**

An additional lobe on the exhaust cam profile, shown in Figure 2-3, was utilized in combination with a fixed back pressure of 1.05bar to provide hot internal residual and supply the thermal energy necessary for HCCI combustion. The back pressure was obtained through adjustment of a gate valve placed on the downstream side of the oscillation dampening exhaust plenum.

Figure 2-4 shows the valve lift profiles obtained from this hardware and illustrates the secondary exhaust lift, which allows internal residual to be re-breathed with the help of elevated exhaust backpressure. The backpressure forces exhaust gases into the chamber through the open exhaust valves during the intake stroke.

An ETAS LA4 Lambda Meter is installed in the exhaust plenum to provide real-time air to fuel ratio measurements. The device is capable of measuring air to fuel ratios in the range of 0.7 - 32.767 with an accuracy of +/-1.5% or O₂ concentrations from 0-24.41% with a 2ms response time [71].

An unheated external exhaust gas recirculation loop branches from the exhaust after the plenum but before the backpressure controlling gate valve to transport pressurize exhaust gases back to the intake stream. Although the induction of cool exhaust residuals through the intake stream is a useful to for limiting pressure rise rates during combustion, no external exhaust gas recirculation was used in this study.
Ignition System

The HCCI operation scheme for this engine utilizes a large quantity of hot internal residual from the exhaust rebreathe valve scheme. The use of rebreathed residual necessitated the utilization of a spark for the first few cycles until the internal residual became hot enough to sustain combustion when combined with the heated intake stream. The spark timing and dwell were controlled with the PCESC setpoint controller provided by General Motors. For the purpose of this investigation, the spark was left on during all
testing. The use of spark during HCCI combustion has been previously shown to have no measureable impact on combustion within the operability range of interest [13].

**Fuel System**

The fuel vaporizer shown in Figure 2-2 is utilized to evaporate the fuel mass before induction into the intake plenum during fully premixed charge preparation. However, for this investigation the fuel was delivered to the combustion chamber by means of direct injection. As shown in Table 2.1, the injector used in the study was a single nozzle Bosch with a 70º cone angle and a 20º offset from the body axis to the center of the spray cone. This offset was necessary due to the side mounting location of the injector within the cylinder head. Figure 2-5 shows a schematic of the spray trajectory relative to the piston and cylinder head [13].

![Figure 2-5 – Direct injection spray trajectory schematic [13]](image-url)
The fuel is pressurized with nitrogen to 10.5MPa via a bladder accumulator system designed by Lee [70]. The injection timing and duration are controlled by the GM PCESC setpoint controller and the Bosch driver.

Test Fuel

The fuel used during the HCCI engine experiments was a controlled research fuel intended to represent 87 octane, non-oxygenated gasoline in a repeatable manner. The RD3-87 fuel was manufactured by Chevron-Phillips to the specifications listed in Table 2.2.

Note that this fuel is completely free of detergents, which is not a realistic representation of commercial gasoline. The majority of commercially available fuels contain solvents to maintain proper fuel flow through injectors. Techron, a solvent manufactured by Chevron-Phillips, was used in a concentration of 0.1ounce/gallon of fuel to replicate commercial levels of solvent in gasoline.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific Gravity</td>
<td>0.7373</td>
</tr>
<tr>
<td>Carbon [wt%]</td>
<td>85.56</td>
</tr>
<tr>
<td>Hydrogen [wt%]</td>
<td>13.64</td>
</tr>
<tr>
<td>Oxygen [wt%]</td>
<td>0.0</td>
</tr>
<tr>
<td>Molecular Weight</td>
<td>13.9242</td>
</tr>
<tr>
<td>Hydrogen Type [Vol. %]</td>
<td>Aromatics 22.5</td>
</tr>
<tr>
<td></td>
<td>Olefins 4.1</td>
</tr>
<tr>
<td></td>
<td>Saturates 73.4</td>
</tr>
<tr>
<td>Research Octane Number</td>
<td>90.8</td>
</tr>
<tr>
<td>Motor Octane Number</td>
<td>83.4</td>
</tr>
<tr>
<td>Antiknock Index</td>
<td>87.1</td>
</tr>
<tr>
<td>Low Heating Value (net)</td>
<td>44.37 MJ/kg</td>
</tr>
<tr>
<td>High Heating Value (gross)</td>
<td>47.26 MJ/kg</td>
</tr>
<tr>
<td>Stoichiometric A/F</td>
<td>14.6415</td>
</tr>
</tbody>
</table>

Table 2.2 – Specifications for the RD3-87 test gasoline
Dynamometer

The dynamometer used was a MICRO-DYN35 hydraulic dynamometer built by the Electro-Mechanical Associates. The dynamometer could either motor or fire the engine by controlling the pressure differential across a low inertia pump mounted to the engine flywheel.

External Oil and Coolant

The test cell is equipped with stand alone oil and coolant systems. These systems maintain oil and coolant at a temperature of 95°C via Omega PID controllers which receive temperature feedback from the associated fluid streams. Each system consists of heaters, controllers and heat exchangers, which control the temperature of the working fluid with cold water from the building.

Emissions

Emissions measurements are taken from the exhaust plenum with a HORIBA MEXA-7100DEGR exhaust gas analyzer, Figure 2-6. This system measures CO, CO₂, O₂, HC and NOₓ. The exhaust measurements are used in several ways: to provide raw emissions data, to calculate combustion efficiency and to calculate lambda. The calculation methodologies for combustion efficiency and lambda are in accordance with the GM Automotive Test Code Book [73].

The accuracies of the respective HORIBA analyzers are as follows [74]: CO and CO₂ are measured by HORIBA AIA-722 non-dispersive infrared detectors with respective ranges of 2.0vol% and 20.0vol%. The stated uncertainty of these analyzers is +/-1.0% of full scale, which equates to uncertainties of +/-0.02vol% and +/-0.2vol% for CO and CO₂, respectively. O₂ is measured by a MPA-720 magnophneumatic detector with a range of 25vol%. The uncertainty of this analyzer is specified as +/-1.0% of full...
scale, which translates to an O$_2$ uncertainty of +/-0.25 vol%. HC are measured by a FIA-725A flame ionization detector, FID, with a range of 6000 ppmC. The stated uncertainty of the FID is +/-1.0% of the full range, giving the HC measurement an uncertainty of 60ppmC. The NO$_x$ is measured by a CLA-720MA chemiluminescence detector with a range of 400ppm. The uncertainty of the NO$_x$ analyzer is +/-2.0% of full scale, which provides a NO$_x$ uncertainty of +/-8ppm.

Figure 2-6 – HORIBA MEXA-7100DEGR emissions bench
2.2 Heat Flux Probes

The crank angle resolved heat flux probes are the same design as implemented in previous studies at the University of Michigan [11]-[13], [39], [69], [79]. The heat flux probes have two coaxial J-type thermocouple junctions and are constructed by Medtherm Corporation, Figure 2-7. One thermocouple junction is created by a vacuum deposited plating of constantan over a thin wire of iron, creating a measurement surface flush with the combustion chamber. The second or backside junction, which is not shown in the figure, is located 4mm behind this surface junction, enabling heat flux calculations.

Figure 2-7 – Heat flux probe schematic
The temperature measurement surface of the heat flux probe has very little thermal inertia and a measured response time of less than 10 microseconds [75]. At the engine speeds utilized for this study and a measurement resolution of 0.5 CA, the data acquisition acquires a measurement approximately every 40 microseconds. Thus, the response time of the heat flux probes is four times faster than the measurement resolution. Additionally, Güralp [13] showed that the 10 microsecond temperature response time was more than adequate to measure 98% of a step change in temperature within one measurement step (0.5 CA at 2000 rpm) with less than 2% error [80].

The accuracy of the heat flux probes is controlled by ISA standards for J-type thermocouples [80], which are met by the Medtherm Corporation during the heat flux probe manufacturing process. The specified maximum error for J-type thermocouples is 2.2°C or 0.75%, whichever is greater. Since the wall temperatures of the HCCI engine do not exceed 150°C for the operating conditions of this study [13], the error of the heat flux probes is assumed to be 2.2°C or ~1.5% of the expected temperature values.

### 2.3 Deposit Thickness Measurement

Accurate and non-destructive measurement of CCD thickness is vital to the proposed research goals. The thickness is used for the determination of CCD diffusivity and will be great importance in comparing CCD accumulation with and without thermal barrier coatings. Based on the work of Hopwood [49] and Güralp [11]-[13], a Fischer Dualscope MP20 [76] was used to measure the CCD thickness.

For ferrous substrates, the Dualscope utilizes an EGA2H probe, which measures the strength of a magnetic field induced on the substrate material beneath the sample of interest. The strength of this field depends on the distance between the probe and the substrate, allowing determination of the sample thickness. The accuracy of this probe was specified as +/-0.25μm for materials measuring 0-50μm and +/-0.5% for materials
measuring 50-500µm [76]. This ferrous probe is used to measure CCD and TBC thicknesses on the steel heat flux probes.

For nonferrous substrates, the Dualscope utilizes a ETA3.3H eddy current probe. As the nonferrous probe is brought near a conductive substrate, the alternating magnetic field establishes an eddy current on the substrate’s surface. The distance from the conductive substrate influences the magnitude of the eddy currents. The non-ferrous probe has specified accuracies of +/-0.25µm for materials measuring 0-50µm and +/-0.5% for materials measuring 50-800µm [76]. The non-ferrous probe is utilized to measure CCD and TBC thicknesses on the aluminum piston and cylinder head.

2.4 Data Acquisition Systems

There are two separate data acquisition systems utilized to collect the various signals during engine operation. While some signals can be collected temporally, others must be collected on a crank angle basis.

2.4.1 Time Averaged Data

Signals used to characterize the HCCI operating point or calculate emissions are taken on a time average basis. The time averaged signals include: intake and exhaust manifold pressures, intake and exhaust temperatures, coolant and oil temperatures, air flow, fuel flow, equivalence ratio, and exhaust emissions measurements. All of these signals are received and saved by a LabVIEW data acquisition program that samples at 1Hz. Each data point records the average of 100 consecutive measurements.

2.4.2 Crank Angle Based Data

Several signals must be measured on a crank angle resolved basis to obtain the desired measurement resolution and link the time stamp of each measurement point to a
specific crank angle and, therefore, a specific engine volume. The cylinder pressure and heat flux probe signals are all taken at 0.5CA resolution by a 14 bit AVL Indiset utilizing IndiCom 2.0 software.

Cylinder pressure is measured by a Kistler 6125A piezo-electric pressure transducer which is guarded from thermal shock by a flame shield. The sensor produces a charge signal that is sent through an AVL Micro IFEM where the signal is converted to a voltage. The Kistler 6125A has a range of 0-250 bar. However, the sensor was calibrated for a more applicable 0-50 bar range using a Kistler Quasistatic Calibrator - Type 6907B. The calibration determined the sensitivity and linearity of the 6125A sensor to be 15.56pC/bar and +/-0.05%, respectively [77].

The heat flux probes measure the surface and backside temperatures in millivolts, requiring amplification by an AVL IFEM before being sent to the data acquisition, DAQ.

2.5 Heat Release Analysis

The general approach used for heat release analysis mirrors that of the project sponsor, General Motors R&D. This approach was based on the work of Gatowski [78] and has been previously employed in investigations by Chang and Güräl [11]-[13], [39], [69], [79].

The basic concept of the HCCI heat release analysis is the treatment of the control volume during the closed portion of the cycle as a single homogenous zone. This assumption allows the chemical heat release to be equated with the internal energy, work, heat loss and mass flow of the control volume as shown in Equation 2.1.

\[
\frac{dQ_{\text{chem}}}{dt} = \frac{dU_{\text{cv}}}{dt} + \frac{dW_{\text{cv}}}{dt} + \frac{dQ_{\text{loss}}}{dt} + \sum h \frac{dm}{dt}
\]  

(2.1)

Since the valves are closed during the portion of the cycle for which this analysis is applied, the mass flow term equals zero. Further simplification of Equation 2.1
transforms the internal energy and work terms into expressions utilizing the cylinder wide

gamma as shown in Equation 2.2.

\[
\frac{dQ_{chem}}{dt} = \frac{1}{\gamma - 1} \left[ V \frac{dP}{dt} + \gamma P \frac{dV}{dt} \right] + \frac{dQ_{loss}}{dt}
\] (2.2)

The ratio of specific heats, \( \gamma \), used is this analysis is calculated from the National
Institute of Standards and Technology JANAF tables based on the cylinder composition.
For this analysis, the residual mass is estimated by a combination of the ideal gas law and
a partial pressure analysis, Equation 2.3 where the subscript \( \text{IVC} \) denotes intake valve
closing, \( \text{int} \) denotes intake and \( T_{\text{residual}} \) is the exhaust temperature.

\[
m_{\text{residual}} = \frac{P_{\text{residual}} V_{\text{IVC}}}{RT_{\text{residual}}} = \frac{V_{\text{IVC}}}{RT_{\text{residual}}} \left( P_{\text{IVC}} - \frac{m_{\text{int}} RT_{\text{int}}}{V_{\text{IVC}}} \right)
\] (2.3)

The heat loss term of Equation 2.2 was calculated using the HCCI heat transfer
correlation developed for this engine by Chang [79]. In order to apply this model, the
heat loss term must be expressed as Equation 2.4

\[
\frac{dQ_{loss}}{dt} = hA \frac{dT}{dt}
\] (2.4)

Chang’s correlation is an adaptation of the Woschni heat transfer correlation and
utilizes Equations 2.5 and 2.6.

\[
h(t) = \alpha_{\text{scaling}} L(t)^{-0.2} P(t)^{0.8} T(t)^{-0.73} v_{\text{tuned}}(t)^{0.8}
\] (2.5)

\[
v_{\text{tuned}}(t) = C_1 \bar{S}_p + \frac{C_2 V_d T_r}{6 PV_r} (P - P_{\text{motor}})
\] (2.6)

These variables have the following units: \( h \) [W/m\(^2\)K], \( L \) [m], \( P \) [kPa], \( T \) [K], \( v \) [m/s], \( S_p \)
[m/s], \( V_d \) [m\(^3\)], \( T_r \) [K], \( V_r \) [m\(^3\)] and \( P_{\text{motor}} \) [kPa]. The constants are \( C_1=2.28 \) and
\( C_2=0.00324 \) m/s-K. The scaling constant, \( \alpha_{\text{scaling}} \), is used to ensure that the integrated heat
release matches the energy content of the fuel, as calculated from the fuel mass and the lower heating value of the RD3-87. An $\alpha_{\text{scaling}}$ value of 11.1 is common for this study.

### 2.6 Temperature and Heat Flux

The heat flux probes mentioned earlier provide crank angle resolved signals, which are routed out of the engine and into an ice box. The ice box serves as a 0ºC cold junction where the thermocouple signals are transitioned from the iron and constantan wires to copper before being sent to the DAQ for voltage amplification.

The heat flux probe voltage signals have a spurious nature as the original signals were in millivolts. Rather than filter the data, the high frequency noise is removed by application of a Fourier transform. The transform is applied to each individual cycle.

The voltages are converted to temperature and the average found. A separate array is constructed which contains the waveform of the temperature signal by subtracting the average from the temperature at each crank angle. A Fourier transform is then completed using the Fourier coefficients $A_n$ and $B_n$, the angular velocity, $\omega$, and the harmonic number, $n$, in Equation 2.7.

$$T_S(t) = \bar{T}_S + \sum_{n=1}^{N} \left[ A_n \cos(n \omega t) + B_n \sin(n \omega t) \right]$$

Chang [69] determined an appropriate harmonic number for temperature trace reconstruction without CCD accumulation is 40.

The surface temperature, $T_S$, can then be used with the temperature of the backside junction, $T_B$, to compute the instantaneous heat flux through each cylinder head probe with Equation 2.8, where $k$ is the conductivity of the heat flux probe (57 W/m-K) and $\delta$ is the 4mm distance between the front and backside junctions. Note that the first term on the right hand side is the steady heat flux driven by the difference between
average surface and backside temperatures while the second term is the unsteady contribution.

\[ q_s(t) = \frac{k}{\delta} (T_S - T_B) \]

\[ + k \sum_{n=1}^{N} \sqrt{n\omega} \left\{ A_n [\cos(n\omega t) - \sin(n\omega t)] + B_n [\cos(n\omega t) + \sin(n\omega t)] \right\} \]  

(2.8)
CHAPTER 3

THE DYNAMIC RADIATION CHAMBER

During in-situ testing, the combustion chamber gases are subject to the thermal impact of CCD while experiencing contact with the CCD morphology. The thermal properties of the CCD layer insulate the heat flux probes, creating a phase lag and reducing the measured sub-CCD peak temperature. In addition, the porous nature of the deposits may provide an additional effect by absorbing and releasing fuel droplets and vapor as porosity has been shown to wield a significant impact on the properties of thermal barrier coatings [55], [63]-[67]. In order to isolate the thermal diffusivity from these morphological effects, the CCD must be tested in a more controlled environment than the engine can provide.

Ex-situ techniques for determining a material’s diffusivity such as the flash, 3-omega, and photoacoustic methods [56]-[59], [61], [62] all necessitate the removal of the CCD from the combustion chamber parts. Due to the fragility of the CCD layer, removal from the combustion parts destroys the morphology of the layer, eliminating the basis of comparison between the ex-situ and in-situ diffusivity results. Thus, in order to maintain the integrity of the CCD layer and perform controlled ex-situ testing for thermal properties, a new device and methodology were created [60].
3.1 Radiation Chamber Overview

Throughout this investigation, ex-situ diffusivity testing was conducted within a radiation chamber, which was previously designed [60]. While the construction of the device was not the subject of this work, a brief overview of the chamber’s design, capabilities and its diffusivity measurement principle are included here to assist discussion in future chapters.

The radiation chamber utilizes a 22kW transformer to power a graphite heating element, which serves as a blackbody emitter capable of producing heat flux in the 0.25–1.0 MW/m² range as previously measured during HCCI combustion [11]- [13], [39], [69], [79]. The graphite element is enclosed within an inert atmosphere to prevent oxidation/ablation of the graphite [81] and [82]. The design of the graphite element’s resistive path limits the electrical current flow and restricts the graphite temperature to ~2000ºC to avoid the formation of poisonous cyanogen gas [83] and [84].

Following CCD accumulation, the heat flux probes are removed from the cylinder head of the in-situ environment and installed in the wall of the radiation chamber orthogonal to the graphite emitter. A rotating wheel with radial cutouts is positioned between the graphite element and the temperature measurement probes such that the probes are exposed to a pulsed step input of heat flux, Figure 3.1 and Figure 3.2. To ensure the structural stability of this chopping wheel, ex-situ measurement runs are limited to a total time of ~90 seconds depending on the desired wheel rpm. This time includes a 30-40 second element warm up period, which is followed by the collection of data from the impingement of 400 consecutive heat flux pulses on the CCD coated probes at the rate of two pulses per chopping wheel revolution.
Figure 3.1 – Sectional schematic of the radiation chamber

Figure 3.2 – Creation of a pulsed heat flux source via a chopping wheel

Figure 3.3 shows the conceptual response of the temperature probe to the pulsed heat flux. The shape of the temperature response curves are based upon results found by [60] and [86]-[87]. To provide the highest level of comparison to in-situ tests, the ex-situ heat flux and diffusivity calculations utilize the same methodology [49]. This diffusivity measurement methodology compares the temperature response of the clean probe to that of the CCD covered probe, utilizing the sub-CCD peak temperature phase lag in conjunction with the thickness of the CCD layer to determine the thermal diffusivity of the CCD.
The design of the radiation chamber allows the ex-situ CCD thermal diffusivity to be compared to the CCD diffusivity determined during in-situ engine operation. The ex-situ and in-situ testing are differentiated by their measurement environments. Comparison of in-situ and ex-situ diffusivity values permits the impacts of the differing environmental factors to be separated from the thermal properties of the CCD layer.

### 3.2 Improvements to the Radiation Chamber Data Processing

A portion of this work was spent refining the ex-situ data processing methodology. This section addresses the processing of the temperature signals via a Fourier transform with an automated harmonic number selection process designed to protect the ex-situ results from operator bias.

As mentioned earlier, a Fourier transform is applied and the temperature trace is then reconstructed using the inverse Fourier using Equation 2.7, which has been reproduced for convenience here as Equation 3.1. $T_{ave}$ represents the average temperature over the measurement period, $A_n$ and $B_n$ are the Fourier coefficients, $\omega$ is the angular velocity, $t$ is time and $n$ is the harmonic number.

$$T(t) = T_{ave} + \sum_{n=1}^{N} [A_n \cos(n\omega t) + B_n \sin(n\omega t)]$$

(3.1)
Chang [69] found an optimized harmonic number of 40 for in-situ testing, which worked well for reconstructing the sharp features of the clean ex-situ temperature traces. However, due to the attenuated temperature swing and smooth features of temperature traces which are insulated from the heat flux pulse by CCD or any thermal barrier, a harmonic number of 40 replicates too much of the undesired experimental noise.

To determine the best harmonic number for the inverse Fourier reconstruction of the sub-CCD temperature traces, the normalized residual sum of squares has been utilized to indicate the degree of fit at each harmonic number. Equation 3.2 shows the calculation of the residual sum of squares, \( SS_{err} \), for the reconstruction of a temperature trace where \( T_{\text{raw}} \) is the raw temperature data and \( T_{\text{Fourier}} \) is the temperature via the inverse Fourier reconstruction.

\[
SS_{err} = \sum_{i} \left( T_{\text{raw}_i} - T_{\text{Fourier}_i} \right)^2
\]  

Figure 3.4 shows a sample trend of normalized residual sum of squares as the temperature trace is reconstructed using various harmonic numbers. The harmonic number which correlates to the maximum change in slope of the residual sum of squares represents the minimum harmonic number necessary to achieve an adequate temperature reconstruction, Figure 3.5. Increasing the harmonic number beyond this yields ever diminishing returns in terms of degree of fit and increases the amount of noise reintroduced in the temperature reconstruction.
Figure 3.4 – Normalized residual sum of squares for a temperature trace reconstructed with various harmonic numbers illustrating the automatic harmonic selection process.

Figure 3.5 – Peak portion of a temperature trace reconstructed with various harmonic numbers where a harmonic number of four was automatically selected.
3.3 Dynamic Radiation Chamber Accuracy Evaluation

To evaluate the accuracy of the ex-situ device and methodology, wafers were constructed from alumina, 6061-T6 aluminum, and zirconium for installation over the fast response cylinder head temperature probes used in in-situ studies [11]-[13], [39], [69], [79]. Accepted values of 6061-T6 aluminum diffusivity range by source from $4.84 - 6.9 \times 10^{-5} \text{ m}^2/\text{s}$ [89]-[91], while the alumina and zirconium wafers have supplier dictated diffusivity ranges of $0.93-1.08 \times 10^{-5}$ and $0.7-1.2 \times 10^{-6} \text{ m}^2/\text{s}$, respectively [88]. These diffusivity values overlap with the range of CCD diffusivities previously calculated during HCCI engine studies [11] and with CCD diffusivities calculated during motored laser radiometry experiments for a spark ignition engine [48].

The thermal properties of porous, flame sprayed thermal barrier coatings have been shown to depend on the porosity fraction due to the gas permeability of the porosity [92] and the differences between the thermal properties of the substrate and the material occupying the pores [93]-[95]. The ceramic samples were machined from monoliths to minimize the complications imposed by material porosity.

Multiple thicknesses of each wafer type were constructed to analyze the impact of specimen thickness on measurement accuracy. The wafers were installed over the temperature measurement junction of the heat flux probes via screws in the mounting sleeve surrounding the heat flux probe, Figure 3.6.

During installation, heat sink grease [96] was applied between the wafer and the probe surface to minimize contact resistance. On average, application of the heat sink grease increased the measured thickness of the installed wafer by two micrometers, Table 3.1. The thicknesses and standard deviations displayed for each wafer in Table 3.1 were calculated from twelve measurements using the Dualscope.
Figure 3.6 – Photograph of a zirconium wafer poised for installation over the heat flux probe and via screws on the probe mounting sleeve

Table 3.1 – Wafer thicknesses and standard deviations as measured by the Fischer Dualscope both with and without high conductivity heat sink grease between the wafer and the probe surface

<table>
<thead>
<tr>
<th>Material</th>
<th>Thickness/Std Dev [µm]</th>
<th>Plain</th>
<th>Grease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum</td>
<td></td>
<td>544/10</td>
<td>541/14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1029/17</td>
<td>1024/21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1595/8</td>
<td>1593/19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2174/12</td>
<td>2179/12</td>
</tr>
<tr>
<td>Zirconium</td>
<td></td>
<td>104/4</td>
<td>108/8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>168/8</td>
<td>172/12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>225/10</td>
<td>224/15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>277/15</td>
<td>282/17</td>
</tr>
<tr>
<td>Alumina</td>
<td></td>
<td>104/2</td>
<td>109/7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>167/6</td>
<td>169/11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>223/9</td>
<td>224/15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>274/11</td>
<td>279/16</td>
</tr>
</tbody>
</table>

3.3.1 The Impact of a Non-Instantaneous Heat Flux Pulse on Ex-Situ Diffusivity

Figure 3.7 shows diffusivity results produced by three thicknesses of aluminum wafer. Three data points are displayed for each wafer thickness at each chopping wheel
rpm. Each of these data points is the average of 400 diffusivities individually calculated from the sub-wafer temperature delay of 400 consecutive heat flux pulses. These initial tests with aluminum wafers yielded diffusivity exhibited accuracies which were thickness dependent, and the thinnest wafer specimens experienced the greatest error from the expected value.

During these initial tests, the accuracy of thinner wafers suffered due to the non-instantaneous delivery of the heat flux pulse. The graphite emitter was not a point source emitter of heat flux. As such, the wafer covered probe was exposed to a ramp up in view factor as the radial cutout of the chopping wheel gradually exposed the probe to a greater percentage of element area. More importantly, the probe also experienced a ramp down in view factor as the chopping wheel gradually covered a greater percentage of the graphite element at the end of the pulse event, Figure 3.8.

![Calculated Diffusivities for Aluminum Wafers of Various Thicknesses](image)

**Figure 3.7** – Diffusivities for aluminum wafers of various thicknesses at different chopping disk speeds where the differing wafers are denoted by their respective thicknesses in micrometers
To quantify the impact of the non-instantaneous nature of the heat flux pulse, a COSMOS finite element model of the heat flux probe, mounting sleeve and installed aluminum wafer was created, Figure 3.9. For this model, contact resistance between the various thicknesses of aluminum wafer and the temperature measurement surface of the heat flux probe was neglected. The cooling provided by the radiation chamber walls was modeled by holding both the outer cylindrical face and angular sealing seat of the mounting sleeve at a constant temperature of 50ºC. The use of a constant temperature on these surfaces was justified by the fact that the cooled wall of the radiation chamber comprised a much larger thermal mass than the probe itself and the selected surfaces were in contact with the wall. Additionally, 50ºC was the mean probe temperature experimentally measured during these initial studies.

The surface of the aluminum wafer was subjected to heat flux profiles of varying shapes each having a peak magnitude consistent with experimental measurements, 0.4 MW/m$^2$. The three different heat flux profiles utilized in the COSMOS model and their subsequent impact on the response of a bare heat flux probe (“clean”) and a probe

Figure 3.8 – Schematic of the non-instantaneous heat flux pulse (left) produced by the ramp up and ramp down in radiation view factor experienced by the measurement probe as the chopping wheel uncovered and subsequently recovered the line of sight to the graphite element (right)
covered by an aluminum wafer of 500µm (“500”) are displayed in Figure 3.10. A true square wave heat flux pulse was used as a control while the subsequent heat flux profiles had ramping view factors whose time duration matched 5CA and 10CA of the chopping wheels rotation at 300rpm.

Figure 3.9 – The COSMOS finite element model created of the heat flux probe, mounting sleeve and installed aluminum wafer
Both the clean and sub-wafer temperature profiles advanced with increasing heat flux ramp duration. The clean temperature profiles advanced 3.6 and 6.1ms for heat flux profiles with 5CA and 10CA ramps, respectively. However, the respective sub-wafer temperatures advanced only 1.4 and 2.2ms. The result was an increasing phase delay between the clean and sub-wafer temperature profiles producing progressively lower wafer diffusivity values as the heat flux ramp time was increased.

Although the absolute advances in phasing caused by the ramped heat flux profiles were small, 2.2 and 3.9ms for the 5CA and 10CA ramps, respectively, they were large compared to the phase delay of the 500µm wafer when utilizing the square wave heat flux pulse, 0.85ms. The magnitude of diffusivity reductions calculated from the sub-wafer phase delays with the 5CA and 10CA duration ramps applied to the heat flux profiles were 260% and 460%, respectively. Therefore, the impact of a non-instantaneous heat flux pulse accounted for the absolute level of error experimentally observed with the 500µm aluminum wafer.

Thicker aluminum wafers were also tested with the COSMOS model utilizing the same heat flux pulse profiles shown in Figure 3.10. The sub-wafer temperature profiles
predicted by the COSMOS model for aluminum wafer thicknesses of 500 and 1500µm are shown in Figure 3.11.

![COSMOS Results](image)

Figure 3.11 – The heat flux probe temperature profiles predicted by the COSMOS model for aluminum wafer thicknesses of 500µm and 1500µm with heat flux pulse profiles of various shape

The sub-wafer temperature profile of 1500µm aluminum wafer also experienced an increase in phasing advance from 1.1 to 1.9ms as the view factor induced ramp time of the heat flux profile increased from 5CA to 10CA, respectively. When combined with the aforementioned advance in the response of the clean probe to ramped heat flux profiles, the phase delay associated with the 1500 µm aluminum wafer increased by 2.5ms for the 5CA ramp and 4.2ms for the 10CA heat flux ramps. While these changes to the absolute phase delay of the 1500µm wafer are greater than those experienced by the 500µm wafer, the ideal phase delay of the 1500µm aluminum wafer, as determined by the COSMOS model with an ideal square wave heat flux profile, was 14.5ms, seventeen times that of the 500µm wafer. Accordingly, the diffusivity reductions associated with the non-instantaneous nature of the heat flux pulses with the 1500µm wafer were only 17% and 30%, respectively, for the 5CA and 10CA heat flux ramps. Thus, COSMOS modeling of
the non-instantaneous heat flux pulse has matched the experimental behavior of Figure 3.7 in both the absolute level of diffusivity underprediction and the trend of decreasing diffusivity error with increasing wafer thickness.

To minimize the impact of the non-instantaneous heat flux pulse on the ex-situ results, the radial cutouts of the chopping wheel were tripled in size and the wheel was spun at three times the previous speeds, Figure 3.12. This hardware alteration maintained the heat flux pulse duration while reducing the time domain duration of the view factor ramp up and ramp down process. All ex-situ testing reported in the subsequent sections of this work utilized this upgraded hardware.

3.3.2 Impact of Sample Thickness and Chopping Wheel Speed on Ex-Situ Diffusivity

The five different thicknesses of 6061-T6 aluminum produce an average diffusivity value of $4.7 \times 10^{-5} \text{ m}^2/\text{s}$, three percent less than the lower bound of the expected
range \((4.84 \times 10^{-5} \text{ m}^2/\text{s})\) and twenty percent less than the mean of the expected range \((5.87 \times 10^{-5} \text{ m}^2/\text{s})\). Figure 3.13 shows the calculated diffusivities for all five aluminum wafer thicknesses. The ex-situ diffusivity values exhibit no dependence on sample thickness. Each data point in Figure 3.13 represents the average of 400 individually calculated diffusivity values. There are three 400 pulse data points displayed for each wafer thickness at each chopping disk speed. The average of the \(~38000\) diffusivity values calculated with the aluminum wafers has been plotted as horizontal line and shown relative to the mean of the expected range.

![Figure 3.13 – Diffusivities for aluminum wafers of various thicknesses at different chopping disk speeds](image)

Higher rotational speeds equate to shorter heat flux exposure times and temperature swings of lower amplitude. The relative flatness of the temperature profile for short heat flux pulse durations hampers the selection of a maximum temperature, Figure 3.14. In addition, increasing wafer thickness at any one speed further reduces the
sub-wafer temperature swing, Figure 3.15. Thus, measurements with thick samples at high speed are avoided as selection of a maximum temperature becomes difficult.

Figure 3.14 – Normalized temperature traces of a clean probe and a probe covered with a 500µm aluminum wafer at various chopping disk speeds (in rpm)

Figure 3.15 – Normalized temperature trace for a clean probe and sub-wafer temperature traces for various aluminum wafer thicknesses at a constant chopping disk speed of 600 rpm exhibiting the loss of amplitude for large thicknesses
3.3.3 Impact of Radiation Transparency on Ex-Situ Diffusivity

Initial tests with the alumina and zirconium wafers revealed a partial transparency of these materials to the radiative heat flux. The sub-wafer temperature profile shown in Figure 3.16 had no measurable phase delay relative to the clean temperature signal. Additionally, the heat flux profiles of clean and wafer covered probes exhibited nearly identical phasing, Figure 3.16. Other researchers have noted the semi-transparent behavior of similar ceramics [96]-[99].

Pores within a ceramic layer can significantly alter the heat transfer behavior of a coating by absorbing the transmitted radiation and acting as internal radiation sources, increasing the total heat transfer through the coating [100]. However, the monolithic construction of the calibration wafers used in this study minimizes the included porosity. In addition, internal radiation within a ceramic layer has been proven minimal at temperatures below 400ºC by [100] and [101]. Thus for the temperature ranges of this work, the ex-situ radiation pulse transfers heat directly through the wafer sample without graphite, and the influence of porous absorption and re-radiation is negligible.

Application of a graphite aerosol [100] to the surface of the ceramic wafers created an opaque layer which minimized transmission and reflection of the incident radiation. Figure 3.16 shows sub-wafer temperature and heat flux traces with the graphite aerosol applied. A clear phase delay is now present in both the sub-wafer temperature and heat flux profiles suggesting that transmission has been reduced.

The mean sub-wafer temperature increased by 7.5ºC from 78.2 to 85.7ºC due to graphite application, creating the higher peak heat transfer exhibited by the “sub-wafer with graphite” heat flux trace in Figure 3.16. While ceramics have been shown to exhibit a decrease in reflectivity as temperatures increase beyond 1300K [100] and [102], the ex-situ environment kept the ceramic temperatures under 400K, well below the 1300K temperature threshold. Therefore, the 33% increase in absorbed radiation with graphite
applied was attributed to reduced reflectivity at the ceramic surface due to the graphite application and not to changes in the optical properties of the ceramic itself.

The influence of aerosol graphite on the response of a bare heat flux probe (a probe without a wafer covering the junction) was also tested. Figure 3.17 shows the measured temperature traces for a bare heat flux probe and a probe coated with aerosol graphite. The graphite coated probe experienced a larger temperature swing due to increased radiation absorption of the probe surface. No phasing change was measured due to the graphite application indicating that the phasing of the graphite coated temperature trace is within 12μs of the phasing of the bare temperature trace. (The temporal resolution for a chopping wheel speed of 1400rpm with 0.1CA resolution is 12μs.) For the comparison shown in Figure 3.16 and throughout this work, the traces named “clean” denote the response of a heat flux probe with aerosol graphite applied to its surface but without a calibration wafer, CCD or thermal barrier coating covering the temperature measurement junction.
The application of the graphite to the surface of a bare heat flux probe accumulates an average thickness of 0.8µm with a standard deviation of 0.5µm from a sample of twelve Dualscope thickness measurements. Additionally, the impact of graphite application on the measured wafer thicknesses is shown in Table 3.2. The average thicknesses and standard deviations displayed for each wafer are from twelve Dualscope thickness measurements. On average, the application of graphite to the wafer surface adds 3µm to the measured wafer thickness.
Table 3.2 – The impact of heat sink grease sub-layer and graphite surface treatment on installed wafer thicknesses as measured by the Fischer Dualscope

<table>
<thead>
<tr>
<th>Material</th>
<th>Thickness/Standard Deviation [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Plain</td>
</tr>
<tr>
<td>Aluminum</td>
<td>544/10</td>
</tr>
<tr>
<td></td>
<td>1029/17</td>
</tr>
<tr>
<td></td>
<td>1595/8</td>
</tr>
<tr>
<td></td>
<td>2174/12</td>
</tr>
<tr>
<td>Zirconium</td>
<td>104/4</td>
</tr>
<tr>
<td></td>
<td>168/8</td>
</tr>
<tr>
<td></td>
<td>225/10</td>
</tr>
<tr>
<td></td>
<td>277/15</td>
</tr>
<tr>
<td>Alumina</td>
<td>104/2</td>
</tr>
<tr>
<td></td>
<td>167/6</td>
</tr>
<tr>
<td></td>
<td>223/9</td>
</tr>
<tr>
<td></td>
<td>274/11</td>
</tr>
</tbody>
</table>

Table 3.2 – The impact of heat sink grease sub-layer and graphite surface treatment on installed wafer thicknesses as measured by the Fischer Dualscope

3.3.4 Ex-Situ Diffusivity Accuracy with Ceramic Materials

The alumina and zirconium wafers were fabricated with nominal thicknesses of 100, 150, 200, and 250µm. The sub-wafer temperature traces for like wafer thicknesses at the same speed are compared in Figure 3.18. As the diffusivity of the wafer material decreases, the sub-wafer temperature swing decreases and limits the ability to ascertain the peak temperature. Thus, materials with lower diffusivities have a lower speed threshold for accurate measurements.

The diffusivities obtained for all three wafer materials are shown in Figure 3.19. The different shapes and colors of the points plotted for any one material correspond to different wafer thicknesses. (There are five thicknesses of aluminum wafer and four thicknesses each for alumina and zirconium.) Each point plotted is obtained from 400 individual diffusivity values calculated from 400 sequential temperature traces.

The average diffusivities of each material are shown as horizontal dashed lines and were computed from the individual pulse diffusivities at all thicknesses and all
speeds. For comparison purposes, the solid lines show the mean diffusivity of the expected range for each material.

Figure 3.18 – Clean and sub-wafer temperature traces for like thicknesses of alumina and zirconium ceramic at a constant chopping disk speed of 600 rpm

Figure 3.19 – Diffusivities for all thicknesses of the three wafer materials and their sample averages (black dashed lines) relative to the mean of the expected diffusivity range for each material (solid green lines)
The ex-situ diffusivity values show no trend with sample thickness for any material tested. The radiation chamber underpredicts the average diffusivities for aluminum, alumina and zirconium. The sample average diffusivity for zirconium is $0.80 \times 10^{-6}$ m$^2$/s which is fourteen percent greater than the lower bound of the expected range ($0.70 \times 10^{-6}$ m$^2$/s) but sixteen percent lower than the mean of the expected range ($0.95 \times 10^{-6}$ m$^2$/s). The alumina results fared worse on a comparative basis due to the relatively narrow range of expected value for the alumina wafers. The sample average diffusivity value, $6.4 \times 10^{-6}$ m$^2$/s, is thirty one percent below the lower bound of the expected range ($9.3 \times 10^{-6}$ m$^2$/s) and thirty six percent below the mean of the expected range ($1.0 \times 10^{-5}$ m$^2$/s). Figure 3.20 illustrates the comparison of the sample averages calculated from the radiation chamber with the expected diffusivity values. The error bars on the radiation chamber results represent the standard deviation of the ~38000 individual diffusivities calculated for each material while the error bars on the expected data depict the extremes of the expected value range for each material.

![Figure 3.20](image-url)  

Figure 3.20 – Ex-situ diffusivities and their standard deviations compared to the mean expected values and the range of expected values as provided by various texts
While the heat sink grease promotes consistent contact at the wafer-probe interface and minimizes air gaps, the conductivity of the thermal grease is only 0.75 W/mK [96], which is less than the conductivity for all the wafer materials [88]. Thus, the thin layer of grease beneath each wafer (2µm on average) increases the measured temperature phase lag and creates a consistent diffusivity underprediction for all wafers.

3.3.5 Accuracy Evaluation Conclusions

A thermal radiation chamber has been developed for the non-destructive determination of CCD thermal diffusivity. To demonstrate the accuracy of the device and methodology, wafers of various thicknesses were fabricated from materials of known thermal properties and installed over the surface temperature measurement junction of a heat flux probe. Measures were taken to minimize contact resistance, surface reflection, and radiation transparency of the calibration materials.

The thickest calibration wafers yielded smaller data sets during sweeps of heat flux pulse duration due to the increasing difficulty in ascertaining the peak temperatures as the heat flux impulse durations were shortened. Likewise, materials of lower diffusivity reduce the temperature swing measured beneath the material and limit the sample size during pulse duration sweeps.

With these tendencies as guidelines for data collection, the diffusivities calculated by the device and methodology proved to be independent of material thickness. The wafer diffusivities exhibited a slight but consistent underprediction for all three materials tested. Residual contact resistance remaining after application of the heat flux grease at the wafer-probe junction increases the measured temperature phase lag, decreasing the diffusivities of all the calibration wafers.
CHAPTER 4

THERMAL DIFFUSIVITY OF COMBUSTION CHAMBER DEPOSITS

The improvements to the dynamic radiation chamber’s measurement technique and the establishment of its accuracy in the previous chapter allow confident collection of ex-situ CCD diffusivity data for various sample thicknesses during a passive conditioning cycle. The environmental differences between the ex-situ and in-situ setups can then be exploited to examine the impact of CCD morphology on the diffusivity of CCD through a comparison of the ex-situ and in-situ diffusivity values.

4.1 Analysis of Combustion Chamber Deposit Accumulation

A passive conditioning cycle was conducted by allowing the engine to operate at a single point within the HCCI operational space (11mg$_{\text{fuel}}$, 20:1 A/F, WOT, 90$^\circ$C $T_{\text{intake}}$, 95$^\circ$C $T_{\text{oil}}$ and $T_{\text{coolant}}$) with the RD3-87 reference fuel described in Chapter 2. This passive operation allows analysis of CCD accumulated over time, which have not been subjected to the drive cycle dependent impact of burn-off and re-accumulation.

During the passive conditioning cycle, the cylinder head heat flux probes were periodically removed and tested within the radiation chamber to determine the ex-situ diffusivity. Table 4.1 shows the points of stoppage during the passive conditioning cycle and the corresponding CCD thicknesses on each cylinder head probe as measured by the Fischer Dualscope. Twelve thickness measurements were obtained in a circular pattern.
on the probe area immediately surrounding the measurement surface and averaged. The standard deviation of these measurements is also reported in Table 4.1.

Obtaining thickness measurements directly on the temperature measurement surfaces of the cylinder head heat flux probes was intentionally avoided to protect this crucial portion of CCD morphology from contact with the Fischer Dualscope. However, the thicknesses averaged from the immediately surrounding area of the probe housing have low standard deviations, providing sufficient confidence that the CCD thickness at the measurement junction has been accurately represented.

<table>
<thead>
<tr>
<th>Engine Run Time [hours]</th>
<th>Probe Location</th>
<th>Combustion Chamber Deposit Thickness [µm]</th>
<th>Std. Dev. [µm]</th>
<th>Std. Dev. [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>H1</td>
<td>24</td>
<td>4</td>
<td>17</td>
</tr>
<tr>
<td>10</td>
<td>H2</td>
<td>23</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>14</td>
<td>H1</td>
<td>28</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>14</td>
<td>H2</td>
<td>25</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>18</td>
<td>H1</td>
<td>29</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>18</td>
<td>H2</td>
<td>27</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>22</td>
<td>H1</td>
<td>31</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>22</td>
<td>H2</td>
<td>31</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>26</td>
<td>H1</td>
<td>33</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>26</td>
<td>H2</td>
<td>41</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>30</td>
<td>H1</td>
<td>40</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>30</td>
<td>H2</td>
<td>48</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>33</td>
<td>H1</td>
<td>42</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>33</td>
<td>H2</td>
<td>64</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>35</td>
<td>H1</td>
<td>50</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>35</td>
<td>H2</td>
<td>66</td>
<td>6</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 4.1 – CCD thicknesses and standard deviations at the various stopping points of the passive conditioning cycle

Figure 4.1 and Figure 4.2 show the CCD accumulation at each of the stopping points within the passive conditioning cycle. The initial stage of CCD growth (through ~30µm) generates a visually sparse CCD layer with round nodules protruding from the surface. This protruding topography is yellow-brown in color when compared to the
typically grey-black CCD and can most clearly be seen in the 25, 27, and 31µm photos within Figure 4.2.

Figure 4.1 – Thickness progression on cylinder head heat flux probe #1

CCD accumulation is denoted “sparse” for thicknesses less than 30µm due to the visibility of the temperature measurement surface through the CCD layer. The temperature measurement surface is the smallest of the concentric circles shown in Figure 4.1 and Figure 4.2. In addition, for CCD thicknesses less than 30µm, the fluorescent light source used to illuminate the CCD surface for photographic purposes reflects back to the camera from the steel of the probe body and mounting sleeve. These observations are
qualitative indications that line-of-sight pathways exist, which pass directly through the CCD layer for CCD thicknesses less than ~30 µm.

![Figure 4.2 – Thickness progression on cylinder head heat flux probe #2](image)

The temperature measurement surfaces of the cylinder head heat flux probes become completely obstructed from the camera view by between 30 and 40µm of CCD accumulation. CCD thicknesses greater than 40µm are black in color with very few yellow colored topographical features, starkly contrasting the appearance of CCD layers less than 30µm in thickness.
The gaps between CCD clumps give CCD layers of less than 30µm ("thin" CCD layers) their sparse appearance. However, the standard deviations of the CCD thickness measurements shown in Table 4.1 are insensitive to CCD thickness for the entire range of CCD thickness accumulation. This fact illustrates that the sparse nature of CCD layers less than 30µm in thickness does not impact the Fisher Dualscope measurements. If the gaps were larger than the Dualscope’s probe tip, the Dualscope would slip into these gaps during some of the multiple thickness measurements, making the standard deviation of the thickness measurements very large for the sparsely distributed CCD of less than 30µm. Instead, the Dualscope probe spans the gaps of the CCD layer during the thickness measurement process, see Figure 4.3. The physical dimensions of the Dualscope probe tip provide a maximum width for the gaps in the thin CCD layer. Accordingly, the gaps which provide a line-of-sight through the CCD layer for CCD thicknesses less than 30µm are assuredly less than 0.050” (1.27mm) in width.

Figure 4.3 – Sectional schematic of the CCD coated cylinder head heat flux probe illustrating gaps in CCD during initial accumulation
4.2 Ex-situ and In-situ Diffusivities of Combustion Chamber Deposits

The ex-situ radiation chamber has been specifically designed to duplicate the in-situ environment in the magnitude of duration of the heat flux to which the CCD coated probes are exposed. If the in-situ impact of CCD is purely thermal, then the ex-situ and in-situ diffusivities will be the same. This section will introduce both the ex-situ and in-situ diffusivity results, both their similarities and differences.

4.2.1 Ex-situ Combustion Chamber Deposit Diffusivity

At each of the stopping points during the passive conditioning cycle, the cylinder head heat flux probes were tested in the radiation chamber to determine the ex-situ diffusivity of the CCD. Figure 4.4 shows the ex-situ diffusivity trend versus thickness on a linear scale. Each data point is an average of 2400 diffusivity values each calculated from an individual heat flux pulse. The ex-situ diffusivity data was taken in sets of 400 pulses at six different heat flux pulse durations (creating different amplitude temperature swings beneath the CCD). The vertical error bars represent the standard deviation of the 2400 individual pulses at each CCD thickness while the horizontal error bars represent a standard deviation of the twelve thickness measurements taken with the Fisher Dualscope.

Progressing toward thinner CCD from the right along the ex-situ data trend, the measured sub-CCD temperature phase lags for CCD samples quickly drop orders of magnitude from $2 \times 10^{-3}$ seconds for 40µm CCD to $4 \times 10^{-5}$ seconds for 28µm CCD. Temporal measurement resolution for the radiation chamber ranges from $2.1 \times 10^{-5}$ seconds per measurement at a chopping wheel speed of 800 rpm to $1.2 \times 10^{-5}$ seconds per measurement at 1400 rpm. Thus, for CCD samples less than 30µm, the measured phase lag of the CCD is close to the measurement resolution of the radiation chamber, creating large standard deviations in the diffusivity values.
A power law trend line has been fit through the data similar to the method utilized by Güralp [11], [13]. Initially, this trend appears to describe the raw data well, but when viewed on a log scale, Figure 4.5, shortcomings of this fit become obvious.

Because the ex-situ diffusivity values span nearly four orders of magnitude, the regression calculation used to determine the power fit is more sensitive to the accuracy of the higher order diffusivity values. Residual values can be large on a percentage basis for the lower order diffusivity values (at large CCD thicknesses) and still add little to the sum squared of residuals in the overall regression calculation. To avoid this quagmire, two separate fits have been employed in Figure 4.6.
Figure 4.5 – Ex-situ CCD diffusivity plotted on a log scale to illustrate the shortcomings of a single power law fit

Figure 4.6 – Comparison of single and piecewise trends describing ex-situ CCD diffusivity
4.2.2 In-Situ Combustion Chamber Deposit Diffusivity

The ex-situ diffusivity values for CCD of lower thicknesses are orders of magnitude higher than those seen in-situ by previous researchers [11], [49], whose calculated diffusivities fell between 0.8 - 4.5x10^{-7} m^2/s. This investigation also measured in-situ diffusivity at each stopping point during the passive conditioning cycle. During the in-situ measurements, the engine was operated with reduced intake temperature to counteract the phasing advance caused by CCD accumulation, Figure 4.7. By removing the advance in combustion caused by CCD accumulation, it becomes a certainty that any remaining phase delay seen in the sub-CCD temperature traces is due only to the insulating effect of the CCD. This compensation technique was previously employed by [11], [13], and allows the utilization of the aforementioned diffusivity calculation methodology and calculation of in-situ CCD diffusivity via Equation 1.2.

Figure 4.7 – Intake temperature compensation technique developed by Güralp et al. [13]

The in-situ trend of CCD diffusivity taken at these compensated firing points is shown in Figure 4.8. The temperature phasing delay for each probe at each CCD
thickness was calculated by comparing the temperature traces recorded with a clean combustion chamber to the temperature traces recorded during intake temperature compensated operation before each stopping point. Temperature traces from two hundred consecutive engine cycles are recorded for both the clean and CCD coated cases.

While the engine combustion at each stopping point was phased to be equivalent to that of the clean chamber for the ensemble average pressure trace, the ensemble based compensation does not guarantee that the heat transfer each probe is subjected to at each individual cycle is identical for the clean and CCD coated cases. Instead of calculating diffusivities based on the phasing difference between individual clean and CCD coated temperature traces, the ensemble averages of the clean and CCD coated temperature traces are utilized. Therefore, the in-situ CCD diffusivity error bars are omitted. This technique has been previously employed by Güralp et al [13].

![CCD Diffusivity versus Thickness](image)

Figure 4.8 –Diffusivities calculated from ex-situ and in-situ (firing) testing
The ex-situ and in-situ firing diffusivity trends are divergent for CCD thicknesses less than 40µm. The divergence of the two data sets is not related to the assumption of the diffusivity calculation methodology because the behavior is apparent in the measured temperature and calculated heat flux traces, Figure 4.9.

Figure 4.9 – In-situ (firing) and ex-situ temperature and heat flux traces at selected CCD thicknesses illustrating the differences in phasing behavior between ex-situ and in-situ
The ex-situ temperature and heat flux traces undergo a significant transformation in both shape and phase delay that initiates between the 31µm and 40µm cases. Ex-situ temperature traces for CCD less than 30µm qualitatively exhibit no temperature phase delay in the maximum of the temperature signal. For the thinnest case (24µm), the in-situ firing temperature trace experiences a phase delay of 2.29ms while no phase delay was measured ex-situ. The 2.29ms phase delay experienced in-situ should easily be measurable with the worst-case ex-situ temporal resolution of 21µs (corresponding to 0.1 CA resolution at a chopping wheel speed of 800 rpm).

Through analysis of the measured temperature traces, the divergence of the ex-situ and in-situ diffusivity trends has been proven to be a physical phenomenon. However, the ex-situ and in-situ measurement setups have several differences which must be investigated as possible sources of the divergent diffusivity trends. The factors to be investigated in the subsequent sections are: the interaction of compressed air with the CCD morphology, the interaction of fuel with the CCD morphology and the impact of differing heat transfer modes on CCD diffusivity.

4.3 The Effect of Compressed Air on Combustion Chamber Deposit Diffusivity

One difference between the ex-situ and in-situ experimental setups is the role of compressed air. In-situ CCD are exposed to a compressed air environment on the order of 40 bar during firing engine operation while the radiation chamber exposes the CCD to nitrogen at slightly more than atmospheric pressure. Researchers have shown the impact of material porosity on effective thermal properties due to the differences between the substrate material and the substance occupying the pores [93] - [95]. Additionally, gas is known to permeate the porosity of thermal barrier coatings [92]. Based on these precedents, the porous morphology of the CCD could contain trapped compressed air
during the in-situ experiments while only containing low pressure gas during ex-situ testing, providing an opportunity for dissimilar diffusivity results.

Equation 4.1 [93] relates the effective thermal conductivity of a porous substance, \( k_e \), with porosity fraction \( \Phi \), where \( k_s \) is the conductivity of the substrate material and \( k_p \) is the conductivity of the material filling the pores.

\[
k_e = k_p \Phi k_s^{(1-\Phi)}
\]  

(4.1)

Woodside’s equation was used in conjunction with air properties at both 1 bar and 40 bar from the Chemical Engineer’s Handbook [104] to generate trends of conductivity versus porosity fraction, Figure 4.10. The absolute substrate conductivity value for HCCI CCD is unknown and was therefore approximated from the work of Nishiwaki [48]. However, this assumed CCD conductivity value merely changes the y-intercept of the conductivity trend. Woodside’s equation produces curves which are self similar in shape whose endpoints are fixed by the specified conductivities of the two constituents.

Two different CCD substrate conductivity values are utilized in Figure 4.10, 0.2 and 2.0 W/(mK). Regardless of the value utilized for CCD conductivity in the correlation, filling the CCD porosity with 40 bar compressed air rather than atmospheric air has a maximum of 2.0% impact on the effective CCD conductivity at 99% porosity. However, for more realistic porosity fractions of less than 0.50, the impact of compressed air alters CCD conductivity values less than a single percent.

At first glance, this result may appear contradictory to the work of Rätzer-Scheibe and Schulz who noted as much as a 10% change in the conductivity of yttria stabilized zirconium coatings at different pressures [103]. However, their experiments tested ceramic samples at a much higher temperature, 1100ºC, and altered the pressure from a vacuum to 1bar of argon gas. Thus, their results reflect a change from evacuated pores to pores filled with argon at high temperature rather than two positive pressures with the same substance at a relatively low temperature.
The effective conductivities from Figure 4.10 were used in conjunction with Equation 4.2 to generate trends of effective CCD diffusivity, $\alpha_e$, versus porosity fraction, $\Phi$, where $\rho_p$ and $C_p$ are the density and heat capacitance of the air filling the pores and $\rho_s$ and $C_s$ are the density and heat capacitance of the CCD substrate, Figure 4.11. The heat capacitance and density for atmospheric and 40 bar air were taken from [104] while the value for $\rho_sC_s$ was calculated from a CCD diffusivity value of $2.0 \times 10^{-7}$ m$^2$/s (a value which is within the diffusivity ranges of [11], [48] and [49] as well as the ex-situ results) and the assumed values of $k_{CCD}$ mentioned above.

$$\alpha_e = \frac{k_e}{(\Phi \rho_p C_p + (1 - \Phi) \rho_s C_s)}$$ (4.2)
As with effective conductivity, the effective CCD diffusivity is virtually unaltered by the use of compressed air rather than atmospheric air within the pores. The diffusivity was altered by a maximum of 0.7% across the entire range of porosity fraction. Thus, the pressure differences between the in-situ and ex-situ measurement environments did not create the significant differences between the measured in-situ and ex-situ diffusivity values.

### 4.4 The Impact of Fuel on Combustion Chamber Deposit Diffusivity

A second point of difference between the in-situ and ex-situ measurement environments is the presence of fuel in-situ. In-situ motoring operation is devoid of fuel, which allows comparisons between in-situ firing and in-situ motoring to indicate the impact of fuel interaction with the CCD morphology on diffusivities calculated in-situ. The impact of fuel can be successfully isolated by this comparison because differences in compression between the motoring and firing in-situ operation fall within the range of...
pressures examined in the preceding section, and therefore will wield no influence on the comparison of motoring and firing in-situ diffusivities.

Figure 4.12 displays the sub-CCD temperature and heat flux profiles for select thicknesses from the in-situ motoring and in-situ firing data sets. Both in-situ data sets experience trend-wise similarity in the sub-CCD temperature and heat flux response across the entire CCD thickness spectrum.

Figure 4.12 – In-situ motoring and in-situ firing temperature and heat flux traces for select CCD thicknesses
As with the in-situ firing operation, the in-situ motoring diffusivities were calculated from ensemble average temperature traces taken during clean operation and subsequent CCD coated operation. The ensemble averages were calculated from 200 individual temperature traces measured during consecutive cycles. Figure 4.13 and Figure 4.14 show the diffusivities calculated during in-situ motoring operation relative to the ex-situ and in-situ firing diffusivity values on logarithmic and linear scales, respectively. The motoring and firing in-situ data sets are overlapping and have power function fits which converge for CCD thicknesses greater than \( \sim 45\mu \text{m} \). Quantitatively, the difference between the in-situ firing and motoring data averages 7.7%. The maximum difference between the data sets occurs for the thinnest CCD tested and has a magnitude of 20%. The in-situ data, with motoring and firing points combined into one data set, produces a trend which splits the difference between the motoring and firing trends, and is shown in Figure 4.15. The error bars have been removed from Figure 4.15 for visual clarity.

Figure 4.13 – In-situ motoring, in-situ firing and ex-situ diffusivities plotted on a log scale and illustrating the similarity of in-situ motoring and firing data
Figure 4.14 – In-situ motoring, in-situ firing and ex-situ diffusivities plotted on a linear scale and zoomed to highlight the similarity of in-situ motoring and firing data.

Figure 4.15 – In-situ (all) trend produced through combining both in-situ data sets together produces plotted with the individual data sets.
With less than an eight percent difference between the motoring and firing in-situ data, it can be safely stated that the fuel interaction with CCD morphology does not yield a significant impact on CCD diffusivity on the cylinder head probes. Therefore, the difference between diffusivities determined ex-situ and in-situ cannot be attributed to the presence of fuel in-situ.

4.5 The Impact of Heat Transfer Mode on Combustion Chamber Deposit Thermal Diffusivity

The last significant disparity between the in-situ and ex-situ environments is the heat transfer mode used to deliver the heat flux pulse to the cylinder head probes. The ex-situ environment utilizes radiation to deliver the heat flux while in-situ relies on convection and conduction. Differences between in-situ firing and motoring heat transfer modes are assumed to be of little consequence to CCD diffusivity on the cylinder head probes due to the aforementioned similarity of their calculated diffusivities.

4.5.1 Peak Temperature Phase Delay Analysis

In order to facilitate a more productive discussion regarding the impact of heat transfer mode on CCD diffusivity it becomes useful to take a step backward in processing from the diffusivity values. Figure 4.16 shows the measured peak temperature phase delays used to calculate the previously shown ex-situ and in-situ diffusivities. In the time domain, the temperature phase delay has a strong linear correlation to CCD thickness. As with the diffusivities calculated from these phase delays, the firing and motoring in-situ data have linear which overlap. As discussed in the previous section, the two in-situ data sets are taken together and fit with a single trend as shown in Figure 4.17.
A portion of the ex-situ phase lag data has a linear trend with CCD thickness. This linear portion of the data begins between 30-40µm, which is the same region of CCD thickness where the ex-situ diffusivity trend was noted to have changed significantly. The linear portion of the ex-situ data is very similar in slope but shifted from to the two in-situ trends. The in-situ trend is $y=2.16E-4(x)-2.99E-3$ and ex-situ linear trend is $y=2.02E-4(x)-5.67E-3$, where $y$ is sub-CCD phase delay in seconds and $x$ is CCD thickness in
micrometers. However, the ex-situ data is non-linear at CCD thicknesses less than 30µm. While the analysis of CCD peak temperature phase delay is similar to that of the CCD diffusivities, the linear nature of the phasing trends better facilitates comparisons in heat flux mode response of the CCD.

4.5.2 Partial Transparency of Combustion Chamber Deposits to Radiation Heat Flux

Semi-transparent response of other substances to the ex-situ radiation pulse has been addressed by this work in earlier chapters. During calibration testing, the impact of transparency was mitigated through the application of a graphite aerosol spray to the surface of the calibration wafers. The aerosol spray is initially wet when applied and quickly dries. Due to concerns that this wet-when-applied aerosol spray could wick into any interconnected porosity network within the CCD and alter diffusivity values measured later during the accumulation process, no graphite was applied to the CCD during the passive conditioning. However, due to the significant difference between ex-situ and in-situ measurements at low CCD thicknesses, additional HCCI operation was conducted to accumulate a CCD layer within the sub 30µm thickness range which exhibited the nonlinear peak temperature phase delay. This additional round of CCD accumulation provided ex-situ measurement points for which the ex-situ CCD diffusivity could be determined first without, and then subsequently with, graphite applied to the surface.

Figure 4.18 shows a comparison of ex-situ temperature and heat flux traces with and without graphite applied to the CCD surface. The applied graphite induces an increase in sub-CCD temperature phase delay indicating a partial transparency of the CCD to the ex-situ radiation pulse. A corresponding phase shift is also apparent in the rise and fall of the heat flux trace. The cumulative heat fluxes for these two cases are
within 2.5%, indicating that any change in absorption experienced by the CCD due to the application of graphite is minimal.

Figure 4.18 – Impact of graphite applied to CCD surface on sub-CCD temperature and heat flux

The magnitude of the phase delay increase is readily apparent when the open and closed diamonds of Figure 4.19 are compared. Minimizing the transparency of CCD to the ex-situ radiation source by applying graphite to the surface has provided a shift towards the in-situ phase delay trend. The application of graphite increased the phase delay of the 24µm CCD sample by 38µs, an increase of 81%, while the 26µm CCD sample saw its phase delay increase by 71µs, an increase of 90%. Thus, the shift in phasing created by minimizing CCD transparency is not constant in magnitude or percentage for this limited sample.

The shift in temperature phasing created by graphite application reduced the diffusivities of the 24µm and 26µm CCD samples by nearly two orders of magnitude (factors of 82 and 87, respectively), but still does not provide the full shift necessary to match these ex-situ points to the in-situ results. The diffusivity reductions can be seen in Figure 4.20.
Figure 4.19 – The increase in sub-CCD temperature phase delay caused by minimizing CCD radiation transparency with graphite

Figure 4.20 – The shift in ex-situ diffusivity caused by minimizing radiation transparency through the application of graphite to the CCD surface
The impact of transparency on sub-CCD temperature phase delay and CCD diffusivity was not constant for the two points tested and may be a function of CCD thickness. However, with the limited graphite coated data, it is difficult to fully quantify the impact of partial radiation transparency on the ex-situ results. In the absence of more results, the impact of transparency was assumed to be a time constant whose magnitude was set to the average of the two points tested, 50µs. This time constant was added to the ex-situ CCD temperature phase lag across the entire CCD thickness spectrum, producing a shift in the sub-CCD temperature phase and CCD diffusivity trends which are shown in Figure 4.21 and Figure 4.22, respectively. While the application of graphite provides additional temperature phase delay indicating that transparency plays a role in the difference between ex-situ and in-situ results it is clear that other factors are still influencing the ex-situ results.

Figure 4.21 – Temperature phase lag with constant impact of transparency applied to ex-situ results
4.5.3 Penetration of Radiation into the Morphology of Combustion Chamber Deposits

The discussion presented earlier in this chapter utilized Figure 4.3 and surmised that gaps between the initial clumps of CCD were small enough to not influence the measured CCD thickness. However, these gaps provided a line of sight directly through the CCD to the temperature measurement surface of the heat flux probes as shown in Figure 4.23.

The insensitivity of sub-CCD temperature phase delay to CCD thickness for CCD less than 30µm indicates that a portion of the radiation pulse penetrates through the porosity network in a line-of-sight fashion directly to the temperature measurement surface. Contrarily, the in-situ results report a phase delay for these same CCD layers. This confirms that the length scale of the convection currents within the chamber is larger than the maximum gap width of 1.27mm as previously determined from the physical
dimensions of the Fischer Dualscope. Thus, because the in-situ convection cannot penetrate into the gaps, the CCD appear as a solid wall.

Convection is driven by flow and temperature gradients which have both been shown to have length scales large enough to prohibit penetration into the CCD gaps through the experimental findings of other researchers [105], [106]. The investigation of Dronniou and Dec focused on HCCI thermal stratification and revealed cold pockets within the combustion chamber near TDC on the millimeter scale [105]. Funk et al. determined that mixing lengths within a combustion chamber were greater than 4.0mm although they suggested that mixing could occur down to the scale of ~1.0mm [106].

As CCD continue to accumulate, some of the line-of-sight pathways, which previously extended straight to the temperature measurement surface, have now been blocked, Figure 4.24. The measured ex-situ sub-CCD temperature traces and their corresponding sub-CCD temperature phasing remain insensitive to the increased CCD accumulation through thicknesses of ~30µm, indicating that some gaps in CCD formation continue to provide direct pathways for radiation to reach the temperature measurement surface. Although some of the line-of-sight pathways no longer extend directly through the CCD to the temperature measurement surface, they still provide avenues which allow some of the ex-situ radiation to penetrate part of the way through the CCD thickness.
Figure 4.24 – CCD accumulation schematic for thicknesses less than ~30µm illustrating the continued impact of the sparse CCD distribution

The change in ex-situ sub-CCD temperature phase delay behavior that occurs at CCD thicknesses between 30 and 40µm in Figure 4.16 can be attributed to the elimination of all gaps which provide a direct path through the entire thickness of the CCD. Qualitative examination of Figure 4.1 and Figure 4.2 reinforce this conclusion as the circular outline of the temperature measurement surface is no longer visible in this range. Additionally, the ex-situ sub-CCD temperature phase delay becomes sensitive to CCD accumulation in this thickness range and begins its linear relationship with CCD thickness. With the elimination of these line-of-sight pathways directly to the measurement surface, all of the ex-situ radiation pulse now passes through some thickness of CCD before reaching the measurement surface, Figure 4.25.

Figure 4.25 – CCD accumulation schematic for thicknesses from 30-40µm where the entire temperature measurement surface is now coated with CCD
As CCD accumulate to thicknesses greater than 40µm, some ex-situ radiation finds the gaps in the surface of the CCD layer and penetrates partially through the thickness, Figure 4.26. Due to the linear nature of the ex-situ temperature phase delay in this CCD thickness range, shown in Figure 4.16, the effect of radiation penetration is assumed to be constant versus thicknesses.

![Figure 4.26 – CCD accumulation schematic for thicknesses >40µm exhibiting the penetration of radiation into the porosity of the CCD](image)

To quantify the penetration of the ex-situ heat flux pulse into the porosity network of CCD, the linear portion (>30µm) of the transparency compensated ex-situ phase delay data is shifted to match the in-situ phase delay trend. The average thickness separating the ex-situ data from the in-situ trend was found to be 13µm. The shifted ex-situ phase delay curve is shown in Figure 4.27 and the impact of shifting the curve on the ex-situ diffusivity trend in shown in Figure 4.28. This shift establishes the penetration of the radiation pulse into a relatively thick, full coverage CCD layer at 13µm.
Figure 4.27 – Shifting the ex-situ phase delay curve to quantify the penetration of radiation into the CCD

Figure 4.28 – Effect of Shifting the Ex-Situ Phase Delay on the Ex-Situ Diffusivity Data

The length units accompanying this radiation penetration shift can be misleading. The 13µm shift of the ex-situ phase delay data encompasses the impact of both the number of pores present on the surface of the CCD and the depth of those pores, which,
taken together, represent the effective porosity of the CCD layer. The radiation penetration shift signifies the thickness of CCD whose phase lag has been negated by the penetration of radiation into the effective porosity of the CCD during ex-situ testing. Deeming this shift a “radiation penetration factor” and tracking it for both CCD and thermal barrier coatings gives an indication of the effective porosity of each substance as seen by the combustion chamber gases. In addition, since the radiation penetration factor was determined by comparing the CCD response to radiation relative to convection, it lends itself toward application in the diesel combustion industry both as an indicator of CCD porosity and in quantifying the amount of radiation heat transfer present in-situ.

The shape of the ex-situ sub-CCD temperature phasing trend was unaltered by the application of the constant radiation penetration factor. The radiation penetration factor only compensates the ex-situ data for the penetration of radiation into a CCD layer having no line-of-sight pathways directly to the temperature measurement surface. It is the sparse nature of the CCD accumulation that provides these line-of-sight pathways and creates the nonlinear shape in the ex-situ sub-CCD phase delay trend for CCD less than 30µm. Compensating for the varying temperature measurement surface area exposed directly to the ex-situ radiation pulse during the initial stages of CCD accumulation (<30µm) has the potential to linearize this portion of the ex-situ trend, but is beyond the scope of this work.

4.6 CCD Diffusivity Conclusions and Contributions

The ex-situ diffusivity data was shown to shift trends in the CCD thickness range of 30-40 micrometers. The ex-situ and in-situ CCD peak temperature phase delay and diffusivity data sets were found to differ significantly for CCD thinner than 30µm.

Analytical investigation showed that CCD diffusivity was not influenced by the pressure differences between the in-situ and ex-situ environments. Because compressed
air was proven a non-factor in the determination of CCD diffusivity, in-situ firing and in situ motoring operation differ only by the presence of fuel.

In-situ firing and motoring results differed by an average of 7%, proving that there was virtually no impact of fuel on CCD diffusivity for the cylinder head probe samples tested. However, it is important to note that these two probe locations are not significantly wetted by the fuel spray. CCD in the bowl, which are exposed directly to the fuel spray and subsequent fuel wetting/pooling, may exhibit different characteristics. Furthermore, the similarity of the in-situ firing and motoring diffusivities provides evidence that radiation is not a significant source of heat transfer during HCCI combustion.

CCD exhibited a partial transparency to the ex-situ radiation pulse, but minimization of this effect through the application of a graphite opacity layer did not fully eliminate the differences between ex-situ and in-situ diffusivity values. The impact of transparency was assumed constant for this work. The transparency impact could not be conclusively proven constant due to the small sample size and limited CCD thickness range of those samples.

The CCD allow penetration of the ex-situ radiation pulse due line-of-sight pathways in their accumulated structure. These pathways were provided by both the porosity of the CCD layer and gaps in the sparse distribution of CCD during accumulation.

During initial CCD accumulation, the pathways and gaps can extend straight to the temperature measurement junction of the heat flux probe, reducing ex-situ phase delays and creating high ex-situ diffusivities for CCD less than 30 micrometers. The convection heat transfer which dominates motoring conditions and HCCI firing operation cannot penetrate into these pathways and simply impinges on the CCD surface. Thus, the in-situ heat flux must traverse the entire thickness of the CCD layer while the ex-situ radiation heat flux experiences the resistance of either a reduced thickness of CCD or no
CCD depending on the area coverage of CCD on the temperature measurement surface. This results in longer sub-CCD phase delays in-situ than ex-situ and the accompanying disparity in diffusivity results. Determining the spatial coverage of the CCD on the temperature measurement surface during the initial stages of CCD accumulation could be used to eliminate the difference between ex-situ and in-situ results for this range of CCD thickness, but is beyond the scope of this study.

As CCD accumulation continues past 40µm, the temperature measurement surface becomes completely covered with CCD. In this thickness regime, the line-of-sight pathways penetrate only part way into the CCD thickness. This again allows some of the radiation pulse to experience the thermal resistance of only a portion of the CCD thickness, but now all of the radiation pulse experiences at least some resistance due to the CCD.

The radiation penetration factor was developed to quantify the impact radiation penetration into a CCD layer with full spatial coverage of the temperature measurement surface. The factor is calculated by shifting the ex-situ sub-CCD phase delay trend to match the in-situ trend. The CCD formed during this study had a radiation penetration factor of 13 micrometers.

The radiation penetration factor encompasses the number of exposed pores and the depth of those pores and can be viewed as an effective porosity measurement. Because the radiation penetration factor is generated by comparing the CCD response to radiation versus convection, it becomes a useful tool to quantify the relative amounts of each heat transfer mode in combustion concepts like diesel which experience significant radiation heat transfer [16]. Additionally, comparing radiation penetration factors between CCD formed under different operating conditions or with different fuels can provide substantial insight into the formation behavior and morphology of the CCD layers. The factor can also be used as a basis for comparing the porosity of CCD to that of different thermal barrier coatings.
CHAPTER 5

DIFFUSIVITY OF THE MAGNESIUM ZIRCONATE THERMAL BARRIER COATING

The thermal properties of flame sprayed ceramics are difficult to quantify. Vendors release a wealth of information about the substrate material and little of the final construct. The final properties of the coating are dependent upon several application variables (amount of coating applied per spray pass, angle of the spray gun to the object, translational speed of each pass, etc). This chapter will focus on determining the thermal diffusivity of the flame sprayed thermal barrier coating, TBC, to allow comparisons between the TBC and CCD. Later chapters of this investigation will address the impacts of the TBC on HCCI combustion and CCD accumulation.

Flame sprayed TBC are known to undergo changes to their thermal properties due to heat cycling and subsequent sintering/densification of the coating [107]-[109]. However, the temperatures necessary to influence the structure of a zirconium-based TBC are above 1100ºC, and the TBC must be exposed to those temperatures for a period of hours [107], [108]. The magnesium zirconate, MgZr, coating used in this study neither reaches the 1100ºC threshold temperature nor sustains that temperature for appropriate time periods to succumb to sintering effects.

The MgZr coating was composed of 76% Zirconium Oxide with 24% Magnesium Oxide infused to stabilize the crystalline structure. The MgZr was chosen for its low conductivity value, ~1.5 W/(m-K) [110]. A TBC thickness of 100µm was selected based on the piston CCD thicknesses observed in previous work [12]. To avoid complications
arising from the extreme difference in thermal expansion coefficients between the substrate material and the MgZr coating, a ~50µm stress relief coating of a nickel alloy was applied beneath the MgZr. The nickel alloy was 75% nickel with the balance composed of aluminum, chrome and yttrium and had a thermal conductivity value near 60W/(m-K).

In order to quantify the thermal properties of the final MgZr coating, a heat flux probe was coated with both the 150µm MgZr and nickel alloy stress relief layer used on the piston. The total thickness of the MgZr-Ni construct measured 210µm. Additionally, a second heat flux probe was coated with just the nickel stress relief layer so that the properties of the nickel layer could be calculated and the relative impact of the nickel layer on the final construct studied. The thickness of the nickel alloy layer was measured to be 60µm. The MgZr-Ni and Ni alloy probes are shown in Figure 5.1.

![Figure 5.1 – Heat flux probes coated with MgZr with a nickel sub-layer (left) and the nickel layer alone (right)](image)

5.1 **Radiation Transparency of the Magnesium Zirconate Coating**

Figure 5.2 shows the ex-situ temperature and heat flux traces for the MgZr coated heat flux probe. No measurable sub-TBC phase delay is present, suggesting that the MgZr layer is semi-transparent and therefore allowing the radiation pulse to pass directly
through the sample. The semi-transparent behavior of similar zirconium coatings has been noted by other researchers [97]-[99].

Graphite aerosol was applied to the surface of the MgZr heat flux probe to mitigate the transparency effect. Figure 5.3 shows the sub-MgZr temperature and heat flux traces with graphite applied to the surface. A distinct phase delay is now present in the temperature trace, which can be used to calculate the diffusivity of the conglomerate MgZr-Ni coating.

The ex-situ diffusivity of the MgZr-Ni coating was calculated, Figure 5.4. Each MgZr data point represents the average of 400 individually calculated diffusivities. There are three data points plotted for each chopping wheel speed. The conglomerate MgZr-Ni diffusivity is similar to that of monolithic zirconium and is greater than any CCD diffusivity calculated from the cylinder head probes in-situ from this work and in [11].
Figure 5.3 – Sub-MgZr temperature and heat flux profiles with graphite applied to minimize transparency

Figure 5.4 – MgZr ex-situ diffusivity calculated using the combined thickness of both the MgZr and Ni alloy coatings
5.2 Removing the Impact of the Nickel Alloy Stress Relief Layer

To isolate the properties of the MgZr, the heat flux probe coated with only the nickel alloy was tested ex-situ with graphite applied to its surface, Figure 5.5. The measured temperature phase delay induced by the nickel alloy is approximately one percent of the total phase delay measured for the MgZr-Ni conglomerate and is therefore negligible.

![Clean and Nickel Alloy Traces](image)

Figure 5.5 – Sub-nickel alloy temperature and heat flux traces illustrating the negligible impact of the nickel alloy stress relief layer on the sub-TBC phased delay

Subtraction of the nickel alloy’s 60µm thickness from the total thickness of the MgZr-Ni conglomerate effectively removed the impact of the nickel layer from the diffusivity analysis. This thickness subtraction produced an isolated MgZr diffusivity trend, “MgZr 150µm” in Figure 5.6, lower than that of the MgZr-Ni conglomerate.

To further validate the negligible impact of the nickel alloy layer on the calculated MgZr diffusivity, both the temperature phase delay and the thickness of the nickel layer were removed from the overall phase delay and thickness of the MgZr-Ni conglomerate during diffusivity calculations, respectively. The results of this exercise are represented by the “MgZr phased” trend in Figure 5.6. The MgZr diffusivity produced with this
technique was within a percent of the MgZr diffusivity calculated without accounting for the phase delay impact of the nickel alloy. This exercise proved that simply subtracting the nickel thickness from the conglomerate thickness effectively isolated the diffusivity of the MgZr layer. Overall, the average ex-situ MgZr diffusivity when isolated from the nickel sub-layer was determined to be $5.7 \times 10^{-7} \text{ m}^2/\text{s}$.

![Figure 5.6 – Isolation of the MgZr diffusivity by removing the impact of the nickel alloy sub-layer](image)

**5.3 The Impact of Fuel on Magnesium Zirconate Diffusivity**

Flame sprayed coatings are considered a series of overlapping splats [101] with gas permeable porosity [92]. However, the previous chapter analytically eliminated the penetration of the porosity network by air of pressures varying from 1-40bar as a cause for the discrepancies between ex-situ and in-situ diffusivities. With the elimination of compressed air effects, the presence of fuel during firing operation is the only factor remaining that differentiates the in-situ firing and motoring conditions.
MgZr diffusivities were calculated during both in-situ firing and in-situ motoring operation. To maintain consistency with the ex-situ results, aerosol graphite was applied to the MgZr prior to the in-situ testing. The response of a clean cylinder head heat flux probe was then compared to that of the graphite coated MgZr coated probe prior to any CCD accumulation. Combustion phasing was matched for the clean probe and MgZr probe in-situ cases on an ensemble basis. However, the clean heat flux probe and the MgZr coated probe could not occupy the same location within the combustion chamber at the same time. Therefore, the clean and MgZr coated probe data used to determine the temperature phase delay of the MgZr were from separate 200 cycle measurements. For these reasons, the temperature traces utilized for the in-situ diffusivity calculations were ensemble averages of 200 individual cycle temperature traces.

A comparison of the diffusivities collected during the three diffusivity measurement methods is shown in Figure 5.7. The ex-situ MgZr diffusivity is the average of the diffusivities calculated from 8400 individually heat flux pulses and the corresponding error bar represents their standard deviation. The in-situ results are singular diffusivity values calculated from ensemble averaged temperature traces, so their error bars have been omitted. The firing and motoring in-situ diffusivity values are 47% and 48% of the ex-situ diffusivity value, respectively.

Due to the similarity of in-situ firing and in-situ motoring MgZr diffusivities, it can be concluded that the interaction of fuel with the MgZr coating does not impact the in-situ MgZr diffusivity. Fuel interactions with the MgZr morphology are removed from culpability for the difference between ex-situ and in-situ diffusivities.
Figure 5.7 – MgZr diffusivities determined during ex-situ, in-situ firing and in-situ motoring operation showing the close agreement between the two in-situ results

5.4 Penetration of Radiation Heat Flux into the Magnesium Zirconate Coating

A factor which could create the discrepancy between ex-situ and in-situ results is the penetration of the ex-situ radiation pulse into the MgZr coating, as previously discovered for CCD. Conceptually, the MgZr coating morphology is similar to the CCD layer. Figure 5.8 displays a theoretical sketch of the MgZr coating with graphite applied to its surface. The flame spray process deposits layers of sputtered ceramic material which build upon each other to create the final coating.

As with thick CCD, the MgZr layer contains porosity which allows a portion of the radiation pulse to penetrate into the MgZr coating. Accordingly, a portion of the radiative heat flux experiences the delay of the entire MgZr thickness, and some radiation traverses a lesser MgZr thickness. The porosity allows light and radiation to penetrate,
but the convective heat transfer experienced in-situ cannot, creating the discrepancy between ex-situ and in-situ diffusivities.

The aerosol graphite applied to minimize radiation transparency is represented in Figure 5.8 as a thin layer of particles coating the total surface area of the MgZr layer. The total surface area is the cross sectional area of the layer and the additional surface area provided by the accessible pores. The conceptual representation of the aerosol graphite as particles of much smaller size than the MgZr porosity is reinforced by the minimal influence of the graphite coating on the measured sample thickness, as presented earlier in this work. Even if the graphite were to partially fill the pores of the MgZr layer, the conductivity of graphite powder is orders of magnitude greater than the MgZr (ranging from 161–209 W/mK [111] and [112]), and the thickness of the graphite is orders of magnitude less than the MgZr thickness. Thus, the graphite would only negligibly impact the measured temperature phase delay.

With CCD, a radiation penetration factor was found by transposing the ex-situ phase delay data onto the in-situ trendline of phase delay versus thickness. Similarly, subtracting 32µm from the MgZr thickness allows the ex-situ diffusivity results to coincide with the in-situ average. This establishes the MgZr radiation penetration factor.
as 32µm. However, there are only one ex-situ and two in-situ data points for the MgZr study, an admittedly small sample.

### 5.5 Porosity of the Magnesium Zirconate Coating

The 32µm radiation penetration factor for MgZr is 2.5 times higher than the 13µm factor calculated for CCD. The radiation penetration factor represents the sample thickness which has been negated by penetration of the radiation pulse into the effective porosity of the coating. If the depth of the CCD and MgZr pores is the same, then the ratio of the two radiation penetration factors shows that the MgZr has 2.5 times more of those pores present. Conversely, if the quantity of pores on the MgZr and CCD surfaces is the same, then the line-of-sight depth of the MgZr pores must be 2.5 times greater. These two scenarios use the radiation penetration factor to define constraints on the possibilities for the porosity of the MgZr and CCD. In this manner, the ratio of the radiation penetration factors is an effective measure of the relative impact of porosity for the two materials.

### 5.6 Conclusions and Contributions from the Magnesium Zirconate Diffusivity Determination

It was determined that the nickel alloy stress relief layer has a negligible impact on the sub-TBC temperature phasing. The nickel thickness was subtracted from that of the MgZr-Ni conglomerate to determine the thermal diffusivity of just the MgZr.

MgZr was found to be partially transparent to the ex-situ radiation pulse. Application of a graphite opacity layer minimized the transparency and allowed an ex-situ diffusivity determination.

The ex-situ MgZr diffusivity value was approximately twice the magnitude of the values determined in-situ. In-situ motoring and firing MgZr diffusivities were within one
percent of each other showing that fuel-MgZr interaction plays a negligible role in MgZr diffusivity determination.

Due to the flame spray process, MgZr has line-of-sight pathways, which allow some of the radiation pulse to penetrate into the MgZr thickness and increase the MgZr diffusivity value by reducing the sub-MgZr phase delay. The radiation penetration factor for MgZr was determined to be 32µm, nearly 2.5 times that of CCD. This implies that MgZr has an effective porosity 2.5 greater than CCD.
CHAPTER 6

THE IMPACT OF A MAGNESIUM ZIRCONATE COATED PISTON
ON CCD ACCUMULATION AND HCCI OPERATION

The ability of accumulated CCD to act as a thermal barrier and impact HCCI operability limits has been previously established [12] and [13]. The CCD provided a downward shift in the load-based HCCI operational range and allowed the utilization of HCCI combustion at low load points where the relative efficiency benefits of HCCI were at a maximum over the use of a severely throttled, stoichiometric, spark-ignited charge.

Since CCD accumulation is dependent upon combustion chamber wall temperature [115], altering the wall temperature through the application of a thermal barrier coating should impact subsequent CCD accumulation, and, in turn, affect the difference in operability limits between clean and conditioned chamber states. If the difference in operability maps between clean and conditioned chamber states can be reduced through the utilization of a thermal barrier coating, TBC, then the variability induced by CCD has effectively been reduced.

This investigation utilizes a piston coated with a flame sprayed magnesium zirconate, MgZr, thermal barrier coating in an attempt to mitigate the operational variability caused by CCD accumulation. The properties of this coating were studied in the previous chapter.

Before the coating and the nickel alloy stress relief layer were applied, an additional 150µm was machined from the piston to maintain compression ratio and
preserve the basis of comparison between the baseline metal piston and the MgZr coated piston. Figure 6.1 shows the HCCI piston with the MgZr and nickel alloy layers applied.

Figure 6.1 – Piston coated with 100µm MgZr and an intermediate nickel alloy layer for stress relief

6.1 Impact of a Magnesium Zirconate Coated Piston on Combustion Chamber Deposit Accumulation

Both the metal and MgZr coated pistons were subjected to a cycle of passive conditioning. At the onset of these conditioning runs, the HCCI operability range was established with all combustion chamber components clean. Subsequently, the engine described in Chapter 2 was operated at a constant operating condition (11mg fuel, wide open throttle, 20:1 air:fuel, $T_{\text{coolant}} = T_{\text{oil}} = 95^\circ\text{C}$, $T_{\text{intake}} = 90^\circ\text{C}$) and CCD were allowed to accumulate. The passive conditioning was continued until the combustion advance associated with increasing CCD accumulation ceased. The point where CCD accumulation halted is herein referred to as the “conditioned” chamber state. The operability range was then re-established with the fully conditioned chamber.

6.1.1 Combustion Chamber Deposit Accumulation on the Piston

The engine was disassembled at the culmination of each test to map the CCD accumulation. This accumulation is shown in Figure 6.2. The thicknesses shown are
averages of twelve Dualscope measurements at each location. In the case of the MgZr coated piston, the MgZr coating thickness was first mapped with the Dualscope and then subtracted from measurements taken at the conclusion of the passive conditioning cycle to determine the CCD thicknesses.

The qualitative distribution of CCD on the piston is similar regardless of the piston used. The large flat surfaces on the periphery of the piston, the “squish” region, form deposits that are thin compared to those in the bowl. The CCD on the squish region of the MgZr piston are grey in appearance rather than the typically black CCD seen with a metal piston. The bowl deposits in the MgZr case are black with brown color appearing on high spots in the CCD topography and on the exposed edges of flakes in the CCD layer.

In both cases, the bowl experiences thick CCD accumulation with large gradients in thicknesses in the area of spray impingement. (The spray strikes the piston from the center of the left side in this view and progresses downward and to the right across the bowl.) The impingement leaves a spray jet shape in the thick bowl CCD and by eroding away some CCD.

![Figure 6.2 – CCD accumulation on metal and MgZr pistons due to passive conditioning (thicknesses in micrometers)](image-url)
The thick CCD accumulation in the piston bowl is due to the presence of a liquid fuel layer. The presence of liquid fuel layers has been directly correlated to rapid CCD formation by Campbell et al [113]. Where liquid fuel is present, thick CCD can form from either liquid phase auto-oxidation, for temperatures <350ºC, or from supercritical pyrolysis, for temperatures >425ºC [114].

Quantitatively, the two pistons show distinct differences in CCD accumulation. The metal piston has thicknesses on the order of 25-60µm on the periphery while the majority of the bowl surface has 100-200µm of CCD accumulation. This is in stark contrast to the MgZr piston, which accumulates ~50% less CCD on the periphery, 10-30µm, and a far greater CCD thickness in the bowl, 200-450µm.

The periphery “squish” surfaces of the MgZr piston experienced lower CCD accumulation due to increased surface temperature provided by the reduced conductivity and diffusivity of the MgZr relative to aluminum. For more on the impact of increased surface temperature and its propensity to reduce CCD accumulation see the work of Cheng [115] and Nakic [41].

Differences in fuel spray dynamics are speculated to cause the disparity in CCD thickness between the two piston bowls. Surface porosity has been shown to affect local flows and mixing [45], [46]. The MgZr coating has exposed porosity and surface roughness, which can alter the pooling effect of impinging fuel. The roughness of the MgZr slows the fuel momentum as the spray traverses the bowl. The exposed porosity has the potential to trap a greater quantity of fuel than what would have wetted the surface of the smooth metal piston. Thus, the MgZr experiences greater fuel pooling than the metal piston, providing a pathway to greater CCD growth.
6.1.2 Combustion Chamber Deposit Accumulation on the Cylinder Head

The head side CCD accumulation was also affected by the MgZr piston, Figure 6.3. For these photos, the exhaust ports are on the left and the injector is on the right for each case. The CCD thicknesses are an average of twelve Dualscope measurements and are shown in micrometers. The thicknesses in black located slightly off each picture represent CCD thicknesses on features which are into the plane of the picture. The labels “H1” and “H2” denoted the locations of the two cylinder head heat flux probes.

While cylinder head CCD thicknesses on the extreme exhaust side (left) and the beach-like region near the injector are similar between the two cases, all other measurement areas show reduced CCD accumulation due to operation with the MgZr piston. In many instances the reduction of CCD thickness was ~50% and is attributed to the altered fuel dynamics caused by the roughness of the MgZr piston. With more fuel slowed by the MgZr surface roughness and trapped in the porosity of the MgZr piston bowl, the charge equivalence ratio near the cylinder head is leaner, producing less CCD accumulation. For more information regarding the influence of charge equivalence ratio on CCD accumulation see the work of Cheng [40].

As with the piston CCD comparison, the CCD accumulated on the head are greyer in appearance with the MgZr piston than those formed with the metal piston. This difference in color is due to the light penetration behavior of thin CCD as noted earlier in this work.
6.1.3 Combustion Chamber Deposit Accumulation on the Cylinder Head Heat Flux Probes

CCD thicknesses for the head heat flux probes located at H1 and H2 are shown in Figure 6.4. As with the cylinder head CCD thicknesses, Head Probe Location #1 experiences reduced CCD accumulation during passive conditioning with the MgZr piston. The CCD accumulated on Head Probe #1 while operating with the MgZr piston are qualitatively similar to CCD of like thickness accumulated with a metal piston. The outline of the temperature measurement surface is visible through the CCD layer, and the CCD have a grey appearance with yellow-brown topographical features.
During operation with the MgZr piston, Head Probe #2 was coated with 150µm of MgZr and 50µm of the stress relieving nickel alloy. Therefore, two thicknesses are reported at this location for the MgZr case: the CCD thickness on the MgZr probe and the CCD thickness on the surrounding mounting sleeve. The MgZr coating applied to Head Probe Location #2 reduced the CCD accumulation by 65% relative to the surrounding mounting sleeve because of the elevated surface temperature of the MgZr.

Qualitatively, the 57µm CCD on the mounting sleeve at Head Probe Location #2 exhibit a greyish appearance with distinct, yellow-brown topographical features, while
CCD of this thickness regime formed with a metal piston are black in color with a smoother topography. This discrepancy in appearance suggests that CCD formed during operation with a MgZr piston were formed from different conditions, reinforcing the hypothesis that the charge is leaner near the cylinder head due to the surface roughness of the MgZr piston. Additional testing will be necessary to prove this hypothesis, which is beyond the scope of this study.

6.2 Impact of the Magnesium Zirconate Coated Piston on HCCI Operation

The MgZr piston affects the CCD accumulation associated with passive conditioning throughout the combustion chamber. Thus, the MgZr piston has the potential to create differences in the HCCI operability range. This section will assess the ability of the MgZr coated piston to reduce the HCCI operational variability imposed by CCD accumulation.

6.2.1 Impact of the Magnesium Zirconate Piston on the Combustion Phasing Variability Induced by Combustion Chamber Deposit Accumulation

Figure 6.5 shows the advance in heat release associated with passive conditioning runs with both the baseline metal combustion chamber and with the MgZr coated piston. The MgZr piston reduces the operational time necessary for the combustion chamber to reach its fully conditioned state from 33 hours to 22 hours. Meanwhile, the amount of combustion advance experienced by the engine during conditioning was reduced by ~39% from 7.5 CA to 4.6 CA.

The rate of phasing change serves as an indication of the engine’s sensitivity to the conditioning process. Mitigating the rate of combustion phasing change associated with CCD accumulation is important to stable HCCI operation in a practical engine. With a 7.5 CA advance over 33 hours, the metal chamber has rate of phasing change of 0.23CA/hour. The MgZr piston slightly reduces this rate of change to 0.21CA/hour.
While this reduction is slight, the impact of the MgZr piston is in the direction of additional operational stability. Combine this with the reduction of CCD induced combustion phasing advance and the MgZr piston proves that thermal barrier coatings have the potential to reduce the variability created by CCD in a practical multi-mode engine.

![Figure 6.5 – Influence of MgZr piston on net heat release during passive conditioning](image)

Although the MgZr piston creates an advance in combustion phasing, the interaction of the MgZr porosity with the fuel spray increases the combustion duration, Figure 6.6. The midpoint of the mass fraction burn, CA50, is not impacted by the MgZr piston beyond the influence of advancing ignition timing, CA10. However, the combustion duration, CA10-90, is increased by the MgZr piston relative to the metal piston.

![Figure 6.6](image)
Other researchers have implicated the interaction of fuel with the porosity of coated combustion chamber parts as the cause for this increase in combustion duration [45], [46], while analysis earlier in this study has shown that fuel and compressed air interactions with the MgZr porosity do not wield influence over MgZr diffusivity values. However, the heat flux probe sued for that analysis was located on the cylinder head. Therefore, it can only be concluded that any adsorption-desorption interactions between fuel and the MgZr porosity are not present on the cylinder head.

Evidence does suggest that significant interaction between the fuel and MgZr occurs on the piston. The increased fuel pooling within MgZr the bowl caused by interactions between the DI fuel spray and the surface roughness/porosity of the MgZr coating leads to increased CCD accumulation within the MgZr piston bowl. Additionally CCD thicknesses on the cylinder head due are reduced during operation with the MgZr piston. These facts suggest a stratification of equivalence ratio within the combustion chamber due to the surface roughness of the MgZr piston. The compositional stratification of the charge extends the burn duration during operation with the MgZr piston in accordance with the findings of [29] and [30].
6.2.2 Impact of the Magnesium Zirconate Piston on HCCI Operability Limits

HCCI operability is limited at high loads by extreme pressure rise rates. The rate of pressure rise within the cylinder creates pressure waves which, at moderate intensity, create unwanted acoustic noise and, at higher levels, create pressure waves which can damage the engine components [24]. For this investigation, the high load limit is set at a pressure rise rate of 50bar/msec.

The low load limit of HCCI combustion is created by a lack of thermal energy within the combustion chamber. Thermal energy is added to the cylinder by heating the intake air to 90ºC and inducing internal residuals of ~40% supplied by the rebreathing exhaust cams. In spite of these efforts, the coefficient of variance in the engine’s indicated mean effective pressure, $\text{COV}_{\text{IMEP}}$, eventually reaches levels noticeable by a consumer as load is decreased. For this investigation, the low load limit is established at $\text{COV}_{\text{IMEP}} = 3.0$.

The shift in operability range created through the accumulation of CCD can be useful in extending the range of high efficiency HCCI combustion towards low load points of interest in fuel economy evaluation cycles. Figure 6.7 shows the impact of the MgZr piston on the HCCI operability range relative to a full metal combustion chamber in both clean and conditioned states.

The MgZr piston, prior to CCD accumulation, shifts the HCCI operability range toward lower loads and captures much of the load shift gained through passive CCD accumulation in a full metal chamber. As CCD accumulate during operation with the MgZr piston, the HCCI operability range shifts to loads lower than those which are attainable with a conditioned metal piston.

The reduced variability offered by the MgZr piston is qualitatively illustrated by the large overlap of its clean and conditioned operability ranges. The area of overlap is greater with the MgZr piston than with an all metal combustion chamber.
Figure 6.7 – HCCI operability range comparison for metal and MgZr pistons in clean and fully conditioned chamber states

6.3 Conclusions and Contributions of the Magnesium Zirconate Piston Testing

6.3.1 The Impact of a Magnesium Zirconate Coated Piston on Combustion Chamber Deposit Accumulation

The MgZr piston experienced reduced CCD accumulation on the periphery compared to its metal counterpart. However, CCD in the piston bowl were thicker for the
MgZr piston. The MgZr surface roughness and open porosity were speculated to impact the fuel spray during DI spray impingement and increase the amount of fuel pooling within the bowl, creating the measured increase in bowl CCD thickness.

Head side CCD accumulation was also reduced during operation with the MgZr piston. This reduction was attributed to the altered piston bowl fuel dynamics due to the MgZr surface roughness. Theoretically, the increased fuel pooling in the piston bowl created equivalence ratio stratification within the charge. The charge near the cylinder head was leaner with the MgZr piston than with a metal piston, reducing CCD accumulation on the cylinder head.

The MgZr coating on heat flux probe location #2 provided a 65% reduction in CCD accumulation. The 57µm CCD accumulated on the head probe sleeve at location #2 during operation with the MgZr piston had similar qualitative features to CCD of ~30µm formed during operation with a metal piston, providing further evidence of a different head side CCD accumulation process due to the MgZr piston.

6.3.2 The Impact of Magnesium Zirconate Coated Piston on HCCI Operation

Installation of the MgZr piston into a clean combustion chamber shifts the HCCI operability range to lower loads, nearly fully accounting for the difference in operability created by a conditioned metal chamber. The shift in combustion phasing experienced during MgZr piston conditioning was 39% less than the shift in combustion during conditioning of a full metal combustion chamber. In addition, the rate of combustion phasing change due to CCD accumulation was slightly reduced during operation with the MgZr piston. Thus, when compared to operation with all metal combustion chamber components, utilization of the MgZr piston reduced the operational variability of, and increased operational stability during, CCD accumulation.
HCCI combustion duration was extended beyond the impact of combustion phasing by the MgZr piston. Increased fuel pooling within the piston bowl was created by the increased surface roughness and exposed porosity of the MgZr piston. The fuel pooling within the bowl leaned the remaining portions of the charge and induced equivalence ratio stratification, which, in turn, extended the combustion duration.
CHAPTER 7

CONCLUSIONS, CONTRIBUTIONS AND RECOMMENDATIONS FOR FUTURE WORK

This investigation began with refinements to the ex-situ radiation chamber hardware and methodology. Subsequently, an accuracy assessment of the radiation chamber was conducted with materials of known diffusivity.

The thermal diffusivity of CCD formed during HCCI combustion was then determined in-situ and ex-situ. The impacts of fuel-CCD interactions, CCD radiation transparency, compressed air within CCD porosity, and the penetration of radiation into CCD were all characterized by their ability to influence in-situ and ex-situ CCD diffusivity.

A similar characterization was conducted for a flame-sprayed magnesium zirconate thermal barrier coating and led to comparisons between the magnesium zirconate and CCD. The ability of thermal barrier coatings to limit the combustion variability associated with CCD accumulation was studied through a passive conditioning cycle with magnesium zirconate applied to the piston. The impact of the MgZr piston on HCCI operability and CCD accumulation were also determined.

This chapter will summarize the conclusions and contributions of this research and then supply recommendations for future work.
7.1 Summary of Conclusions

7.1.1 Radiation Chamber Development

- The accuracy of the radiation chamber methodology was evaluated by testing wafers with known thermal properties.
  - The diffusivities calculated by the ex-situ radiation chamber were independent of sample thickness.
  - Ex-situ diffusivities exhibited a slight but consistent underprediction for all thicknesses of all materials tested. This underprediction was attributed to contact resistance at the interface of the sample and the temperature measurement surface.

7.1.2 Combustion Chamber Deposit Thermal Diffusivity

- A comparison of diffusivities calculated during in-situ motoring and in-situ firing operation showed that fuel-CCD interactions had a negligible impact on CCD diffusivity for CCD accumulated on the cylinder head heat flux probes.
- CCD exhibited a partial transparency to the ex-situ radiation pulse.
- CCD allowed penetration of the ex-situ radiation pulse due line-of-sight pathways in their accumulated structure. These pathways were provided by both the porosity of the CCD layer and the sparse nature of CCD during initial accumulation.
  - For CCD thicknesses less than 30µm, the sparse nature of initial CCD accumulation allowed radiation to penetrate straight to the temperature measurement junction of the heat flux probe. This produced low ex-situ phase delays and high ex-situ diffusivities.
    - The in-situ convection heat transfer could not penetrate into these pathways, which created the stark difference between ex-situ and in-situ diffusivity results for CCD less than 30µm. The difference between ex-situ and in-situ
results confirmed that radiation is not a significant heat transfer mode in HCCI combustion.

- For CCD thicknesses > 30µm, the line-of-sight pathways penetrated only part way into the CCD thickness via open porosity. Thus, some of the radiation pulse experienced the thermal resistance of only a portion of the CCD thickness, reducing measured sub-CCD temperature phasing and increasing ex-situ diffusivities.
- A radiation penetration factor was defined as the thickness of material whose insulating impact had been negated by radiation penetration. This factor was calculated by shifting the ex-situ phase delay onto the in-situ phase delay trend for CCD thicknesses > 30 µm. The radiation penetration factor represents the effective porosity of the CCD surface.
  - The radiation penetration factor for CCD was 13µm.

7.1.3 Characterization of the Magnesium Zirconate Thermal Barrier Coating

- The nickel alloy stress relief layer beneath the MgZr had a negligible effect on the sub-TBC temperature phasing. The nickel thickness was subtracted from that of the MgZr-Ni conglomerate to isolate the thermal diffusivity of the MgZr.
- MgZr exhibited transparency to the ex-situ radiation pulse.
- In-situ motoring and in-situ firing MgZr diffusivities were within one percent, which proved that fuel-MgZr interaction had a negligible impact on the diffusivity of the MgZr coated probe mounted in the cylinder head.
- MgZr porosity was assumed to supply line-of-sight pathways into the MgZr thickness. The pathways allowed penetration of the radiation pulse into the MgZr thickness and increased the ex-situ diffusivity value by reducing the sub-MgZr phase delay.
The radiation penetration factor of MgZr was determined to be 32µm. Thus, the MgZr had 2.5 times the effective porosity of CCD.

7.1.4 The Impact of a Magnesium Zirconate Coated Piston on Combustion Chamber Deposit Accumulation

- The low thermal conductivity and diffusivity of the MgZr coating reduced CCD accumulation on the piston periphery compared to the baseline metal piston due to the elevated surface temperature of the MgZr coating.
  - The MgZr coating on the heat flux probe at location #2 provided a 65% reduction in CCD accumulation due to this effect.
- The surface roughness of the MgZr piston was speculated to interact with the DI fuel spray during bowl impingement, resulting in increased fuel pooling within the piston bowl and producing greater CCD accumulation in the MgZr bowl than in the aluminum piston bowl.
- CCD accumulation on the cylinder head was reduced during operation with the MgZr piston due to the altered fuel dynamics attributed to the surface roughness of the MgZr coating.
  - It was reasoned that increased fuel pooling in the MgZr piston bowl leaned the remaining charge, producing the reduced CCD accumulation on the cylinder head.

7.1.5 Impact of a Magnesium Zirconate Coated Piston on HCCI Operation

- Installation of the MgZr coated piston into a clean combustion chamber shifted the HCCI operability range to lower loads and accounted for much of the shift in operability created by fully conditioning a metal chamber.
- The shift in combustion phasing experienced during conditioning with the MgZr piston was 39% less than the shift experienced with an aluminum piston.
The rate of combustion phasing change due to CCD accumulation was reduced during operation with the MgZr piston, adding to the operational stability of a practical engine.

- The increase in burn duration beyond the impact of combustion phasing during MgZr piston operation further supported the hypothesis that porosity induced fuel pooling in the MgZr bowl produced charge stratification.

### 7.2 Summary of Contributions

This work has developed the methodology and evaluated the accuracy of an ex-situ technique for non-destructive diffusivity determination. The radiation chamber is especially useful when studying fragile coatings, like CCD, and flame sprayed ceramics, whose properties are a function of several application variables.

Fuel-morphology interactions do not have a significant impact on the thermal diffusivity of cylinder head CCD. Additionally, compressed air was eliminated as an influence on CCD diffusivity over the range of pressures and temperatures experienced during HCCI operation. These results imply that porosity does not have an influence beyond its impact on TBC thermal properties simplifying the selection of a TBC to act as a CCD surrogate.

CCD were found to have a partial transparency to radiation heat flux. This information is also useful in the selection of an adequate CCD surrogate as many TBC exhibit transparency to radiation.

The impact of the initially sparse CCD accumulation process was noted for the first time as all previous CCD diffusivity results were measured under the influence of in-situ convection heat transfer. In-situ convection did not penetrate through the gaps in CCD accumulation to the temperature measurement surface, so all previous results were oblivious to the sparse area coverage of the CCD. This sparse formation behavior led to
significant insensitivity of the sub-CCD temperature phase delay to the ex-situ radiation pulse and created the nonlinear portion of the ex-situ phase delay versus CCD thickness trend. The fact that in-situ results are insensitive to the porosity and line-of-sight avenues within the CCD layer shows that radiation is not a significant heat transfer mechanism in HCCI combustion.

The radiation penetration factor was developed as a measure of the effective porosity of the CCD or coating in question. The factor is not a direct measure of porosity, but rather a measure of the total impact of the exposed pores. The radiation penetration factor can only be determined by comparing the response of the substance to radiation and convection heat transfer modes, and therefore, represents a newly-developed, unique capability.

Comparing the radiation penetration factors of prospective TBC to CCD will allow for a more intelligent TBC selection/design process. In addition, determination of the radiation penetration factor for substances of known porosity could calibrate this factor and result in absolute measurements of effective porosity for coatings.

Speculation surrounding the impact of MgZr surface roughness on fuel pooling and charge stratification implicated TBC surface roughness as an important design consideration. The charge stratification hypothesis was supported by the impact of the MgZr piston on CCD accumulation throughout the combustion chamber and the increase of HCCI burn duration beyond the influence of combustion phasing during MgZr piston operation. Therefore, it can be reasoned that the TBC surface roughness influenced both the final conditioned state of the chamber and the operational variability imposed by the conditioning process.

Overall, thermal barrier coatings were shown to provide a useful shift in the HCCI operating regime toward lower loads where the fuel economy benefit of HCCI over traditional spark ignition combustion is at a maximum. Additionally, the MgZr coated
showed the potential of TBC to reduce the operational variability imposed by CCD accumulation.

7.3 Recommendations for Future Work

The thermal properties of CCD subjected to fuel wetting/pooling may be impacted by the fuel. Current diffusivity testing was conducted with CCD accumulated on the cylinder head, which were not directly wetted by fuel. Ex-situ testing with CCD wetted with fuel could shed insight into this potential behavior. Additionally, testing of CCD from the piston bowl could shed light on this potential effect.

The sparse nature of initial CCD accumulation can be quantified with a luminosity study. As CCD accumulate, in-situ and ex-situ diffusivity measurements should be taken in the manner described in this study. However, while removed from the chamber, the CCD covered probes could be bombarded by a light source of known intensity. The luminosity reflecting back from the steel temperature measurement surface through the CCD could then be quantified and compared to a clean baseline probe. The sparse CCD accumulation could thereby be represented as a spatial coverage area fraction. Additionally, this testing could quantify the line-of-sight penetration depth of various substances.

Further investigation into the impacts of TBC surface roughness on fuel pooling and subsequent charge stratification/leaning should be conducted. A piston with the MgZr coating applied only to the periphery should be subjected to a passive conditioning study. Comparing the subsequent CCD accumulation and operability ranges of that piston to the full coverage MgZr results of this work will verify the impact of the MgZr roughness on fuel pooling and charge stratification. Passive conditioning of the current MgZr piston with a fully premixed injection strategy could also provide a valuable comparison to isolate the impact of coating surface roughness on fuel pooling and charge
stratification. Additionally, optical studies could be used to quantify the stratification of the fuel charge associated with pistons of different surface roughness.

Developing an ex-situ test for CCD and TBC conductivity will significantly improve the selection of an appropriate TBC to act as a CCD surrogate. Thermal conductivity has been shown to have a significant impact on the TBC surface temperature swing seen by the combustion gases [13]. In addition, the conductivity value could be used to pinpoint the porosity fraction of the coating through use of the Woodside correlation [93].

The penetration of ex-situ radiation into the CCD layer may pose a significant challenge to conductivity measurements as the hottest portion of the sample will be subsurface. Therefore, determining the CCD surface temperature optically by measuring the emitted radiation from the CCD sample could be complicated. If the line-of-sight pathways that allow radiation penetration into the sample also allow radiation to emit from within the depth of the sample, radiation penetration may have a significant impact on the infrared detection of material surface temperature.
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