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Figure 5.1.  Example temperature histogram from proton irradiation of specimen 

T91_3dpa_400C_12-07, showing normal temperature distribution of all three (top, 

middle, bottom) areas of interest on the specimen and having 2σ within ±10°C of the 

target temperature. 
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Figure 5.2.  Irradiation hardening at 400°C as a function of dose for proton-irradiated 

T91, 9Cr model alloy, HCM12A, and HT9 from this study, as compared to hardening 

data from literature at or near 400°C. 
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Figure 5.3.  Irradiation hardening at 3 dpa as a function of temperature for proton-

irradiated T91. 
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Figure 5.4.  Post-irradiation beta activity measurements with model fit. 
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Figure 5.5. All Cr concentration profiles from T91_7dpa_400C_01-12, overlaid upon one 

another. 
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Figure 5.6.  All Si concentration profiles from T91_7dpa_400C_01-12, overlaid upon one 

another. 

 

0.2

0.3

0.4

0.5

0.6

0.7

-40 -30 -20 -10 0 10 20 30 40

T91_7dpa_400C_01-12
Si profiles

Si
 c

on
ce

nt
ra

tio
n 

(w
t%

)

Distance from PAGB (nm)

8

8.5

9

9.5

10

10.5

11

-40 -30 -20 -10 0 10 20 30 40

T91_7dpa_400C_01-12
Cr profiles 1-1

1-2
1-3
1-4
1-5
1-6
2-1
2-2
2-3
3-1
3-2
3-3C

r c
on

ce
nt

ra
tio

n 
(w

t%
)

Distance from PAGB (nm)



 214 

 
Figure 5.7.  Representative concentration profile from as-received T91, T91_UI_2-1-F. 
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Figure 5.8.  Representative concentration profile from as-received HT9, HT9_UI_1-3-F. 

 

0.2

0.6

1

84

85

86

87

88

9

10

11

12

13

14

15

-40 -30 -20 -10 0 10 20 30 40

HT9_UI_1-3-F

Distance from PAGB (nm)

C
r concentration (w

t%
)

Fe

Si

Ni

Cr

Si
/N

i c
on

c.
 (w

t%
)

Fe
 c

on
ce

nt
ra

tio
n 

(w
t%

)



 216 

 
Figure 5.9.  Representative concentration profile from as-received HCM12A, 

HCM12A_UI_3-1-F. 
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Figure 5.10.  Representative concentration profile from as-received 9Cr model alloy, 

9Cr_UI_2-2-F. 
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Figure 5.11.  Representative concentration profile from T91 irradiated to 3 dpa at 300°C, 

T91_3dpa_300C_01-12_T_2-3-F. 
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Figure 5.12.  Representative concentration profile from T91 irradiated to 1 dpa at 400°C, 

T91_1dpa_400C_04-09_B_2-1-F. 
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Figure 5.13.  Representative concentration profile from T91 irradiated to 3 dpa at 400°C, 

T91_3dpa_400C_12-07_M_3-1-F. 
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Figure 5.14.  Representative concentration profiles from the two T91 irradiations to 7 dpa 

at 400°C.  Profile from first irradiation, T91_7dpa_400C_07-08_B_1-1-F, is shown in 

closed symbols.  Profile from second irradiation, T91_7dpa_400C_01-12_M_1-5-F, is 

shown in open symbols. 

0.1

0.3

0.5

0.7

87

88

89

90

91

6

7

8

9

10

11

12

-40 -30 -20 -10 0 10 20 30 40

T91_7dpa_400C_07-08_B_1-1-F (closed symbols)
T91_7dpa_400C_01-12_M_1-5-F (open symbols)

Distance from PAGB (nm)

Fe
 c

on
ce

nt
ra

tio
n 

(w
t%

)
C

r concentration (w
t%

)

Fe

Si

Ni

Cu

Cr

Si
/N

i/C
u  

co
nc

. (
w

t%
)



 222 

 
Figure 5.15.  Representative concentration profile from T91 irradiated to 10 dpa at 

400°C, T91_10dpa_400C_01-08_M_2-2-F. 
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Figure 5.16.  Representative concentration profile from T91 irradiated to 3 dpa at 450°C, 

T91_3dpa_450C_10-11_M_2-2-F. 
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Figure 5.17.  Representative concentration profile from T91 irradiated to 3 dpa at 500°C, 

T91_3dpa_500C_07-08_T_2-1-F. 
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Figure 5.18.  Representative concentration profile from T91 irradiated to 3 dpa at 600°C, 

T91_3dpa_600C_01-12_B_2-1-F. 
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Figure 5.19.  Representative concentration profile from T91 irradiated to 3 dpa at 700°C, 

T91_3dpa_700C_05-12_MM_2-3-F. 
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Figure 5.20.  Representative concentration profile from 9Cr model alloy irradiated to 1 

dpa at 400°C, 9Cr_1dpa_400C_04-09_M_1-2-F. 

 

88

89

90

91

92

7

8

9

10

11

12

13

-40 -30 -20 -10 0 10 20 30 40

9Cr_1dpa_400C_04-09_M_1-2-F

Distance from PAGB (nm)

Fe
 c

on
ce

nt
ra

tio
n 

(w
t%

) C
r concentration (w

t%
)

Fe

Cr



 228 

 
Figure 5.21.  Representative concentration profile from 9Cr model alloy irradiated to 3 

dpa at 400°C, 9Cr_3dpa_400C_01-12_B_2-1-F. 
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Figure 5.22.  Representative concentration profile from 9Cr model alloy irradiated to 7 

dpa at 400°C, 9Cr_7dpa_400C_04-09_T_2-1-F. 
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Figure 5.23.  Representative concentration profile from 9Cr model alloy irradiated to 10 

dpa at 400°C, 9Cr_10dpa_400C_01-12_T_2-1-F. 
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Figure 5.24.  Representative concentration profile from HT9 irradiated to 3 dpa at 400°C, 

HT9_3dpa_400C_12-07_M_1-2-F. 
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Figure 5.25.  Representative concentration profile from HCM12A irradiated to 3 dpa at 

400°C, HCM12A_3dpa_400C_12-07_M_2-2-F. 
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Figure 5.26.  Representative Cr RIS profiles from T91 irradiated to 3 dpa over a range of 

temperatures. 
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Figure 5.27.  Representative Cr RIS profiles from T91 over a range of doses at 400°C. 
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Figure 5.28.  Representative Cr RIS profiles from 9Cr model alloy over a range of doses 

at 400°C. 
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Figure 5.29.  Average change in grain boundary Cr concentration for T91 and 9Cr model 

alloy, as a function of dose, when irradiated at 400°C with 2.0 MeV protons. 
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Figure 5.30.  Representative Cr RIS profiles from four F-M alloys irradiated to 3 dpa at 

400°C. 

 

8

9

10

11

12

13

-40 -30 -20 -10 0 10 20 30 40

Distance from PAGB (nm)

3 dpa, 400oC, 2.0 MeV protons

HT9

HCM12A

9Cr model

T91

C
r c

on
ce

nt
ra

tio
n 

(w
t%

)



 238 

	
  
Figure 5.31.  Bright field TEM images of the basic microstructure of T91 irradiated at 

400°C to 1, 3, 7, and 10 dpa, showing lath structure, precipitates, dislocation loops and 

lines. 
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Figure 5.32.  Bright field TEM images of the basic microstructure of 9Cr model alloy 

irradiated at 400°C to 1, 3, 7, and 10 dpa, showing lath structure, precipitates, dislocation 

loops and lines. 
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Figure 5.33.  Precipitate size and density as a function of dose for T91 and 9Cr model 

alloy irradiated at 400°C with 2.0 MeV protons. 
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Figure 5.34.  TEM images of dislocation loops in T91 irradiated at 400°C to 1, 3, 7, and 

10 dpa. 
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Figure 5.35.  TEM images of dislocation loops in T91 irradiated at 400°C to 1, 3, 7, and 

10 dpa. 
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Figure 5.36.  Dislocation loop size and density as a function of dose for T91 and 9Cr 

model alloy irradiated at 400°C with 2.0 MeV protons. 
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Figure 5.37.  Dislocation loop size distribution for doses 1-10 dpa in T91 (closed 

symbols) and 9Cr model alloy (open symbols) irradiated at 400°C with 2.0 MeV protons. 
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Figure 5.38.  Sink strength as a function of dose for T91 and 9Cr model alloy irradiated at 

400°C with 2.0 MeV protons. 
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CHAPTER 6 MODELING 

 

This chapter covers the computational modeling effort, which, when coupled with 

the experimental measurements presented in the previous chapter, will provide the 

capability to test mechanisms of RIS.  The modeling work accomplishes two primary 

objectives:  (1) demonstrates the expected behavior of Cr and Fe RIS in F-M alloys 

according to the inverse Kirkendall mechanism, and (2) demonstrates how the expected 

behavior of RIS changes when the model accounts for a solute drag mechanism.  As 

such, this chapter will present results from both of these aforementioned objectives, but 

first, the modeling methodology will be described and appropriate input parameters will 

be selected. 

 

6.1 Modeling Methodology 

 

The modeling effort in this thesis is built upon the inverse Kirkendall mechanism, 

into which the effects solute drag are later incorporated.  This section first describes the 

inverse Kirkendall model, then demonstrates the sensitivity of the model to each of its 

input parameters.  Lastly, input parameters appropriate to the F-M alloy system are 

selected.  The purpose of this section is to provide a complete characterization of the 

modeling methodology, which will serve as background for the latter sections of this 

chapter, wherein model results will be presented. 

 

6.1.1 The Inverse Kirkendall Model 
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The one-dimensional inverse Kirkendall model used in this thesis is based upon 

the Perks [17], [37] rate theory model, the equations for which have been presented in 

Section 2.1.3.  The model is written to accommodate a ternary alloy, but in this work, is 

only executed for a binary (Fe-Cr) alloy by assigning the third alloy component a 

concentration of 0.0.  The IK model used in this thesis was borrowed from the work of 

Allen and Was [18], in which the Perks model had been extended to include composition-

dependent vacancy diffusivities for ternary Fe-Cr-Ni austenitic steels.  The Allen and 

Was model can be utilized in this thesis, so long as the modifications accounting for the 

cohesive and ordering energies are removed, thus returning the model to its original Perks 

formulation. 

The IK model is coded in Fortran and uses the GEAR software package, which is 

designed to solve initial value problems for a system of differential equations.  The 

GEAR software solves a system of differential equations (in the IK model, this system of 

equations is the kinetic rate equations defined in Equations 2.32-2.36) with initial and 

boundary conditions, by using finite differences to solve spatial derivatives with a 

continuous time variable [99–101].  The model calls seven different subroutines 

according to the flowchart shown in Figure 6.1, in which subroutine names are shown in 

boldface.  The role of each subroutine is described below: 

INIT:  The INIT subroutine reads in all input values, which are provided by the 

user in a text file format.  INIT uses the input parameters to calculate and output diffusion 

coefficients and recombination coefficients.  This subroutine is accessed only once per 

problem. 

PREP:  The PREP subroutine sets the control inputs and time steps to be used in 

the GEAR package.  This subroutine is accessed only once per problem. 

DRIVE:  The subroutine DRIVE is the driver routine for the GEAR software 

package, and is called once for each value of T (i.e. each time step).  This subroutine 

converts the system of ordinary differential equations (o.d.e.) into a matrix o.d.e. of the 

form Y(I,6).  In the matrix, the variable I is an integer initialized to 1 that increments by 1 

after every execution of the STIFF and DIFFUN subroutines, until it reaches a value N, 

equal to the number of first-order differential equations in the system.  The other 
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dimension in the Y matrix is a constant value of 6 as required by GEAR.  The DRIVE 

subroutine makes repeated calls to the core integrator, STIFF. 

STIFF:  The STIFF subroutine is the core integrator routine of the GEAR 

package.  It performs one step of the integration of an initial value problem for a system 

of o.d.e., and the associated error control.  The DRIVE subroutine calls STIFF N times 

(N being the number of equations in the system) at each time step. 

DIFFUN:  The subroutine DIFFUN calculates the time rate of change of each 

component (atomic species, vacancies, and interstitials).  DIFFUN is accessed by STIFF 

N times for each output time step. 

INTERP:  The INTERP subroutine interpolates from the last GEAR time step to 

the user-requested output step.  This subroutine is accessed once per time step. 

OUTPT:  The OUTPT subroutine prepares the output text file, which prints atom 

fractions at the user-defined time steps.  It is accessed only once per problem. 

The IK model is compiled, debugged, and executed using SilverFrost Fortran 95 

[102] for Microsoft® Windows™. 

Being one-dimensional, the IK model solves the system of ordinary differential 

equations across a plane foil.  One surface of the plane foil is fixed to simulate the grain 

boundary, as it is set to act as an unbiased point defect sink.  Symmetry is assumed across 

the simulated grain boundary, as the plane foil represents the matrix on only one side of 

the grain boundary.  The dimension of the foil is divided into a mesh, with origin at the 

fixed grain boundary surface.  Solutions are calculated at each point along the mesh.  The 

mesh is grouped into three sections, as illustrated in Figure 6.2.  Each mesh group is 

defined by a user-specified distance and number, the quotient of which gives the spacing 

of the mesh within that group.  The first mesh group ranges from the grain boundary (0 

nm) to a few nanometers, specifically 4 nm, with spacing of 0.25 nm.  Within this first 

mesh group, the solution changes rapidly, and thus many points spaced close together, 

provide the optimal solution.  The second mesh group ranges from a few nanometers to 

18 nm, with spacing of 1.0 nm; here, the solution does not change quite so rapidly that 

sub-nanometer intervals are required.  The final mesh group ranges from 18 nm to a few 

micrometers, with spacing of a few hundred nanometers.  In the final mesh group, the 

solution has begun to reach steady-state, as it approaches bulk concentration levels, and 
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thus, small intervals are unnecessary.  Given that the free surface of the plane foil is a few 

micrometers away from the grain boundary, and that the concentration profiles occur 

only within a few nanometers of the grain boundary, the foil can be approximated as 

being infinite. 

The user is also called upon to define the timesteps at which the model is to 

calculate a solution.  The timesteps are input in units of seconds, but can be converted to 

dose (dpa) when accounting for the user-input dose rate (dpa/sec).  Similar to the mesh 

spacing, timesteps were selected to optimize the accuracy of the solution.  Timesteps 

shorter than 1.0 second, for typical neutron, proton, or ion dose rates, often provide no 

information.  The timesteps selected throughout this thesis, and the associated doses for a 

10-5 dpa/sec dose rate, are shown in Table 6.1. 

The model generates elemental and point defect concentrations at each mesh 

point, at every defined timestep.  A number of inputs are required for model execution; 

these inputs can be classified as either input parameters or condition parameters.  The 

condition parameters describe the experimental conditions which the model is attempting 

to simulate; a list of these is provided in Table 6.2.  The input parameters, on the other 

hand, are generally fixed for the F-M alloy system and remain constant during all model 

executions.  A complete list of the input parameters, with their definitions and units, is 

provided in Table 6.3.  The selection of values for each of these input parameters will be 

addressed in Section 6.1.3, but it is first instructive to understand the sensitivity of the 

model to each of the parameters. 

 

6.1.2 Sensitivity Analysis 

 

The IK model requires the input of a large number of parameters, which 

collectively describe diffusivity in the alloy system being studied.  Clearly, some of these 

input parameters will have a greater influence on the model output than other parameters.  

In this section, a sensitivity analysis is performed in order to identify the input parameters 

that have the greatest influence over the model output.  The output parameter with respect 

to which sensitivity will be calculated is the grain boundary Cr concentration.  Note that 

since the model considers a simple binary Fe-Cr alloy, the model sensitivity with respect 
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to the grain boundary Cr concentration will be equal in magnitude but opposite in 

direction to the model sensitivity with respect to the grain boundary Fe concentration. 

Model sensitivity was defined as the derivative of the grain boundary Cr 

concentration as a function of an input parameter, .  For calculational purposes, 

the sensitivity was approximated as the ratio of the change in grain boundary Cr 

concentration to the change in input parameter value, .  Each input parameter was 

varied by a factor of 10-4 about its reference value and the sensitivity was thus expressed 

as follows: 

, ( 6.1 ) 

where Preference is the reference input parameter, Creference is the grain boundary Cr 

concentration calculated when Preference is used, P’ is the varied input parameter, and C’ is 

the grain boundary Cr concentration calculated when P’ is used. 

The sensitivity can more clearly be expressed as a significance, , which is the 

fractional change in calculated grain boundary Cr concentration relative to the fractional 

change in input parameter.  The significance is calculated as: 

. ( 6.2 ) 

It follows, then, that the variable of interest, grain boundary Cr concentration, is most 

sensitive to those parameters that have the largest significance values. 

Significance was calculated at two different temperatures, 320°C and 500°C, for 

an Fe-9Cr alloy irradiated to a steady-state dose of 15 dpa at a dose rate of 10-5 dpa/sec.  

These two temperatures were selected because they are both below the crossover 

temperature, which eliminates the possibility of a change in Cr RIS direction (enrichment 

to depletion, or vice versa) from skewing the calculated significance values.  Significance 

values for relevant input parameters are reported in Table 6.4, and are also shown 

graphically in Figure 6.3.  Significance results at the two temperatures, 320°C and 500°C, 

are nearly identical, and thus, there is no evidence of a temperature dependence of the 

significance of each input parameter. 

From Table 6.4, it is also clear that the grain boundary Cr concentration is highly 

sensitive to four parameters, each of which have absolute significance values around 50; 
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these parameters are the vacancy migration energies (EMA, EMB) and interstitial 

migration energies (EMIA, EMIB) of both A and B alloy components.  The grain 

boundary Cr concentration is relatively insensitive to all other parameters studied, all of 

which have absolute significance values ≤ 5.  These results are substantiated by the work 

of Allen and Was [18], which also demonstrated that even for austenitic alloys, the IK 

model is highly sensitive to point defect migration energies, but was insensitive to other 

parameters that do not affect the defect migration energies. 

 

6.1.3 Input Parameter Selection 

 

In the preceding section, it was shown that a small, incremental change in some 

parameters, namely the point defect migration energies, had a substantial influence on the 

grain boundary concentrations calculated by the IK model.  It thus became evident that 

selecting appropriate values for these migration energies was critical to attaining useful, 

relevant results from the IK model.  In this section, suitable values for the migration 

energies as well as all other input parameters are determined for modeling a binary b.c.c. 

Fe-Cr alloy. 

Identifying appropriate values for the Fe and Cr vacancy and interstitial migration 

energies was not a straightforward task.  Extremely limited experimental studies have 

examined point defect migration in bcc  Fe-Cr alloys; these studies have exclusively 

utilized the resistivity recovery technique, which provides only qualitative results [103–

106].  Quantitative experimental studies using positron annihilation or tracer diffusion 

techniques have been performed only on pure bcc α-Fe or pure bcc Cr, and can thus only 

provide a bounding limit of point defect migration energies [105], [107–110].  However, 

there have been a number of more recent studies using ab initio modeling [54], [55], 

[111–115] to calculate energies of vacancy and interstitial jumps, the orientations of 

which have been defined by LeClaire [116], [117].  In the following subsections, ab initio 

calculations will be used to determine the migration energies that will be input to the IK 

model; these ab initio results will then be compared to bounding and qualitative 

experimental results in order to confirm their validity. 
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6.1.3.1 Vacancy Migration Energies 

 

Vacancy migration energies of both Fe and Cr, for use in the IK model, are 

determined from several ab initio calculations of bcc Fe containing dilute additions of Cr.  

Within such an alloy system, a number of vacancy-Fe or vacancy-Cr jump configurations 

can exist; these configurations are illustrated in Figure 6.4, which is borrowed from the 

work of Choudhury, et al. [55].  Each jump configuration is assigned an alphanumeric 

designation, such as w3, based upon the earlier crystallography work of LeClaire [116], 

[117]; these designations will be carried throughout this section.  The ab initio models 

calculate migration energies for each jump configuration, with some jumps being far 

more energetically-favorable than others.  It is the purpose, then, of this subsection, to 

identify which of the jumps and their associated energies should be considered in the 

single value, which will be used in the IK model to represent vacancy migration energy in 

the F-M alloy system.  Iron-vacancy jumps will be considered first; Cr-vacancy jumps 

second. 

There are six Fe-vacancy nearest-neighbor jumps to consider: w3, w4, w3’, w4’, 

w3’’, and w4’’, as defined by LeClaire [116], [117], and illustrated in Figure 6.4.  All six 

of these jumps are corner atom to center atom position jumps, but their energetics differ 

because of their differing proximity to the Cr solute atom.  Choudhury, et al. [55] 

determine the energies of these six jumps to fall in the range from 0.62 eV to 0.69 eV, for 

a dilute Fe-Cr alloy, with solute mole fraction 0.01, corresponding to 8.5x1020 atoms/cm3.  

The Choudhury work utilizes the Vienna ab initio Simulation Package (VASP) with the 

projector augmented wave (PAW) method with plane wave cutoff of 350 eV.  

Calculations had been performed for 54±1 atoms within a 3x3x3 supercell; the cell shape 

and volume had been fixed to that of pure bcc Fe, allowing for internal ionic relaxations.  

Another modeling work by Wong, et al. [54], uses a similar methodology as the work of 

Choudhury, et al. [55].  Wong calculates the Fe-vacancy jumps to range in energy from 

0.57 eV to 0.66 eV, at the dilute limit of 2.3 atomic parts per million Cr in b.c.c. Fe. 

A third modeling effort, performed by Nguyen-Manh, et al. [111], does not 

specifically set up the w3 and w4 jump configurations, but rather studies an Fe-vacancy 

jump in a similar environment in which the six nearest-neighbor sites are occupied by 
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five Fe atoms and one Cr atom.  No further details are provided to describe the atomic 

and jump configurations.  The Nguyen-Manh work uses VASP with density functional 

theory (DFT) in a 4x4x4 supercell to calculate a migration energy of 0.627 eV for an Fe-

vacancy jump in the aforementioned environment. 

The Fe-vacancy migration energies calculated in dilute Fe-Cr alloys by ab initio 

methods, as described in this subsection, are organized in Table 6.5.  Taking an average 

of these migration energies, one arrives at 0.63 eV, which is the Fe-vacancy migration 

energy that shall be used in this thesis.  Ab initio calculations suggest that the addition of 

dilute amounts of Cr to bcc Fe causes the Fe-vacancy migration energy to decrease [54], 

[55].  Thus, one would expect the Fe-vacancy migration energy calculated here for dilute 

Fe-Cr systems, 0.63 eV on average, to be lower than the Fe-vacancy migration energy in 

pure bcc Fe.  Indeed, this behavior is confirmed with Johnson’s classical model [118] of 

530 atoms surrounding a defect in pure bcc α-Fe, for which the Fe-vacancy migration 

energy is calculated to be 0.68 eV. 

Turning attention now to the Cr-vacancy migration energy, there is only one 

possible Cr-vacancy jump in the dilute Fe-Cr b.c.c. system, defined as the w2 LeClaire 

jump shown in Figure 6.4.  The aforementioned studies of Choudhury, et al. [55], Wong, 

et al. [54], and Nguyen-Manh, et al. [111], using their methodologies previously 

described, calculate the w2 migration energy to be 0.58 eV, 0.52 eV, and 0.571 eV, 

respectively.  A fourth ab initio study performed by Olsson, et al. [112], uses the VASP 

package with DFT and PAW pseudopotential.  The Olsson calculations maintain a 

constant volume based on the equilibrium bcc Fe lattice, while relaxing the atomic 

position.  In both a 54-atom and 128-atom supercell, Olsson calculates the Cr-vacancy 

migration energy in a bcc Fe lattice to be 0.54 eV.  The results of these four ab initio 

calculations are summarized in Table 6.6, and come to an average of 0.55 eV, which is 

the value that will be used for the Cr-vacancy migration energy in this study. 

The Fe-vacancy and Cr-vacancy migration energy values determined here imply 

that Cr preferentially migrates via vacancies, a behavior which is confirmed by resistivity 

recovery experiments.  Resistivity recovery experiments display a stage III peak at the 

energy at which vacancies become mobile; this peak occurs at a lower energy in binary 

Fe-Cr (205-201 K) [103], [104] than in pure bcc Fe (220 K) [105].  Thus, experiments 
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[103–105] and models [54], [55], [111], [112] show that Cr diffuses faster than does Fe 

by way of vacancies in F-M alloys; the same has been observed in austenitic steels. 

 

6.1.3.2 Interstitial Migration Energies 

 

Much like has been done for vacancy migration energies in Section 6.1.3.1, 

interstitial migration energies of Fe and Cr are determined from ab initio calculations of 

bcc Fe containing dilute Cr additions.  As with vacancies, a number of interstitial jump 

configurations can exist for both Fe and Cr.  However, models have suggested that it may 

be more energetically favorable for the interstitial in bcc Fe-Cr systems to diffuse as a 

dumbbell [54], [113], [114], rather than as a single interstitial.  Note, also, that a 

dumbbell can be oriented in several different directions within the crystal lattice.  

Therefore, the size and orientation of the interstitial must be considered first; then, its 

possible jump configurations will follow. 

 In bcc α-Fe, interstitials can exist as a single interstitial in either the tetrahedral or 

octahedral position, or as an interstitial dumbbell along the <100>, <110>, or <111> 

direction.  The work of Fu, et al. [113] has shown that in pure α-Fe, the <110> dumbbell 

formation energy is lower than the tetrahedral, <111> dumbbell, <100> dumbbell, and 

octahedral orientations by 0.50, 0.70, 1.00, and 1.18 eV, respectively, using DFT 

calculations in a 128-atom supercell.  Other ab initio models corroborate that the <110> 

interstitial dumbbell is the most energetically favorable orientation in both dilute and 

concentrated Fe-Cr alloys [54], [114]. 

The work of Terentyev, et al. [114] further expounds upon the favorability of the 

<110> dumbbell, by demonstrating that this orientation accounts for the vast majority of 

interstitials in concentrated Fe-Cr alloys.  Terentyev uses static molecular dynamics 

(MD) simulations with an empirical potential fitted to the mixing enthalpy obtained from 

PAW methods.  Over a range of Cr concentrations up to 15 at%, the Terentyev model 

inserts a self-interstitial atom (SIA) into all possible interstitial sites in a simulation box 

of 32,000 Fe and Cr atoms, in which the Cr atoms are randomly distributed.  To form 

SIAs, the atom occupying an SIA site is displaced 0.25 lattice units in the <110> 

direction, and then the second atom is added to form a <110> dumbbell.  The system is 
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then relaxed, unconstrained, while quenching to near 0 K, from which a formation energy 

probability distribution is determined.  The frequency of each formation energy is used to 

determine the frequency of states of <110> Fe-Fe dumbbells, <110> Fe-Cr mixed 

dumbbells, <111> Fe-Fe dumbbells, and <111> Fe-Cr mixed dumbbells.  As shown in 

Figure 6.5, the <110> Fe-Fe dumbbells account for ~90% of the SIAs, with <110> mixed 

Fe-Cr dumbbells accounting for ~10% of all SIAs.  The frequency of <110> mixed 

dumbbells increases with Cr concentration.  The <111> Fe-Fe and Fe-Cr dumbbells 

account for less than 1% of all SIAs.  Thus, for the purpose of this thesis, it will be 

assumed that all interstitials are of the <110> dumbbell orientation.  Interstitial migration 

energies for the IK model will hence be determined based on jumps of the <110> 

dumbbell. 

 The <110> interstitial dumbbell has a number of different jump configurations, as 

shown in Figure 6.6, each of which has an alphanumeric designation according to the 

work of LeClaire [116], [117].  Three of these jumps, w0, w4, and w6, are Fe jumps, and 

can be studied to determine an appropriate Fe-interstitial migration energy for the IK 

model.  Similarly, w1 and w2 are Cr jumps.  The energies of each jump configuration will 

be discussed in the following paragraphs; Fe-interstitials will be discussed first, then Cr-

interstitials second. 

 Ab initio calculations for the energies of the w0, w4, and w6 jumps, which represent 

Fe-interstitial migration energies, are performed by Choudhury, et al. [55], Fu, et al. 

[113], and Olsson [115].  The methodologies of Choudhury and Fu have already been 

described in Section 6.1.3.1, so they will not be restated here.  Choudhury finds the 

migration energies to range from 0.35 eV to 0.39 eV, while Fu finds the w0 jump to have 

an energy of 0.34 eV.  Olsson, using VASP calculations in the DFT framework with 

PAW approach and 300 eV plane wave cutoff energy, calculates migration energies of 

0.34-0.35 eV within a 128-atom supercell.  The results of these three ab initio 

calculations are summarized in Table 6.7, and come to an average of 0.35 eV, which shall 

be used for the Fe-interstitial migration energy in this thesis.  The classical model from 

Johnson [118] in pure bcc α-Fe calculates a mono-interstitial migration energy of 0.33 

eV, which is in good agreement with the value that shall be used in the IK model.  
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 Ab initio calculations for the Cr-interstitial migration energies (the w1 and w2 

jumps) range from 0.23 eV to 0.33 eV, as calculated by Choudhury, et al. [55] and 

Olsson [115].  The modeling methodologies of both of these works have been described 

previously, and shall not be repeated here.  A summary of all ab initio Cr-interstitial 

calculations is provided in Table 6.8.  Because the distribution of the calculated energies 

provided in Table 6.8 is double-humped rather than Gaussian, further discussion of these 

energies is warranted. 

Both authors calculate the w2 jump to be of consistently higher energy (0.33 eV, 

in both studies) than the w1 jump (0.23 eV and 0.25 eV).  The w1 jump, as illustrated in 

Figure 6.6, is a jump from a mixed dumbbell configuration into another mixed dumbbell 

configuration, whereas the w2 jump is a jump from a mixed dumbbell to an Fe-Fe 

dumbbell, with the Cr atom taking a lattice position.  It is not known with what frequency 

w1 jumps occur relative to w2 jumps, so to assume they occur with equal frequency and 

take an arithmetic mean of their energies is a rather unbiased approach.  Therefore, an 

average value of 0.26 eV will be used for the Cr-interstitial migration energy in this 

thesis. 

 Resistivity recovery experiments, while not quantitative, have shown that the 

addition of Cr (up to 0.095 at%) to α-Fe stabilizes mixed-dumbbell SIAs, confirming that 

Cr is a faster diffuser than Fe via interstitials [106].  Similarly, Terentyev, et al. [114] 

have shown via ab initio modeling that the migration energy of single SIAs—including 

multiple configurations of both pure Fe-Fe and mixed Fe-Cr dumbbells—decreases with 

increasing Cr concentration, from 0.31 eV in pure Fe, to 0.23 eV in Fe-15Cr.  Thus, for 

alloys having higher Cr concentration, the Fe and Cr interstitial migration energies will 

follow the slope of Terentyev’s results.  Both experiments [106] and models [55], [113–

115] show that Cr is a faster diffuser than Fe by way of interstitials. 

 

6.1.3.3 Other Input Parameters 

 

The grain boundary Cr concentration has been shown to exhibit very little 

sensitivity to any input parameters besides the vacancy and interstitial migration energies.  

However, it is nevertheless important to select appropriate values for the remaining input 
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parameters.  In this section, experimental and modeling results from literature will be 

used to arrive at suitable values for all remaining input parameters.  A complete list of 

input parameters and their values is provided in Table 6.9; the following paragraphs will 

discuss how these values are determined. 

ETAV, ETAI:  The vacancy and interstitial production efficiency can be simulated 

by coupling molecular dynamics and kinetic Monte Carlo (KMC) techniques.  Diaz de la 

Rubia, et al. [119] use MD simulations to describe the primary damage state and defect 

energetics and kinetics in a range of metals, including bcc α-Fe.  These results are then 

implemented into a KMC simulation, from which the escape efficiency of defects from 

damage cascades and related damage accumulation parameters can be extracted.  The 

results of the Diaz de la Rubia simulations state that for primary knock-on atoms having 

energy ≥ 5 keV in bcc α-Fe, the production efficiency for both vacancies and interstitials 

is 0.30. 

FAV, FBV, FAI, FBI:  The Fe vacancy correlation factor, 0.727, is determined 

from tracer self-diffusion experiments in bcc Fe in the temperature range 720-895°C 

[120–122], and is confirmed by a molecular dynamics study in pure b.c.c. Fe performed 

by Osetsky & Serra [123].  The Cr vacancy correlation factor, 0.777, is interpolated from 

a Monte Carlo simulation of dilute Cr in b.c.c. Fe, over a temperature range 450-813°C 

[124].  Iron and Cr interstitial correlation factors, both 0.727, are taken from a Monte 

Carlo simulation in pure b.c.c. Fe [125]. 

WAV, WBV, WAI, WBI:  There have not been any experiments performed to 

determine the Fe and Cr vacancy and interstitial jump frequencies in bcc Fe-Cr alloys, so 

the values used for bcc austenitic alloys in the work of Allen and Was [18] are used here 

as an approximation.  These Fe and Cr vacancy jump frequencies of 1.60 x 1013 s-1 and 

2.40 x 1013 s-1, respectively, are determined by radioactive tracer diffusion in various 

austenitic steels between 960°C and 1400°C [126].  The Fe interstitial jump frequency, 

2.90 x 1012 s-1, is from a molecular dynamics simulation in pure bcc Fe by Osetsky & 

Serra [123], performed over a wide range of temperatures.  Finally, the Cr interstitial 

jump frequency, 1.50 x 1012 s-1, is taken from the original Perks model [17], [37]. 

EFA, EFB, SV:  The Fe vacancy formation energy is determined to be 1.6 eV by 

two positron annihilation studies in pure bcc Fe [107], [127].  The Cr vacancy formation 
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energy is approximated to be 2.25 eV, which is the vacancy formation energy in pure bcc 

Cr, as determined by Campbell and Schulte [128] through a positron trapping and self-

diffusion experiment.  The vacancy formation enthalpy, 1.00 eV/m3, is approximated 

from the work of Allen and Was [18] in fcc austenitic iron. 

EFGB:  Tschopp, et al. [129] performs a grain boundary statics simulation of 

b.c.c. Fe, in which vacancy formation energies are calculated over a number of grain 

boundaries, each of which has a different Σ value and tilt.  The average vacancy 

formation energy, across all boundaries studied, is 0.87 eV. 

NAT, LAMBDA, Z:  The number density and jump distance are approximated to 

be that of the bcc Fe unit cell, 8.34 x 1028 atoms/m3 and 2.48 x 10-10 m, respectively.  The 

number of neighbors, 8, is a property of the bcc unit cell. 

H0, EPS, AL, NUOV, NUOI:  These parameters H0 and EPS are both initialized at 

1 x 10-9, as optimized for the GEAR subroutine.  The thermodynamic factor of 1 is 

approximated from the austenitic stainless steel IK model of Allen and Was [18].  The 

Debye frequencies for vacancies and interstitials in Fe are also approximated from the 

austenitic stainless steel work of Allen and Was, as 1.50 x 1013 s-1 and 1.50 x 1012 s-1, 

respectively. 

R1, R2, RF, N1, N2, N3:  These parameters set up the mesh groups and their 

intervals, the method for which has been discussed in Section 6.1.1.  The three mesh 

groups extend 4.0 (R1), 18.0 (R2), and 2018.0 (RF) nm from the grain boundary, 

respectively.  Given the N1, N2, and N3 values of 16, 14, and 20, the intervals at which 

the model is solved in each mesh group are 0.25, 1.0, and 100 nm, respectively. 

 

6.1.4 Convolution of Model Results 

 

The measured RIS profiles presented in Chapter 5 and Appendix B are convoluted 

by the STEM electron probe.  Because STEM measurements of RIS rely on an electron 

beam of finite size, the measured concentration profiles are underestimated due to beam 

broadening and sample thickness effects.  The actual grain boundary composition is thus 

averaged over an activation volume, which contains not just the grain boundary, but some 

volume of the matrix adjacent to the boundary.  The IK model, on the other hand, does 
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not account for the electron probe.  But when comparing model calculations to 

convoluted experimental measurements, the model results should also be convoluted to 

ensure a fair comparison.  The convolution process will be described in this section.  The 

mathematical description of convolution, and the process for deconvoluting STEM 

composition profiles has been detailed by Carter, et al. [130].  Their procedure will be 

followed in this work. 

The STEM-measured composition profile is the convolution of the actual 

composition profile with the x-ray generation function, which represents the broadening 

of the electron beam through the thickness of the specimen.  Mathematically, this 

convolution is written as: 

 ( 6.3 ) 

where x is the distance from the grain boundary, (g*h)(x) is the measured, convoluted 

composition profile, g(x’) is the x-ray generation function averaged over the two spatial 

dimensions of the grain boundary plane, and h(x) is the actual composition profile.  This 

convolution is illustrated schematically in Figure 6.7, which shows how a narrow and 

sharply-peaked concentration profile will broaden and decrease in magnitude when 

convoluted with the x-ray generation function.  While the expression in Equation 6.3 can 

be difficult to calculate, the relationship is simplified by Fourier transform: 

 ( 6.4 ) 

where F(g*h) is the Fourier transform of the convoluted profile, F(g) is the Fourier 

transform of the x-ray generation function, and F(h) is the Fourier transform of the actual 

composition profile.  To convolute the calculated concentration profile, one can take the 

product of F(g) and F(h) to yield the Fourier transform of the convoluted profile. 

In the work of Carter, et al. [130], the x-ray generation function was calculated 

using a Monte Carlo simulation for a 304L stainless steel specimen ~50 nm thick and an 

electron probe of ~2 nm at full width one-tenth maximum.  For this work, it is assumed 

that the Carter, et al. [130] x-ray generation function, shown in Figure 6.8 (a), can be 

scaled for the smaller electron probe of ≤1.4 nm at full width one-tenth maximum used in 

this work.  The resultant x-ray generation function for this work, then, is shown in Figure 

! 

g"h( ) x( ) = g x '( )h x # x'( )dx '
#$

$

%

! 

F g"h( ) = F g( )# F h( )



 260 

6.8(b).  The MATLAB program is utilized to compute the fast Fourier transform, using 

the built-in fft algorithm. 

Both the deconvoluted and convoluted Cr concentration profile, as calculated for 

a reference case, will be presented in Section 6.2.1.  After that, however, all calculated 

values of Cr RIS presented in this thesis will have already been convoluted.  Both IK 

model and the solute drag model results will be passed through the convolution process. 

 

 

6.2 Inverse Kirkendall Modeling 

 

Now that the inverse Kirkendall model has been described, and the suitability of 

its input parameters established, the model can be executed and results presented.  In this 

section, the IK model results will be presented, beginning with the results of an Fe-9Cr 

reference case.  Then, the IK model will be executed at varying irradiation conditions, so 

as to determine the behavior of the model as a function of experimental parameters such 

as temperature, dose, alloy composition, and dose rate. 

 

6.2.1 Reference Case 

 

A reference case for the IK model is set up so as to best replicate the experimental 

conditions of the proton irradiations performed in this thesis, and thus provide a basis for 

comparison the model to experimental results.  The reference case defines: (1) the alloy 

composition, (2) irradiation temperature, (3) irradiation dose rate, and (4) sink density 

input to the model.  Later in this section, the dependence of RIS on temperature, 

composition, and sink density will be determined by altering the parameters of this 

reference case. 

 The reference case is for Fe-9Cr, irradiated at 400°C with dose rate 1x10-5 

dpa/sec, having a sink density of 0 m-2; these condition parameters are shown in Table 

6.10.  The reference case predicts Cr enrichment of 2.20 at% and Fe depletion of 2.20 

at% at steady-state, but when convoluted, the amount of Cr enrichment drops to 1.96 at% 
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and Fe depletion of 1.96 at%.  Convolution causes the grain boundary concentration to 

decrease, and the concentration profile to broaden, as shown in Figure 6.9.  The change in 

grain boundary concentration prior to convolution is 12.2% larger than that following 

convolution.  This difference can be confirmed by reversing the convolution process, 

starting with a measured concentration profile and performing a deconvolution.  

Deconvolution of the Cr profile from T91_7dpa_400C_07-08_B_1-1-F, shown in Figure 

6.10, causes the change in grain boundary concentration to increase by 15.2%.  In 

Carter’s work [130], deconvolution is shown to increase the change in grain boundary 

concentration by 11-16%.  Carter’s deconvolutions are performed on Ni and Cr RIS 

profiles that have FWHM ~10-15 nm, which is consistent with the FWHM of profiles 

studied in this thesis, although the slopes of Carter’s RIS profiles are larger in magnitude 

than those measured in this work.  The electron probe used in Carter’s work is the same 

shape, though broader, than that used in this thesis.  These comparisons suggest 

consistency between the convolutions and deconvolutions performed in this thesis and by 

Carter, et al. [130]. 

Because RIS is a localized phenomenon, occurring only within a few-nanometer 

volume surrounding the grain boundary, it is relevant to understand the spatial behavior 

of point defects.  The concentrations of point defects which experience one of three 

possible fates—recombination, annihilation at the grain boundary (i.e. contribute to RIS), 

or remaining in the matrix—are taken from the IK model at four different spatial 

distances away from the boundary.  These concentrations are integrated over time (i.e. 

dose).  The results are presented in Figure 6.11 for a dislocation line density of 0 m-2, and 

in Figure 6.12 for 1015 m-2 dislocation line density.  In both of these figures, the red 

region represents point defects which diffuse to the grain boundary and cause RIS, the 

green region represents those point defects remaining in the matrix, the blue region 

represents recombination, and in Figure 6.12 only, the yellow region represents point 

defects which annihilate at sinks in the matrix. 

The simulations using 0 m-2 dislocation density (Figure 6.11) will be discussed 

first.  At 0.25 nm, diffusion of some point defects to the grain boundary begins 

immediately, while the remaining point defects build up in the matrix.  Recombination 

begins by 10-6 dpa, at which time the number of point defects remaining in the matrix 
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decreases as they recombine.  Ultimately, >99.9999 % of the point defects cause RIS at 

the grain boundary, while only ~0.01% recombine.  Further away from the boundary at 

7.75 nm, defects build up in the matrix until they begin to recombine and diffuse to the 

grain boundary; ~99.8% of the point defects reach the grain boundary, while the 

remaining ~0.2% recombine.  Recombination becomes more dominant further from the 

grain boundary, while the boundary becomes less important as a sink.  By 41.8 nm, ~99% 

of the point defects generated recombine, and only ~1% of the defects diffuse to the grain 

boundary.  Even further into the matrix at 618 nm, >99% of the point defects recombine. 

When a dislocation density of 1015 m-2 is added to the simulation (Figure 6.12), 

the number of point defects generating RIS decreases to 99.99% at 0.25 nm (as compared 

to 99.9999% when no sinks are included in the model) and 97% at 7.75 nm (as compared 

to 99.8% when no sinks are included in the model).  A considerable amount of the 

recombination is replaced by annihilation of point defects at sinks.  The presence of sinks 

decreases the number of defects available to diffuse to the grain boundary and cause RIS.  

By 41.8 nm away from the grain boundary, point defects are generally unable to escape 

recombination or annihilation at sinks, and are thus unable to diffuse to sinks to cause 

RIS.  This analysis shows that RIS is largely caused by point defects generated within a 

few nm or few tens of nm around the grain boundary; of course, this dimension will be 

temperature-dependent. 

 

6.2.2 Temperature Dependence 

 

The temperature dependence of RIS in Fe-9Cr is predicted by the IK model, using 

the reference case condition parameters (10-5 dpa/sec, steady-state dose of 15 dpa) and 

altering the irradiation temperature in increments of ±50°C, as shown in Table 6.10.  The 

resulting temperature dependence, as shown in Figure 6.13, exhibits Cr enrichment at 

lower temperatures and Cr depletion at elevated temperatures.  Chromium enrichment 

behavior changes to depletion at what shall be called the “crossover temperature”.  Here, 

the crossover temperature occurs near 530°C, at which point there is no segregation.  At 

the extremely low and extremely high temperature limits, ≤ 200°C and ≥ 800°C, RIS is 

suppressed, and little to no segregation is predicted.  However, between the extreme 
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limits and the crossover temperature, a double bell-shaped temperature dependence 

exists.  Chromium enrichment is maximized near 400°C, while Cr depletion is 

maximized near 600°C. 

The crossover behavior of Cr enrichment to Cr depletion is a significant and 

defining feature of the F-M IK model.  The crossover can be explained by the Cr:Fe 

diffusion coefficient ratios for vacancies and interstitials.  As shown in Figure 6.14, these 

ratios are both greater than unity, which means that Cr diffuses faster than Fe via both 

vacancies and interstitials.  Therefore, at temperatures where vacancy diffusion 

dominates, Cr will deplete, and at temperatures where interstitial diffusion dominates, Cr 

will enrich.  The Cr:Fe vacancy diffusion coefficient ratio crosses that of interstitials near 

530°C, so for T<530°C, interstitial diffusion dominates and Cr enriches, whereas for 

T>530°C, vacancy diffusion dominates and Cr depletes. 

The crossover between Cr enrichment and Cr depletion does not occur in 

austenitic steels, in which RIS is driven only by differences in the relative Ni and Cr 

association with the vacancy flux.  Interstitials do not contribute significantly to RIS in 

austenitic steels, as all species are set to have equal interstitial diffusivities [15], [17], 

[18], [37].  As a result, the vacancy and interstitial diffusion coefficient ratios for 

austenitic steels do not cross one another in the temperatures range of interest, as shown 

in Figure 6.14.  Unlike the F-M diffusion coefficient ratios, the austenitic ratios differ in 

slope and magnitude, specifically in the temperature range of interest. 

Note also that when sinks are included in the IK simulations, the shape of the 

temperature dependence does not change, but its magnitude decreases.  Results of 

temperature dependence with a sink density of 1017 m-2, which represents the upper limit 

of sink density in a commercial F-M alloy, are shown in Figure 6.13. 

 

6.2.3 Dose Dependence 

 

Dose dependence is studied by considering the reference case condition 

parameters (Fe-9Cr, 400°C, 10-5 dpa/sec) over a range of irradiation doses, from 0.0001 

dpa, up to 100 dpa, as shown in Table 6.10.  As shown in Figure 6.15, the amount of RIS 

increases rather rapidly before 1 dpa.  By just above 1 dpa, steady-state RIS behavior is 
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achieved, and the amount of RIS plateaus through the maximum dose studied.  This dose 

dependence is very similar to that obtained by the IK model for austenitic steels [15], 

[18].  Introducing a sink density of 1017 m-2 does not alter the dose dependence, nor the 

dose at which RIS steady-state is reached.  The sink density simply decreases the amount 

of RIS present. 

 

6.2.4 Composition Dependence 

 

The composition dependence of the IK model is determined by executing the 

reference case condition parameters but varying the bulk Cr concentration between 7 at 

% and 15 at% in increments of 1 at%, as noted in Table 6.10.  As shown in Figure 6.16, 

the IK model predicts an increasing amount of Cr RIS with increasing bulk Cr 

concentration for a range of Fe-Cr alloys irradiated at 400°C to a steady-state dose of 15 

dpa at 10-5 dpa/sec.  The amount of RIS can change by as much as 1.5 at% when the bulk 

Cr concentration is changed from 9 at% to 15 at%.  The inclusion of sinks in the model 

decreases the magnitude of the slope of the RIS vs. Cr concentration line and decreases 

the predicted amount of RIS, but the sign of the slope (positive) remains the same. 

 

6.2.5 Dose Rate Dependence 

 

The dose rate dependence of the IK model is determined by altering the reference 

dose rate by factors of 10 such that the dose rate ranged from 10-7 dpa/sec to 0.1 dpa/sec.  

The condition parameters for the dose rate dependence are shown in Table 6.10.  The IK 

model predicts a decreasing amount of Cr RIS with increasing dose rate, as shown in 

Figure 6.17.  This negative slope makes sense as higher dose rates cause quicker 

accumulation of damage, without allowing sufficient time between damage events for 

point defects to diffuse to grain boundaries.  However, the negative slope is very shallow, 

as the amount of Cr RIS is only predicted to change by ~0.75 at% over six orders of 

magnitude of dose rate.  This behavior is markedly different than that of austenitic 

stainless steels, in which a considerable temperature shift is required to compensate for a 
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two-orders-of-magnitude change in dose rate for comparable irradiated microchemistry 

[131], [132]. 

The very shallow slope along with experimental limitations make it unlikely that a 

dose rate dependence can be discerned experimentally.  Even if it were possible to 

perform irradiation experiments at two dose rates six orders of magnitude apart, the 

predicted difference between the RIS results of these two points is too small to be 

distinguishable outside of experimental error.  The slope of the RIS vs. dose rate line 

becomes even shallower when 1017 m-2 sinks are included in the IK model. 

 

 

6.3 Modeling the Solute Drag Mechanisms 

 

It is theorized that the solute drag mechanism can contribute to RIS, either in 

addition to, or instead of, the inverse Kirkendall mechanism.  Since the modeling effort 

has thus far focused only on the inverse Kirkendall mechanism, an alternative mechanism 

of solute drag will now be addressed.  First, the solute drag mechanism shall be 

implemented into the existing IK model framework.  Next, appropriate input parameters 

for solute-defect binding will be selected.  The, finally, results of the solute drag model 

will be presented. 

 

6.3.1 Setup of the Solute Drag Model 

 

Solute drag is suggested as a RIS mechanism because it considers the formation 

of tightly-bound solute-defect complexes, capable of diffusing a significant distance 

before breaking apart.  This mechanism was devoloped and described by Faulkner, et al.   

[44] and it considers both solute-interstitial and solute-vacancy complexes.  In the case of 

solute-interstitial complexes, the solute drag mechanism considers diffusion of di-

interstitial dumbbells, as opposed to the mono-interstitials considered in the IK 

mechanism.  For solute-vacancy complexes, atomic species strongly bound to vacancies 

will be carried, or “dragged”, along with the vacancy flux to grain boundaries.  The 
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solute-vacancy interaction will affect the ability of the solute to diffuse via the vacancy 

flux.  Choudhury, et al. [55] find that in a dilute alloy, if the solute-vacancy interaction is 

negligible, the solute will diffuse though vacancy-solute exchange (the IK mechanism).  

But, if the solute-vacancy interaction is strongly attractive, the solute and the vacancy 

will migrate as a complex specie, in which the solute is dragged in the direction of 

vacancy defect flux.  Clearly, solute drag is a very strong mechanism of RIS, potentially 

capable of generating considerable amounts of segregation at grain boundaries and other 

point defect sinks. 

Johnson and Lam [31], [133] have developed a rate-theory RIS model for a 

ternary alloy that considers free self-interstitials, free mono-vacancies, free substitutional 

solute atoms, two types of solute-interstitial complexes, and solute-vacancy complexes.  

This model has been described in Section 2.1.2.  The formulation of the Johnson and Lam 

model can be used to aid in implementing a solute drag model into the existing rate-

theory IK model. 

At present, the IK model considers alloying components, vacancies, and 

interstitials; kinetic rate equations are written for each of these species in Chapter 2, 

Equations 2.32-2.36.  If the solute drag mechanism is to be represented by solute-vacancy 

and solute-interstitial complexes, kinetic rate equations for these complexes must be 

added to the IK set of kinetic rate equations.  The equations for the solute-defect 

complexes can be adapted from the Johnson and Lam model as follows: 

 , and  ( 6.5 ) 

 , ( 6.6 ) 

where D are the diffusion coefficients, C are the concentrations, and K are the rate 

constants; the subscripts are ib for B-interstitial complexes, vb for B-vacancy complexes, 

i for interstitials, b for B atoms, v for vacancies, vib for the annihilation of B-interstitial 

complexes with a mono-vacancy, and ivb for the annihilation of a mono-interstitial with a 

B-vacancy complex.  Note that Equations 6.5-6.6 imply that only atomic specie B forms 

solute-defect complexes.  In an Fe-Cr binary alloy, Cr (specie B) is the solute, and is thus 

the specie that will participate in any solute-defect drag. 
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The diffusion coefficients from Equations 6.5-6.6 are given by: 

 , and ( 6.7 ) 

 , ( 6.8 ) 

where a is the lattice parameter, vi and vv are approximated as the Debye frequencies for 

interstitials and vacancies, Emib is the migration energy of the B-interstitial complex, and 

Emvb is the migration energy of the B-vacancy complex.  The rate constants are: 

 , ( 6.9 ) 

 , ( 6.10 ) 

 , ( 6.11 ) 

 , ( 6.12 ) 

 , and ( 6.13 ) 

 , ( 6.14 ) 

where Emi and Emv are the interstitial and vacancy migration energies,  is the binding 

energy of the B-interstitial complex, and  is the binding energy of the B-vacancy 

complex. 

The equations presented in this subsection represent the solute drag mechanism in 

a rate-theory format.  This set of Equations 6.5-6.14 is incorporated to the existing IK 

model, in order to understand how solute drag will alter the predicted amount of RIS.  

Clearly, there are a number of input parameters required by the solute drag formulation.  

Determining the appropriate values for these input parameters will be the focus of the 

upcoming subsection. 

 

6.3.2 Input to the Solute Drag Model 

 

 

D
ib

=
2

21
a
2
v
i
exp !E

mib
kT( )

 

D
vb

=
1

12
a
2
v
v
exp !E

mvb
kT( )

 

K
ib

=168v
i
exp !E

mi
kT( )

 

K
ib
'= 4v

i
exp ! E

mi
+ E

ib

b( ) kT( )

 

K
vib

=126 v
v
exp !E

mv
kT( ) +

1

7
v
i
exp !E

mib
kT( )

" 

# 
$ 

% 

& 
' 

 

K
vb

= 84v
v
exp !E

mv
kT( )

 

K
vb
'= 7v

v
exp ! E

mv
+ E

vb

b( ) kT( )

 

K
ivb

=168 v
i
exp !E

mi
kT( ) + v

v
exp !E

mvb
kT( )( )

 

E
ib

b

 

E
vb

b



 268 

The solute drag formulation presented above requires the input of six migration 

energies.  Unfortunately, there are no empirical measurements of these energies.  Instead, 

their values must be based upon molecular dynamics simulations, along with 

approximations from the mono-interstitial and mono-vacancy diffusion described in 

Section 6.1.3.  The migration energies for which values are sought, and their values 

decided upon, are shown in Table 6.11.  The reasoning and explanation behind the values 

of these energies is the focus of this section. 

Solute-defect complex migration energies:  The solute-defect complex migration 

energies, Emib and Emvb, will be discussed first.  Keeping in mind that the solute being 

modeled is Cr, it is easier to think about these parameters as the migration energy of a 

bound Cr-interstitial complex and the migration energy of a bound Cr-vacancy complex.  

One will recall, from the discussion of Cr and Fe interstitial migration energies in Section 

6.1.3.2, that it is most energetically favorable for interstitials in the bcc Fe-Cr system to 

form dumbbells and diffuse as dumbbells.  Furthermore, the energies which were decided 

upon for single Cr interstitial migration and single Fe interstitial migration are, in 

actuality, based upon dumbbell diffusion (see Tables 6.7 and 6.8).  Since, in the solute 

drag theory, a bound Cr-interstitial complex is essentially an interstitial dumbbell, it is a 

conservative approximation to use the Cr interstitial migration energy from the IK model, 

0.26 eV, for the Cr-interstitial complex migration energy for the solute drag model.  

There have not been any studies performed on Cr-vacancy complexes, and thus no basis 

for knowing what an appropriate Cr-vacancy complex migration energy may be.  A 

conservative estimate would be to use the Cr vacancy migration energy from the IK 

model, 0.55 eV, as an approximation to the Cr-vacancy complex migration energy. 

Interstitial and vacancy migration energies:  The interstitial and vacancy 

migration energies, Emi and Emv, will now be considered.  As shown in Equations 6.9-

6.14, these are mono-interstitial or mono-vacancy migration energies which are used to 

calculate rate constants for various reactions; expressions for these rate constants are 

written such that it does not matter whether the reacting mono-interstitial is Fe or Cr, nor 

whether the reacting mono-vacancy is in an Fe or Cr lattice position.  In other words, 

these migration energies are blind to the alloying components.  Thus, suitable values for 
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these migration energies can be obtained by taking a composition-weighted average of 

the IK point defect migration energies.  Therefore, 

€ 

Emi =
0.91Fe × 0.35eV( ) 0.09Cr × 0.26eV( )

1.00
= 0.34eV  , and 

€ 

Emi =
0.91Fe × 0.63eV( ) 0.09Cr × 0.55eV( )

1.00
= 0.62eV , 

for an Fe-9Cr alloy. 

Solute-defect complex binding energies:  In this thesis, positive binding energy 

denotes attraction, while a negative binding energy denotes repulsion. 

Solute-vacancy complex binding energies will be discussed first.  Choudhury, et 

al. [55] used ab initio calculations to understand Cr-vacancy binding in bcc Fe as a 

function of nearest neighbor locations; their results are presented in Figure 6.18.  Their 

results show that Cr-vacancy complexes have a weak attractive binding energy of around 

0.01-0.05 eV.  This suggests that Cr should enrich by Cr-vacancy solute drag. 

Binding of a mixed <110> Fe-Cr dumbbell has been calculated by embedded 

atom method (EAM) potentials in a molecular dynamics simulation.  Wallenius, et al. 

[134] calculated the binding energy to be 0.27 eV in Fe-5Cr, using an EAM potential 

constructed in that work; note the positive sign convention is adopted for attraction.  

Wallenius, however, also implemented the EAM potential constructed by Farkas, et al. 

[135], and found a weaker attractive binding energy of 0.05 eV.  These results also 

suggest that Cr should enrich by Cr-interstitial solute drag. 

 

6.3.3 Results of Solute Drag Mechanism 

 

The IK model, with solute drag effects included, is executed using the IK 

reference case of Fe-9Cr irradiated at 400°C and dose rate 10-5 dpa/sec.  Three code runs 

are conducted, each implementing just one of the solute-defect complex binding energies 

shown in Table 6.11.  Because all of the binding energies suggest attraction between Cr 

atoms and defects, it is unsurprising that the solute drag model calculates Cr 

enrichment—notably, Cr enrichment greater than that calculated by the IK mechanism 
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alone—in all three solute drag simulations.  The results of these solute drag simulations 

will be discussed in greater detail here. 

The reference IK model case, without the effects of solute drag, predicts Cr 

enrichment of 1.00 at%.  When Cr-vacancy complexes with binding of 0.05 eV are 

included in the IK model, the Cr enrichment increases to 4.55 at%.  Likewise, when Cr-

interstitial complexes are considered in the IK model, Cr enrichment increases to 9.50 

at% with 0.05 eV binding, or 43.6 at% with 0.27 eV binding.  These results are evaluated 

at a steady-state dose of 15 dpa and shown graphically in Figure 6.19.  It is obvious from 

these results that solute drag is a stronger mechanism than inverse Kirkendall; small 

solute-defect binding energies can lead to significant over-prediction of the amount of 

RIS. 
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Table 6.1.  Timesteps used in inverse Kirkendall model. 

Timestep (sec) 

Dose (dpa) for 
10-5 dpa/sec 
Dose Rate 

1.00E-03 1.00E-08 

1.00E-02 1.00E-07 

1.00E-01 1.00E-06 

1.00E+00 1.00E-05 

1.00E+01 1.00E-04 

5.00E+01 0.0005 

2.50E+02 0.0025 

1.30E+03 0.013 

6.30E+03 0.063 

1.60E+04 0.16 

3.90E+04 0.39 

9.80E+04 0.98 

1.00E+05 1 

2.40E+05 2.4 

3.00E+05 3 

6.10E+05 6.1 

7.00E+05 7 

1.00E+06 10 

1.50E+06 15 

3.00E+06 30 

1.00E+07 100 
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Table 6.2.  Definition of all condition parameters to inverse Kirkendall model. 

Parameter Definition Unit 

DISPRT Peak displacement rate dpa/sec 

DOSE Cutoff dose dpa 

TEMPC Peak temperature C 

CONCB Concentration of B #/atom 

CONCC Concentration of C #/atom 

DISL Peak dislocation density #/m2 
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Table 6.3.  Definition of all input parameters to inverse Kirkendall model. 

Parameter Definition Unit 
R1 Distance to end of 1st mesh group nm 
R2 Distance to end of 2nd mesh group nm 
RF Distance to end of 3rd mesh group nm 
N1 Number of points in 1st mesh group unitless 
N2 Number of points in 2nd mesh group unitless 
N3 Number of points in 3rd mesh group unitless 
H0 Input timestep to GEAR package s 
EPS Error control parameter unitless 
ETAV Vacancy production efficiency unitless 
ETAI Interstitial production efficiency unitless 
NAT Number density at/m3 
LAMBDA Jump distance m 
FAV Vacancy jump correlation factor, element A unitless 
FBV Vacancy jump correlation factor, element B unitless 
FCV Vacancy jump correlation factor, element C unitless 
FAI Interstitial jump correlation factor, element A unitless 
FBI Interstitial jump correlation factor, element B unitless 
FCI Interstitial jump correlation factor, element C unitless 
WAV Vacancy jump frequency, element A s-1 
WBV Vacancy jump frequency, element B s-1 
WCV Vacancy jump frequency, element C s-1 
WAI Interstitial jump frequency, element A s-1 
WBI Interstitial jump frequency, element B s-1 
WCI Interstitial jump frequency, element C s-1 
EMIA Interstitial migration energy, element A eV 
EMIB Interstitial migration energy, element B eV 
EMIC Interstitial migration energy, element C eV 
SV Vacancy formation enthalpy eV/m3 
EMA Vacancy migration energy, element A eV 
EMB Vacancy migration energy, element B eV 
EMC Vacancy migration energy, element C eV 
EFA Vacancy formation energy, element A eV 
EFB Vacancy formation energy, element B eV 
EFC Formation energy, element C eV 
EFGB GB formation energy eV 
NUOV Debye frequency, vacancy s-1 
NUOI Debye frequency, interstitial s-1 
AL Thermodynamic factor unitless 
Z Number of neighbor atoms unitless 
BIASV Dislocation bias for vacancies unitless 
BIASI Dislocation bias for interstitials unitless 
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Table 6.4.  Results of sensitivity analysis of inverse Kirkendall model. 

Parameter Significance 
at 320°C 

Significance 
at 500°C 

FAV -0.10 -0.30 

FBV -0.10 -0.30 

FAI -0.10 -0.30 

FBI -0.10 -0.30 

WAV 1.52 1.86 

WBV -0.71 -1.23 

WAI -0.20 -0.51 

WBI 0.75 1.33 

EMIA -52.15 -50.52 

EMIB 52.15 50.52 

SV 0.002 0.01 

EMA -52.41 -51.03 

EMB 52.41 51.03 

EFA -5.10 -4.50 

EFB 4.70 4.20 

EFGB 0.17 0.15 

AL 0.86 1.46 
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Table 6.5.  Iron-vacancy migration energies determined from ab initio models. 

Jump Configuration Migration Energy (eV) Reference 

w3 0.69 [55] 

w4 0.65 [55] 

w3’ 0.67 [55] 

w4’ 0.63 [55] 

w3’’ 0.64 [55] 

w4’’ 0.62 [55] 

w3 0.66 [54] 

w4 0.62 [54] 

w3’ 0.65 [54] 

w4’ 0.59 [54] 

w3’’ 0.60 [54] 

w4’’ 0.57 [54] 

5Fe + 1Cr lattice 0.627 [111] 

Average 0.63 n/a 
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Table 6.6.  Chromium-vacancy migration energies determined from ab initio models.  

Jump Configuration Migration Energy (eV) Reference 

w2 0.58 [55] 

w2 0.52 [54] 

w2 0.571 [111] 

w2 0.54 [112] 

Average 0.55 n/a 
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Table 6.7.  Iron-interstitial migration energies determined from ab initio models.  

Jump Configuration Migration Energy (eV) Reference 

w0 0.35 [55] 

w4 0.39 [55] 

w6 0.36 [55] 

w0 0.34 [115] 

w4 0.35 [115] 

w0 0.34 [113] 

Average 0.35 n/a 
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Table 6.8.  Chromium-interstitial migration energies determined from ab initio models.  

Jump Configuration Migration Energy (eV) Reference 

w1 0.25 [55] 

w2 0.33 [55] 

w1 0.23 [115] 

w2 0.33 [115] 

Average 0.26 n/a 
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Table 6.9.  List of values for input parameters to IK model. 

Parameter Definition Unit Value 
R1 Distance to end of 1st mesh group nm 4.0 
R2 Distance to end of 2nd mesh group nm 18.0 
RF Distance to end of 3rd mesh group nm 2018.0 
N1 Number of points in 1st mesh group unitless 16 
N2 Number of points in 2nd mesh group unitless 14 
N3 Number of points in 3rd mesh group unitless 20 
H0 Input timestep to GEAR package s 1 x 10-9 
EPS Error control parameter unitless 1 x 10-9 
ETAV Vacancy production efficiency unitless 0.3 
ETAI Interstitial production efficiency unitless 0.3 
NAT Number density at/m3 8.34 x 1028 
LAMBDA Jump distance m 2.48 x 10-10 
FAV Vacancy jump correlation factor, Fe unitless 0.727 
FBV Vacancy jump correlation factor, Cr unitless 0.777 
FAI Interstitial jump correlation factor, Fe unitless 0.727 
FBI Interstitial jump correlation factor, Cr unitless 0.727 
WAV Vacancy jump frequency, Fe s-1 1.60 x 1013 
WBV Vacancy jump frequency, Cr s-1 2.40 x 1013 
WAI Interstitial jump frequency, Fe s-1 2.90 x 1012 
WBI Interstitial jump frequency, Cr s-1 1.50 x 1012 
EMIA Interstitial migration energy, Fe eV 0.35 
EMIB Interstitial migration energy, Cr eV 0.26 
SV Vacancy formation enthalpy eV/m3 1.00 
EMA Vacancy migration energy, Fe eV 0.63 
EMB Vacancy migration energy, Cr eV 0.55 
EFA Vacancy formation energy, Fe eV 1.6 
EFB Vacancy formation energy, Cr eV 2.25 
EFGB GB formation energy eV 0.87 
NUOV Debye frequency, vacancy s-1 1.50 x 1013 
NUOI Debye frequency, interstitial s-1 1.50 x 1012 
AL Thermodynamic factor unitless 1 
Z Number of neighbor atoms unitless 8 
BIASV Dislocation bias for vacancies unitless 1 
BIASI Dislocation bias for interstitials unitless 1 
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Table 6.10.  List of values for condition parameters to IK model. 

Value of Parameter Used in: 

Parameter Reference 
Case 

Temperature 
Dependence 

Dose 
Dependence 

Composition 
Dependence 

Dose Rate 
Dependence 

DISPRT 
(dpa/sec) 10-5 10-5 10-5 10-5 

10-7-0.1 dpa/sec 
in increments 
of an order of 

magnitude 

DOSE 
(dpa) 

15 
(steady-

state) 

15 (steady-
state) 

10-5-100 dpa 
every decade, 
plus 0.25, 0.5, 

0.75, 2.5, 5, 7.5 

15 (steady-
state) 

15 (steady-
state) 

TEMPC 
(°C) 400 

100-900°C in 
increments of 

50°C 
400 400 400 

CONCB 
(at%) 9 9 9 

7-15 at% in 
increments of 

1 at% 
9 

DISL 
(#/m2) 0 0 0 0 0 
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Table 6.11.  List of input parameters and their values for the solute drag mechanism. 

Parameter Definition Unit Value 

Emib B-interstitial complex migration energy eV 0.26 

Emvb B-vacancy complex migration energy eV 0.55 

Emi Interstitial migration energy eV 0.34 

Emv Vacancy migration energy eV 0.62 

 B-interstitial complex binding energy eV 0.05-0.27 (attractive) 

 B-vacancy complex binding energy eV <0.05 (attractive) 
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Figure 6.1.  Flowchart of IK code. 
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Figure 6.2.  Schematic of one-dimensional positional mesh in IK model. 
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Figure 6.3.  Results of sensitivity analysis of inverse Kirkendall model. 

 

-60 -40 -20 0 20 40 60

FAV
FBV
FAI
FBI

WAV
WBV
WAI
WBI
EMIA
EMIB
SV

EMA
EMB
EFA
EFB
EFGB
AL

320°C
500°C

Significance



 285 

 
Figure 6.4.  Configurations of Fe and Cr vacancy jumps, used for ab initio migration 

energy calculations, taken from [55]. 
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Figure 6.5.  Results of molecular dynamics simulations in concentrated b.c.c. Fe-Cr 

systems, showing that <110> Fe-Fe and mixed dumbbells account for nearly 100% of all 

interstitials in the system; taken from [114]. 
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Figure 6.6.  Configurations of Fe and Cr interstitial jumps, used for ab initio migration 

energy calculations, taken from [115]. 
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Figure 6.7.  Schematic illustrating the effect of convolution on a RIS profile calculated by 

the model, after Carter, et al. [130]. 
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(a) 

 
(b) 

 
Figure 6.8.  X-ray generation functions (a) as calculated by Monte Carlo methods in a 

304L stainless steel specimen ~50 nm thick for a STEM electron probe ~2 nm at full 

width one-tenth maximum, taken from Carter, et al. [130] and (b) as scaled for a STEM 

electron probe ≤1.4 nm at full width one-tenth maximum, used in this work. 

 

 

R.D. Carter et al. /Journal of Nuclear Materials 211 (1994) 70-84 77 

$ 10 
,: 8 

Ni 

Alloy 
Fig. 4. Comparison of the Cr and Ni composition changes at 
the grain boundary in atomic percent, as measured by AES 
and STEM in the UHP, UHP+P, UHP+S, and UHP+Si 
alloy. The change in nickel concentration is above the 0% 
line, and the change in chromium concentration is below the 
0% line. Note: AES data is not available for the UHP+ Si 
alloy (see text). 

4.1. Deconuolution of measured STEM profiles 

STEM-EDS measurements consistently underesti- 
mate the amount of segregation at the grain boundary, 
mainly because of the finite probe size and of the 
broadening of the incident electron beam. These two 
effects result in spatial averaging of the composition 
over a volume which extends far beyond the boundary 
region. The goal is to obtain the actual grain-boundary 
segregation profile by removing the beam averaging 
effects from the measured grain-boundary profiles. De- 
convolution is the process of undoing the smearing in 
the data which has occurred due to scattering of elec- 
trons in the beam-interaction volume in the foil, and 
can be understood by describing the inverse process of 
convolution. 

The measured composition profile is a result of the 
convolution of the actual grain-boundary composition 
profile with the broadened electron beam as it tra- 
verses the thickness of the foil. More precisely, it is the 
convolution of the actual grain-boundary profile with 
the X-ray generation function. This process can be 
described mathematically [32] as 

(g * h)(x) -l_m_g(x’)h(x-x’) dx’, (1) 

where x is the distance from the grain boundary, 
(g * h)(x) is the measured (or convoluted) profile, 
g(x’) is the X-ray generation function averaged over 
the two spatial dimensions corresponding to the grain 
boundary plane, and h(x) is the actual grain-boundary 
composition profile. This can be difficult to calculate; 

however, this relation is greatly simplified by Fourier 
transformation, giving, 

F(g * h) =F(g) .F(h). (2) 
Here, the Fourier transform of the convoluted profile 
F(g * h), is simply the product of the Fourier trans- 
form of the X-ray generation function, F(g) and that 
of the actual composition profile, F(h). The reverse 
process, deconvolution, is straightforward - the Fourier 
transform of the measured (convoluted) profile is di- 
vided by that of the X-ray generation function to 
obtain the Fourier transform of the actual composition 
profile. More detailed descriptions of the theory be- 
hind convolution and deconvolution can be found else- 
where [32,33]. 

The X-ray generation function was determined from 
a Monte Carlo simulation of electron-solid interac- 
tions [34]. The inputs to the simulation include mate- 
rial parameters such as atomic weight, atomic number, 
sample density, the initial electron beam intensity pro- 
file and sample thickness. Measurement of the electron 
distribution within the incident beam indicates that the 
beam is nearly Gaussian in shape with a full width at 
tenth maximum of N 2.0 nm. The thickness of ana- 
lyzed regions in STEM is determined first through a 
known beam current/ sample thickness/ X-ray inten- 
sity relationship which has been empirically deter- 
mined on samples of similar composition in the Philips 
EM400T-FEG/STEM. More accurate determinations 
are made later at the same locations using convergent 
beam electron diffraction methods [35]. An accuracy of 
flO% of the thickness is readily achieved, which will 
not significantly affect beam broadening in typical foils. 
The resulting average X-ray generation function is 
shown in Fig. 5. 

The deconvolution technique was applied to mea- 
sured Cr and Ni grain boundary profiles that were 

2 
- X-ray generation function 

h ! UHP+P,UHP+Si step size 

UHP+S step size 

Distance from Boundary, nm 
Fig. 5. X-ray generation function in a foil of _ 50 nm thick- 
ness. The symbols represent the distance at which the first 
data point to either side of the grain boundary is measured. 
All of the alloys have a measurement at the grain boundary as 
well. 
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Figure 6.9.  Chromium concentration profile at the grain boundary, from the IK model 

reference case of Fe-9Cr irradiated at 400°C to steady-state dose of 15 dpa, at a dose rate 

of 10-5 dpa/sec.  Model result prior to convolution is shown as a solid line; convoluted 

model result is shown as dashed line. 
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Figure 6.10.  Example of a measured and deconvoluted Cr concentration profile from line 

scan T91_7dpa_400C_07-08_B_1-1-F. 
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Figure 6.11.  Point defect fates calculated by IK model for Fe-9Cr, 400°C, ρd=0 m-2. 
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Figure 6.12.  Point defect fates calculated by IK model for Fe-9Cr, 400°C, ρd=1015 m-2. 
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Figure 6.13.  Chromium RIS predicted by IK model, as a function of irradiation 

temperature for Fe-9Cr irradiated to a steady-state dose of 15 dpa at 10-5 dpa/sec. 
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Figure 6.14.  Cr:Fe vacancy and interstitial diffusion coefficient ratios for F-M alloys, 

with Cr:Ni vacancy and interstitial diffusion coefficient ratios for austenitic alloys. 
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Figure 6.15.  Chromium RIS predicted by IK model, as a function of dose for Fe-9Cr 

irradiated at 400°C, 10-5 dpa/sec. 
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Figure 6.16.  Chromium RIS predicted by IK model, as a function of bulk Cr 

concentration for a range of Fe-Cr binary alloys irradiated at 400°C to a steady-state dose 

of 15 dpa at 10-5 dpa/sec. 
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Figure 6.17.  Chromium RIS predicted by IK model, as a function of irradiation dose rate. 
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Figure 6.18.  Ab initio calculations of Cr-vacancy binding as a function of nearest 

neighbor position in bcc Fe, taken from [55]. 
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Figure 6.19.  Results of solute drag model, a compared to reference IK model case, for 

Fe-9Cr irradiated at 400°C and dose rate 10-5 dpa/sec, evaluated at a steady-state dose of 

15 dpa. 
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CHAPTER 7 DISCUSSION 

 

The previous chapters have presented experimental measurements of radiation-

induced segregation, collected from several alloys over a range of experimental 

conditions, as well as predicted values of RIS calculated by models of two proposed RIS 

mechanisms.  In this chapter, the measured and predicted results will be brought together 

in an effort to deduce the mechanism driving RIS in F-M alloys.  It is hypothesized that 

this mechanism is inverse Kirkendall, so the primary purpose of this chapter is to 

determine whether experimental measurements are consistent with the behaviors 

predicted by the IK mechanism.  Consistency between experimental and IK model 

results, however, does not wholly confirm the hypothesis.  Thus, it must also be shown 

that experimental results are inconsistent with alternative mechanisms, such as solute 

drag.  This chapter will be organized as follows.  Section 7.1 will present the limitations 

of the experimental measurements and the model results, respectively.  Then, Section 7.2 

will compare experimental results to the IK model.  Finally, Section 7.3 will compare 

experimental results to the solute drag model. 

 

7.1 Analysis and Limitations of Experimental Measurements  

 

Prior to comparing experimental measurements to model calcualtions, the 

limitations of both of these sets of results must be examined.  In this section, the 

limitations and simplifying assumptions will be described, and their effect on the results 

will be noted. 
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7.1.1 Shape of RIS Profiles 

 

The RIS profiles presented in Chapter 5 reveal that in some cases, the RIS profiles 

are not symmetric about the grain boundary.  Conversely, the modeling work presented in 

Chapter 6 assumes symmetry about the boundary, and simulates composition gradients 

on only one side of the modeled boundary.  In this section, the asymmetry in some of the 

measured boundaries will be described, and possible explanations for this behavior will 

be presented. 

Asymmetry exists in many of the RIS profiles presented in Chapter 5, for 

example, in the Fe and Cr RIS profiles in Figure 5.11, from T91 irradiated to 3 dpa at 

300°C.  In this figure, the concentration gradient on the right side of the PAGB is steeper 

than the concentration gradient on the left side of the PAGB.  Similar asymmetry can be 

observed in most of the RIS profiles shown in Chapter 5.  This asymmetry may suggest 

grain boundary migration.  The phenomenon of grain boundary migration has been 

observed in other F-M alloys, notably in a 500°C Fe+ ion irradiated model Fe-12Cr ODS 

steel [13].  In that work, as well as in earlier studies in electron irradiated austenitic alloys 

[38], the direction of grain boundary migration was noted to be toward the steeper side of 

the asymmetric concentration profile. 

Some of the RIS profiles also contain some kinks, such as the representative 

profiles from T91 irradiated to 3 dpa at 450°C, shown in Figure 5.16.  In this figure, the 

Fe and Cr concentration profiles each contain a kink on the concentration gradient, 

approximately 6-9 nm to the left of the PAGB.  The kink is in the direction of Cr 

enrichment and Fe depletion, consistent with grain boundary RIS directions.  Kinks along 

the slope of the concentration profile may be attributed two possibilities.  First, they 

could be due to counting error.  But in cases in which multiple scans along the same 

boundary all exhibit a kink in approximately the same position, these kinks are likely due 

to the line scans traversing a dislocation line, where some segregation may have 

occurred.  Since in Figure 5.16, the direction of RIS in the kink is the same as the 

direction of RIS at the grain boundary, this observation is consistent with the hypothesis 

of traversing a dislocation. 
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Another feature of note is that in some cases, the shape of the Cr enrichment peak 

is sharper, while the minor element peaks are more rounded.  An example of this 

behavior can be seen in the representative profiles from T91 irradiated to 3 dpa at 450°C, 

Figure 5.16.  The cause of this behavior is unknown.  One can speculate that it may be 

attributed to counting statistics or to precipitate nucleation, but there is no basis for 

further speculation.  Rounded profiles have not been mentioned in other literature on RIS 

in F-M alloys.  

 

7.1.2 Which Measurements should be used in Comparison to Model 

 

It is important to note here that there are many ways to quantify RIS at a grain 

boundary.  Some studies measure only the grain boundary concentration of an element.  

Other studies measure the change in grain boundary concentration, or the difference 

between the grain boundary concentration and the matrix concentration of a given 

element.  Yet other studies measure the area under an enrichment peak.  In this work, the 

experiment-model comparison will be performed using the change in grain boundary 

concentration. 

The change in grain boundary concentration (grain boundary concentration minus 

matrix concentration) shall be used in this work because it relies only on obtaining an 

accurate measurement of the grain boundary concentration and the matrix concentration.  

This is also a better measure than only the grain boundary concentration itself, because 

the change accounts for a decrease in the matrix concentration of an element enriched at 

the grain boundary.  Furthermore, if a fair experiment-model comparison is to be made 

using the area under an enrichment peak, the experimental and modeled results would 

need to be measured or calculated at identical intervals.  Due to the electron probe 

dimensions, the experimentally-measured intervals are limited to 1.5 nm.  As mentioned 

in Section 6.1.1, the modeled RIS is maximized when a 0.25 nm interval is implemented.  

Thus, different intervals are used to maximize the amount of RIS measured 

experimentally and calculated by the model, and thus, the area under the enrichment 

peaks will not be used for experiment-model comparison. 
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7.1.3 Sink density 

 

Although the initial IK model executed in Chapter 6 ignored sinks, the dislocation 

density will be used later in this chapter to aid in the comparison between the 

measurements and the IK calculation.  Although point defect sinks are discrete features, 

the IK model treats the input sink density as a dislocation line density homogenized 

across the entire modeled volume.  Thus, it is relevant here to identify the limitations of 

the dislocation density as it is utilized within the IK model.  It is also critical to describe 

how these limitations affect the experiment-model comparison.   

Sink density is temperature dependent.  Specimens irradiated at lower 

temperatures exhibit nucleation and growth of dislocation loops, an example of which is 

given for T91 irradiated to 3 dpa at 400°C in Figure 7.1(a).  But dislocation loops are not 

found at higher irradiation temperatures, an example of which is given for T91 irradiated 

to 3 dpa at 700°C in Figure 7.1(b).  Other microstructural studies [11], [61], [136–138] 

have confirmed that in F-M alloys, the size and number density of loops increase with 

temperature up to ~450-500°C, above which the number density decreases until no 

dislocation loops can be seen at temperatures >~600°C.  So with increasing temperature, 

the sink density will decrease, making more point defects available to diffuse to grain 

boundaries and generate RIS; this would in turn cause the IK model to increasingly 

under-predict the extent of segregation with increasing temperature. 

To minimize the effects of the temperature dependence of the sink density, the as-

received sink density is used in IK simulations.  The as-received sink density does not 

account for loops, but only for boundaries, precipitates, and dislocation lines.  It must be 

noted, however, that thermal annealing may occur [139] as the specimens are heated to 

their irradiation temperatures (particularly 700°C), and could cause sinks to anneal out of 

the specimens.  If so, the IK model could over-predict RIS at higher temperatures. 

Using the as-received sink density in IK calculations is a valid assumption at low 

irradiation doses.  But as loops and irradiation-induced phases nucleate and grow with 

increasing dose, the as-received sink density will cause the IK model to increasingly 

over-predict the extent of RIS.  This effect is lessened since experiments are performed to 
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only 3 dpa, except for those conditions investigated for dose dependence.  This issue will 

be addressed in greater detail in the forthcoming Section 7.2.4. 

It must also be determined whether it is reasonable to account for each sink type 

in the IK model.  Since point defect sinks are discrete features in the alloys, not all point 

defects may “see” these sinks while they diffuse to a grain boundary.  Furthermore, in 

Section 6.2.1 and Figure 6.11-6.12, it was shown that only the point defects created 

within ~10 nm of the grain boundary actually diffuse to that boundary and generate RIS.  

Thus, it is reasonable for the as-received sink density to account for only the sinks found 

within ~10 nm to a few tens of nm of the PAGB.  The average positions of sinks relative 

to the PAGB are noted in Table 7.1 and will be discussed here. 

• Grain boundaries:  Laths are ~400 nm wide, so the nearest lath boundaries 

will not affect RIS occurring within ~10 nm of a PAGB.  Some lath 

boundaries may intersect PAGBs near the analysis region.  But overall, other 

boundaries will have very little, if any, effect on RIS at a PAGB. 

• Precipitates:  All RIS line scans are taken ≥20 nm away from precipitates 

located on PAGBs.  Since most point defects that generate RIS are created 

within ~10 nm of the region being analyzed, precipitates will have a small 

effect, if any, on RIS. 

• Dislocation lines:  Dislocation lines are distributed uniformly throughout the 

alloy, even within tens of nm of the PAGB.  On average, dislocation lines are 

spaced 40 nm apart, as back-calculated from their density provided in Tables 

5.30-5.31.  Thus, dislocation lines can affect RIS, and it is reasonable to 

account for them in the as-received sink density and also to homogenize them 

across the modeled volume. 

Since the as-received sink density considers grain boundaries and precipitates in addition 

to dislocation lines, the model calculations should under-predict the extent of RIS.  

However, irradiation-induced sinks such as black dots and dislocation loops, nucleate as 

early as 1 dpa (see Tables 5.30-5.31 for dislocation loop dose evolution), and reduce the 

amount by which the model will under-predict RIS.  Both black dots and loops are 

uniformly distributed throughout the specimen, so homogenization of these sinks is 

reasonable.  Furthermore, there is no denuded zone of dislocation loops, as shown in 
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Figure 7.2, for T91 irradiated to 3 dpa at 400°C.  In this figure, dislocation loops are 

observed at the PAGB, which could explain scan-to-scan variations along a given PAGB.  

Ultimately, model calculations offer a reasonable match to the experimental 

measurements because the under-prediction of RIS using the as-received sink density is 

reconciled by a reduction in RIS due to nucleation of irradiation-induced features. 

This section has shown that although sink density is temperature-dependent, use 

of the as-received sink density in the IK model calculations can minimize temperature 

dependence effects.  Use of the as-received sink density has been justified.  The effects of 

these assumptions on the experiment-model comparison have been noted.  In the 

forthcoming Section 7.2.1, the IK model temperature dependence will be calculated over 

a range of sink densities, 0-1017 m-2, which will further illustrate the significance of the 

temperature dependence and uniformity of the sink density. 

 

 

7.2 Comparison of Experimental Results to Inverse Kirkendall Predictions  

 

In this section, experimental measurements will be compared against inverse 

Kirkendall model predictions, to determine whether the IK mechanism is consistent with 

the experimental results.  For this comparison to be of value it is critical to first establish 

which features or behaviors are important and relevant to the comparison.  In Chapter 6, a 

number of IK model dependencies were presented, specifically the dependence of Cr RIS 

on irradiation temperature, dose, alloy composition, and dose rate.  From these 

dependencies, one can glean five distinct features, which collectively characterize the IK 

mechanism in F-M alloys:  (1) a bell-shaped temperature dependence, (2) a temperature 

at which a “crossover” between Cr enrichment and Cr depletion occurs, (3) increasing 

amount of RIS with bulk Cr concentration, (4) saturation of RIS with dose, and (5) 

minimal dependence of RIS on dose rate.  Each of these features shall constitute the focus 

of one of the following subsections.  All subsections will first compare experimental 

measurements to the model prediction.  Differences between model and experiment will 

be noted, and if necessary and possible, justifiable adjustments will be made to the IK 

model to bring calculations into better agreement with experimental results.  Then, it will 
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be deduced whether RIS in F-M alloys is consistent with the IK mechanism.  Finally, 

since the IK model considers only a binary Fe-Cr alloy, this section will conclude with a 

discussion on minor and impurity element segregation. 

 

7.2.1 Bell-Shaped Temperature Dependence 

 

In Chapter 6, it was shown that the IK mechanism exhibits a Cr RIS behavior that 

follows a bell-shaped temperature dependence, in which the amount of RIS is maximized 

at some moderate temperature, while being suppressed at low (≤ 200°C) and high (≥ 

800°C) temperatures.  Similarly, experimental measurements of Cr RIS in alloy T91 were 

shown in Chapter 5 to also follow a bell-shaped temperature dependence below the 

crossover temperature.  But, a bell-shaped temperature dependence is not unique to the 

IK mechanism; most RIS mechanisms will exhibit a peak amount of segregation at some 

intermediate temperature.  Thus, in order for the experimentally observed bell-shaped 

temperature dependence to be attributed to the IK mechanism, extremely good agreement 

between model and experiment must be demonstrated.  In this section, then, it will be 

shown that varying IK model input parameters within their measured or calculated 

ranges, brings the IK model temperature dependence into very good agreement with the 

experimental results.  This section will also discuss factors that cause the bell-shaped 

temperature dependence. 

The bell-shaped temperature dependence was initially observed in the IK model 

results when the model was executed using the set of input parameters from Table 6.8 

(henceforth referred to as “version 0” of the IK input parameters) and condition 

parameters from Table 6.10.  These results simulated a binary Fe-9Cr alloy system under 

10-5 dpa/sec irradiation, over a temperature range 100-900°C in 25°C intervals, assuming 

no sinks (0 m-2 dislocation density).  The calculated Cr RIS values were taken at a steady-

state dose of 15 dpa, noting that the onset of RIS steady-state occurs by ~1 dpa.  

Experimental results were taken from alloy T91, irradiated with 2.0 MeV protons to 3 

dpa at a dose rate of ~10-5 dpa/sec, over a temperature range of 300-700ºC.  The IK 

model experiment parameters quite accurately described the experimental conditions.  

Although these model and experimental results had been presented individually in 
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Chapters 5 and 6, they are now directly compared to each other in Figure 7.3, which 

shows that the experimental results exhibit a bell-shaped temperature dependence similar 

to the IK model results.  However, the model calculation is offset from the measurements 

by ~50°C; in other words, the IK model under-predicts the temperature of maximum 

segregation by ~50ºC.  In order to achieve consistency between the experimental 

measurements and the inverse Kirkendall mechanism, adjustments shall be made to the 

IK model input data so as to produce IK model output which falls more closely in line 

with the experimental data points. 

The IK model was shown to be most sensitive to the four solute-defect migration 

energies (see Section 6.1.2), so adjustments to the IK model input values shall begin with 

these parameters.  In Section 6.1.3, values of 0.63, 0.55, 0.35, and 0.26 eV were selected 

for the Fe vacancy, Cr vacancy, Fe interstitial, and Cr interstitial migration energies, 

respectively.  These values were the average of several ab initio-based calculations for 

the energies of various jump configurations, as described in Sections 6.1.3.1-6.1.3.2.  The 

range over which the ab initio results fall can be assumed to be the range over which the 

given solute-defect migration energy can be expected to fall.  This assumption will be 

justified by considering the possible jump configurations for each solute-defect jump.  

Consider, for example, the Fe vacancy migration energy.  The ab initio works of 

Choudhury, et al. [55], Wong, et al. [54], and Nguyen-Manh, et al. [111], calculated the 

energies of a number of possible Fe-vacancy jump configurations, as shown in Table 6.4.  

The configurations differed in the proximity of the jumping atom to a vacancy or 

impurity atom.  In actuality, the relative frequency with which each jump configuration 

occurs is not well-understood; the fraction of all Fe-vacancy jumps which are, say, of the 

w4 configuration, is unknown.  Thus, all configurations must be considered to be 

possible, and the jump energies of all configurations must also be considered possible.  

Consequently, the jump energies calculated by ab initio methods, as listed in Table 6.4, 

establish the range over which the Fe vacancy migration energy falls:  a minimum of 0.57 

eV, and a maximum of 0.69 eV.  The same argument can be made for the Cr vacancy, Fe 

interstitial, and Cr interstitial migration energies (Tables 6.5-6.7, respectively). 

The resultant migration energy ranges, based on the ab initio solute-defect jump 

energies, are shown in Table 7.2.  If any one, or more, of the input migration energies is 
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varied within the range given in Table 7.2, the results of the IK model prediction will also 

change.  It follows, then, that any one (or more) of the migration energies can be adjusted 

such that the IK-predicted temperature dependence curve of Cr RIS will fall into better 

alignment with the experimental measurements.  This can most clearly be illustrated by 

calculating the possible variability of the Cr:Fe vacancy and interstitial diffusion 

coefficient ratios, given the migration energy ranges of Table 7.2.  The result is an 

uncertainty band over which the diffusion coefficient ratios would occur, as shown in 

Figure 7.4.  The wide uncertainty bands about each diffusion coefficient ratio clearly 

demonstrates how much the temperature dependence of the calculated RIS might vary, 

based only on very small changes to the migration energies.  

Since the Fe vacancy migration energy had the largest range of the four migration 

energies, as shown in Table 7.2, this parameter was selected for adjustment.  Decreasing 

the Fe vacancy migration energy shifted the Cr depletion via vacancies to higher 

temperatures.  This change is illustrated with the Fe:Cr vacancy and interstitial diffusion 

coefficient ratios, as shown in Figure 7.5.  In this figure, a decrease in the Fe vacancy 

migration energy by just 0.03 eV (from 0.63 to 0.60 eV) shifted the Cr:Fe vacancy 

diffusion coefficient ratio in the negative direction and made a very small change to its 

slope.  These effects manifest by an increase in the crossover temperature from ~550°C 

to ~660°C, and an overall shift in the entire temperature dependence curve of Cr RIS.  A 

0.03 eV change in the Fe vacancy migration energy, Figure 7.6, results in a shift of the 

temperature of maximum segregation by ~+50°C in a Fe-9Cr alloy at steady-state dose, 

dose rate 10-5 dpa/sec, using a dislocation density of 0 m-2.  Clearly, decreasing the Fe 

vacancy migration energy input to the IK model aligned the calculated bell-shaped 

temperature dependence with the experimental results.  This modification to the IK input 

parameters is highlighted in Table 7.3, and clearly falls within the range established in 

Table 7.2.  This modified set of input parameters shall henceforth be referred to as 

version 1 of the input parameters, abbreviated as “version 1”. 

At this juncture, it is now important to address the issue of dislocations and point 

defect sinks, and how to account for them in the IK model.  Although Figure 7.6 shows 

that the IK model accurately predicted the experimentally observed bell-shaped 

temperature dependence and the temperature of maximum segregation, it is clear that the 
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IK model, in the absence of sinks, over-predicted the magnitude of Cr RIS.  The 

treatment of sinks in the IK model is to consider a single, user-input dislocation density, 

ρd, in units of m-2, which the model assumes are distributed homogeneously throughout 

the volume being considered.  The IK calculated magnitude of Cr RIS decreases as a 

function of dislocation density, which is shown in Figure 7.7 for Fe-9Cr irradiated at 

400°C, 10-5 dpa/sec, steady state dose.  Interestingly, this dependence is non-linear, and 

requires ~1014 m-2 before the dislocation density begins to affect the IK model 

calculation; above this density, however, the calculated segregation decreases very 

rapidly with increasing dislocation density. 

The sink strength of alloy T91 is calculated in Chapter 5 based upon 

microstructural analysis.  Here, the sink strength shall be converted into an equivalent 

dislocation line density, as needed for the IK model input.  The conversion shall be 

performed by equating the absorption of all sinks present with the absorption of the 

equivalent dislocation line density.  The absorption of each type of point defect for a 

given sink is calculated by multiplying the sink strength by the point defect concentration 

and diffusion coefficient, 

, and ( 7.1 ) 

, ( 7.2 ) 

where Ais and Avs are the absorption by sink s of either interstitials or vacancies, 

respectively,  is the sink strength, Di and Dv are the diffusion coefficients of 

interstitials and vancies, and Ci and Cv are the concentrations of interstitials and 

vacancies.  The sum of the absorptions over all sinks can then be equated to the 

absorption of the equivalent dislocation line density: 

, and ( 7.3 ) 

, ( 7.4 ) 

where Ai,eqdisl and Av,eqdisl are the absorption of the equivalent dislocation line density of 

interstitials and vacancies, respectively.  Following the form of Equations 7.3-7.4, the 

absorption of the equivalent dislocation line density can also be written as 
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, ( 7.6 ) 

Combining Equations 7.3-7.8, it is obvious that the quantities DiCi and DvCv will cancel 

out, leaving 

. ( 7.7 ) 

In Equation 7.9, the summed quantity on the right-hand-side is simply the total sink 

strength calculated in Section 5.3.  The sink strengths on both sides of Equation 7.9 are 

calculated in units of m-2; because of the two-dimensional nature of dislocation lines, a 

dislocation line density is also written in units of m-2.  Therefore, the equivalent 

dislocation line density, ρd, which will be input into the IK model, is: 

. ( 7.8 ) 

As calculated in Chapter 5, the sink strength of T91 is 1015 m-2.  Thus, the equivalent 

dislocation line density, which shall be used in the IK model, is also 1015 m-2. 

The IK model is reevaluated using a dislocation density of 1015 m-2 as well as an 

upper bound of 1017 m-2; these results are shown in Figure 7.8.  This figure demonstrates 

that the absence of sinks (0 m-2) led to the over-prediction of the amount of Cr RIS, while 

an extremely high dislocation density (1017 m-2) led to under-prediction of the amount of 

RIS.  Clearly, when sinks were considered in a more realistic manner, such as a 

dislocation density of 1015 m-2, the IK model calculated a RIS magnitude that matched 

the experimentally measured values very well.  The IK model input parameters in version 

1 were updated to include a dislocation density of 1015 m-2; as given in Table 7.3, 

resulting in version 2 (version 2).  Numerical results from all of the aforementioned IK 

simulations and experimental measurements are summarized in Table 7.4. 

The bell-shaped temperature dependence of the change in grain boundary Cr 

concentration arises because of point defect mobilities.  At very low temperatures, defects 

are immobile and cannot diffuse to sinks, thus severely limiting the amount of 

segregation.  At the opposite extreme, elevated temperatures allow for significant 

diffusion of highly-mobile point defects, but any segregation that may arise at a sink is 

quickly neutralized by back-diffusion of the very mobile defects.  Hence, the most 

segregation will occur at moderate temperatures.  This effect is clearly demonstrated by 

the IK model, as shown in Figure 7.6: when migration energies were adjusted, the bell-
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shaped temperature dependence persisted on both sides of the crossover temperature, but 

RIS was consistently suppressed at extremely low (≤ 200°C) and extremely high (≥ 

800°C) temperatures. 

It is also useful to examine the temperature dependence of the area under the Cr 

enrichment peak and the FWHM of the peak.  Experimental measurements of both of 

these parameters are shown in Figure 7.9 as a function of temperature.  Not surprisingly, 

the area under the Cr enrichment peak also exhibited a bell-shaped temperature 

dependence, much like the amount of Cr RIS (Δ grain boundary Cr concentration).  The 

FWHM of the Cr peak, however, was considerably larger at 600°C than at lower 

temperatures, likely due to a small amount of back-diffusion at such a high irradiation 

temperature.  There was very little variation in FWHM between 400°C and 500°C.  At 

300°C, the FWHM initially appeared to be larger than at 400-500°C, but when scan 

T91_3dpa_300C_01-12_T_2-1-F is ignored, the FWHM at 300°C is slightly lower than 

at 400-500°C.  This particular scan was collected on a part of the grain boundary which 

may not have been in perfect edge-on alignment, and as seen in Table 5.11, is 

considerably different than the other scans collected on the same boundary.  The result of 

decreasing FWHM with decreasing temperature is reasonable, since limited back-

diffusion at lower temperatures should produce narrower RIS profiles. 

 

7.2.2 Crossover Temperature 

 

The existence of a crossover temperature is a unique feature of the IK mechanism 

in the F-M alloy system.  In this section, it will be shown that both the IK model and 

experimental measurements of alloy T91 exhibit the crossover behavior.  Causes of the 

crossover behavior will also be discussed in the context of implications on the RIS 

mechanism. 

The IK model version 2 was developed in the preceding section, and it was there 

noted that the model predicted the crossover temperature to be approximately 660°C for a 

modeled Fe-9Cr alloy irradiated at 10-5 dpa/sec over a temperature range 100-900°C, 

with 1015 m-2 dislocation density.  The calculated crossover behavior is illustrated in 

Figure 7.8 (and corresponding Table 7.4), which predicts that Cr will enrich at 
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temperatures ≤660°C and that Cr will deplete at temperatures ≥660°C.  Experimental 

observations presented in Chapter 5 showed that alloy T91 irradiated with 2.0 MeV 

protons to 3 dpa exhibited Cr enrichment at 600°C and Cr depletion at 700°C.  It can be 

deduced, then, from these experimental measurements, that the crossover temperature 

falls somewhere between the binding experimental temperatures of 600°C and 700°C.  

Thus, the IK model predicted crossover temperature falls within the temperature range 

deduced from experiments. 

The crossover behavior calculated by the IK model is a direct result of differences 

in the solute-defect diffusion rates.  As described in Section 6.2.2, the IK modeled 

crossover behavior arose because the ratio of the vacancy diffusion coefficient in Cr to 

that in Fe crosses the ratio for interstitials in the temperature range over which RIS 

occurs.  The natural logarithm of the ratio of the diffusion coefficient in Cr to that in Fe is 

greater than unity for both interstitial and vacancy diffusion (see Figure 7.5), indicating 

that Cr is a faster diffuser than Fe by both types of point defects.  When the interstitial 

and vacancy diffusion coefficient ratios are equal (i.e. at the crossover temperature), the 

contribution of Cr enrichment by interstitials is cancelled out by the contribution of Cr 

depletion by vacancies.  But when the interstitial diffusion coefficient ratio is greater than 

that for vacancies (i.e. at temperatures below the crossover temperature), Cr enrichment 

by interstitials dominates Cr depletion by vacancies, resulting in a net Cr enrichment.  

Conversely, at temperatures above the crossover, the IK mechanism predicts Cr depletion 

by vacancies will dominate Cr enrichment by interstitials, resulting in a net Cr depletion. 

A Cr enrichment-depletion crossover has never been observed in austenitic steels, 

and as shown in Figure 7.10, the austenitic vacancy and interstitial diffusion coefficient 

ratios do not intersect in the RIS temperature range.  The diffusion coefficients used in 

Figure 7.10 were calculated using the IK input parameters for austenitic steels, taken 

from the work of Allen and Was [18].  For the austenitic steels, the natural logarithm of 

the vacancy diffusion coefficient ratio of Cr to Ni is positive, while that for interstitials is 

negative.  This demonstrates that RIS in the austenitic alloy should be dominated by Cr 

depletion and Ni enrichment, which is indeed consistent with the many experimental 

observations of RIS in a number of austenitic alloys. 
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Figure 7.10 also illustrates why the amount of RIS in F-M alloys is so low (never 

exceeding ~2.5 wt% enrichment of Cr) as compared to that in austenitic alloys, in which 

up to 20 wt% Cr depletion has been measured.  In the austenitic alloys, the natural 

logarithm of the vacancy diffusion coefficient ratio of Cr to Ni is greater than unity, while 

that of the interstitial coefficient ratio is negative.  At any fixed temperature, the 

difference between the vacancy and interstitial diffusion coefficient ratios is large.  But in 

F-M alloys, on the other hand, the vacancy and interstitial diffusion coefficient ratios lie 

nearly right on top of one another, so their difference at a fixed temperature is very small, 

especially as compared to that of austenitic alloys.  Smaller differences between the 

vacancy and interstitial diffusion coefficient ratios gives rise to smaller amounts of RIS, 

which can explain why such small amounts of Cr RIS are observed in F-M alloys as 

compared to austenitic alloys. 

Since the values of the diffusion coefficient ratios of Cr to Fe are essential to the 

conclusions drawn here, it is valuable to confirm the consistency of these diffusion 

coefficient ratios with other calculations.  Wong, et al. [54] generated vacancy diffusion 

coefficient ratios from a multi-frequency ab initio model for both Fe with Cr at the dilute 

limit and for a concentrated Fe-10Cr alloy, as shown in Figure 7.11.  But since the IK 

model deals with concentrated Fe-9Cr (or higher Cr) alloys, it is most relevant to 

compare the IK vacancy diffusion coefficient ratios to Wong’s Fe-10Cr vacancy 

diffusion coefficient ratio. 

The Wong model considers nine vacancy diffusion frequencies which have been 

defined in the LeClaire models [116], [117], including the diffusion of bound vacancy-

solute complexes (i.e. of the solute drag mechanism) up to the second-nearest-neighbor.  

Wong assumes that the frequencies of each vacancy exchange with Fe atoms near a Cr 

atom follow a standard Arrenhius expression.  In the dilute limit of Cr in bcc Fe, Wong 

uses these expressions from all frequencies to obtain the diffusion coefficients of Cr and 

of Fe.  Thus, the Wong model accounts for mono-vacancy diffusion, such as in the IK 

mechanism, as well as solute drag effects. 

However, LeClaire’s models indicate that the presence of solutes which bind 

vacancies (Cr binds vacancies, as was noted in Section 6.3.2), the vacancy concentration 

will increase.  Since the diffusion coefficient of Fe is proportional to the vacancy 
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concentration [54], it will subsequently increase as well.  Thus, when the Wong model is 

extended to a concentrated Fe-10Cr bcc system, this enhancement of Fe self-diffusion 

reduces the diffusion coefficient ratio of Cr to Fe, thus providing the curvature for the Fe-

10Cr line in Figure 7.11. 

The IK model relies on the intersection of the vacancy and interstitial diffusion 

coefficient ratios to produce Cr enrichment at T<Tcrossover and Cr depletion at T>Tcrossover.  

And while the Wong Fe-10Cr vacancy diffusion coefficient ratio never intersects, and is 

always less than, the IK interstitial diffusion coefficient ratio, Wong’s ab initio approach 

has yet to be extended to interstitial diffusion, so it cannot yet be determined whether 

Wong’s model will also predict Cr depletion at higher temperatures.  However, the high-

temperature region is the one in which the Wong Fe-10Cr and the IK vacancy diffusion 

coefficient ratios are closest in both magnitude and slope. 

The IK mechanism is a rate theory mechanism, in which RIS occurs because of 

differences in the solute-defect diffusion rates.  Studying the diffusion coefficient ratios, 

as has been done in the preceding paragraph, demonstrates that a crossover behavior is 

the direct result of differences in solute-defect diffusion.  The consistency, then, between 

experimental and calculated crossover behaviors, makes a compelling argument that the 

mechanism of Cr RIS in F-M alloys is inverse Kirkendall. 

 

7.2.3 Composition Dependence 

 

In Chapter 6, the IK model showed that the amount of Cr RIS increased linearly 

as a function of bulk Cr concentration.  In this section, it shall be shown that the actual 

behavior of Cr RIS, as measured experimentally in four F-M alloys, has the opposite 

slope of that predicted by the IK model.  It will then be shown that the reason for this 

difference is that the interstitial migration energies are composition-dependent. 

The initial comparison of composition dependence between model and 

experiment was completed using version 2 of the IK model, since, in the preceding 

sections, it yielded results very comparable to the measured data.  Version 2 of the IK 

model was used to determine how increasing alloy bulk Cr concentration would affect Cr 

RIS using alloys Fe-7Cr through Fe-15Cr, at 1 at% Cr increments, 400°C, steady-state 
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dose, 10-5 dpa/sec, 1015 m-2 dislocation density.  These results were compared to 

experimental measurements from T91, HT9, HCM12A, and 9Cr model alloy, irradiated 

with 2.0 MeV protons at 400°C to 3 dpa.  The comparison is shown graphically in Figure 

7.12 (orange line represents IK version 2 and red dots represent experimental 

measurements).  Clearly, the IK model predicted that the amount of Cr RIS would 

increase with increasing bulk Cr concentration, whereas experimental results showed that 

Cr RIS would decrease as a function of increasing bulk Cr concentration. 

The IK simulation used fixed interstitial migration energies for all bulk Cr 

concentrations.  But, both modeling and experimental studies [106], [114] have suggested 

that this parameter is highly dependent upon the alloy composition.  Especially at the 

temperature of interest in these simulations, 400°C (i.e. below the crossover temperature), 

IK-predicted RIS is dominated by interstitial diffusion.  Therefore, the value used for the 

Cr interstitial migration energy is critical for producing a relevant, realistic IK simulation. 

The studies which have shown composition-dependence of the interstitial 

migration energy will be considered here, and used to arrive at a more appropriate set of 

interstitial migration energies to input into the IK model.  The resistivity recovery 

experiments performed by Abe and Kuramoto [106], while not quantitative, showed that 

increasing additions of Cr (of 0, 0.019, 0.047, and 0.095 at%) to α-Fe stabilized mixed-

dumbbell SIAs, as evidenced by the shift of the IE peak (which indicates the temperature 

at which some resistivity is recovered from the onset of interstitial migration) to lower 

temperatures with increasing Cr concentration.  This observation confirmed that Cr is a 

faster diffuser than Fe via interstitials [106].  Similarly, Terentyev, et al. [114] showed 

via ab initio modeling that the migration energy of single SIAs (including multiple 

configurations of both pure Fe-Fe and mixed Fe-Cr dumbbells) decreased with increasing 

Cr concentration:  from 0.31 eV in pure Fe, to 0.23 eV in Fe-15Cr, as shown in Table 7.6.  

Composition-dependent Fe and Cr interstitial migration energies were calculated by 

interpolating the results of Terentyev.  Since the results from the preceding sections 

showed good agreement between IK modeled Fe-9Cr and alloy T91, the interstitial 

migration energies were fixed at Fe-9Cr composition; the interpolated composition-

dependent interstitial migration energies were used only for compositions other than 9 

at% Cr.  All other input parameters remained unchanged from IK model inputs version 2.  
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The new set of input parameters, using the composition-dependent interstitial migration 

energies, shall henceforth be referred to as IK model inputs version 3.  When 

concentration-dependent interstitial migration energies from Table 7.5 were used in the 

RIS calculation, the IK model predicted the same trend as the experiment—decreasing Cr 

enrichment with increasing Cr concentration, Figure 7.12 (purple line).  Numerical values 

of Cr RIS as a function of composition, are provided in Table 7.6. 

The decreasing amount of Cr enrichment as a function of increasing bulk Cr 

concentration can be explained by differences in solute-defect diffusion rates.  The 

composition-dependent interstitial migration energies used for IK model inputs version 3, 

cause the interstitial diffusion coefficient ratio of Cr to Fe, to change.  This change is 

illustrated in Figure 7.13 for the 11-12 wt% Cr interstitial migration energies (solid line) 

compared to the original or 9 wt% Cr interstitial migration energies (dashed line).  

Obviously, the vacancy diffusion coefficient ratio of Cr to Fe does not change when only 

the interstitial migration energies are made composition-dependent.  But as can be seen in 

Figure 7.13, the shift in the interstitial diffusion coefficient ratio causes two significant 

effects:  (1) a decrease in the crossover temperature to ~550°C, and (2) the difference 

between the vacancy and interstitial diffusion coefficient ratios at 400°C to decrease.  The 

latter of these effects explains the observed decrease in Cr enrichment as a function of 

increasing bulk Cr concentration, which was measured in specimens irradiated with 

protons at 400°C. 

Bulk Cr concentration is most certainly not the only difference between the alloys 

T91, HT9, HCM12A, and 9Cr model alloy.  Differences in the minor and impurity 

elements amongst the alloys can affect Cr RIS.  Considerable enrichment or depletion of 

minor or impurity elements—particularly those which have a high degree of size misfit 

with the bcc Fe-Cr system—can cause localized lattice parameter changes at the PAGB, 

which could then alter the migration energy and diffusivity of Cr within that localized 

region.  This idea has been modeled by Liu and Huang [140], who have shown that the 

presence of both substitutional and interstitial impurities can expand the LiFePO4 lattice 

parameter, and thereby increase the energy for Li diffusion in the crystal.  In addition, 

both undersized and oversized substitutional impurities, as well as interstitial impurities, 

have been measured to alter the lattice parameter as well as the point defect diffusivity in 
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metals AlRu and AlCo [141], [142].  Microstructural differences could also play a role in 

the variation of the Cr RIS behaviors observed amongst the alloys.  However, in a 

simplified model such as the IK model used in this thesis, in which only bulk Cr 

concentration differences could be captured, there was good agreement between 

measured and predicted Cr RIS as a function of bulk Cr concentration, as long as 

composition-dependent migration energies were utilized. 

 

7.2.4 Irradiation Dose 

 

The IK simulations in Chapter 6 showed that the amount of RIS increased quickly 

with dose, then eventually reached a steady-state plateau, at which point the amount of 

RIS remained constant.  At an irradiation dose rate of 10-5 dpa/sec, the IK model 

predicted that steady-state occurred by ~1 dpa.  It is critical, here, to emphasize that 

steady-state or plateau-type behavior does not mean that RIS ceases after the steady-state 

dose is reached.  Rather, RIS continues to occur, but does not increase because back-

diffusion counteracts the concentration gradient, resulting in a condition of steady-state.   

In this section, the dose dependence of the IK model results will be compared to the 

measured amounts of segregation.  It will be shown that experimental measurements 

from the 9Cr model alloy exhibit steady-state behavior, whereas T91 does not reach a 

steady-state.  Then, it will be determined whether the experimental measurements are 

consistent with the IK mechanism. 

IK model version 3 was used to study the Cr RIS dose dependence in Fe-9Cr 

irradiated at 400°C, 10-5 dpa/sec, with ρd = 1015 m-2.  These results are shown in Figure 

7.14, in which they are compared to experimental measurements of Cr RIS from T91 and 

9Cr model alloy, irradiated with 2.0 MeV protons at 400°C to doses ranging from 1 dpa 

to 10 dpa.  Numerical values are provided in Table 7.7. 

Upon initial inspection, there was very little similarity between the experiment 

and model results shown in Figure 7.14.  Most notably, kinetics appeared to be enhanced 

in the IK model version 3 as compared to experimental measurements: the IK version 3 

results indicated that the onset of RIS should occur at a very early dose, with enrichment 

of ~0.5 at% Cr by only 0.0001 dpa, whereas experimental data showed this amount of Cr 
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enrichment at 1 dpa.  Furthermore, IK version 3 calculated steady-state RIS would occur 

by approximately 1 dpa, whereas in experiments on T91 and the 9Cr model alloy, the 

onset of what may be a steady-state regime, does not occur until 3 and 7 dpa, 

respectively.  The comparison shown in Figure 7.14 suggests that the IK model begins to 

develop RIS earlier than in the experimental data and that RIS calculated by the model 

builds up at a much slower rate than it does in reality. 

Another unusual behavior is the difference in dose dependence between the T91 

and 9Cr model alloy.  The 9Cr model alloy exhibited an increase in Cr enrichment, 

discernible outside of the error bars, from 1 dpa to 7 dpa.  But between 7 dpa and 10 dpa, 

the rate of increase in Cr enrichment slowed considerably, and there was significant 

overlap in the error bars of these two data points, which suggests that the 9Cr model alloy 

was beginning to reach a steady-state amount of Cr RIS at 7-10 dpa.  Conversely, T91 

never achieved steady-state RIS, and instead the amount of Cr RIS increased from 1 dpa 

to 3 dpa, leveled off between 3 dpa and 7 dpa, then between 7 dpa and 10 dpa, there was 

a statistically-significant decrease in the amount of Cr enrichment.  While the data point 

for T91 at 10 dpa may appear to be an outlier, this result was the average of fifteen 

different line scans, from which three scans were taken across each of five different grain 

boundaries.  The five grain boundaries were found over two different TEM specimens.  

All scans were collected with good counting statistics, and the standard deviation of the 

mean of the overall average amount of Cr RIS is only 0.25 wt%. 

Thus, there appear to be two major issues with the dose dependence.  First, there 

is a discrepancy in the measured dose dependence, particularly at 10 dpa, between the 

two alloys, T91 and 9Cr model.  Second, there is what appears to be a kinetics-based 

difference in the onset and development of Cr RIS between the model and experiment.  

Each of these issues will now be addressed. 

Differences in composition and microstructure between T91 and 9Cr model alloy 

may explain the difference in the dose dependence of Cr RIS in these two alloys.  Both 

alloys have a similar bulk Cr concentration, and a similar grain structure.  The most 

notable differences between them are:  (1) microstructural, with the 9Cr model alloy 

being relatively free of carbides and precipitates as compared to T91, and (2) the absence 
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of minor elements and impurities (e.g. Si, Ni, Cu) in the 9Cr model alloy.  Each of these 

differences will be discussed here. 

First, microstructural and precipitation differences will be studied.  In Tables 

5.30-5.31, it was shown that the dislocation loop microstructure and sink strength 

changes as a function of dose in both T91 and the 9Cr model alloy irradiated at 400°C.  

These dose-dependent sink strengths were implemented into the IK model version 3.  

Increasing sink strength as a function of dose caused the calculated change in grain 

boundary Cr concentration to decrease, as shown in Figure 7.15, for both the T91 and 9Cr 

model alloy dislocation densities.  The model calculates that the amount of Cr enrichment 

will begin to decrease as soon as the sink density begins to increase at 1 dpa.  But this is 

not the case in experimental measurements, in which Cr enrichment increases between 0 

and 7 dpa (in T91) or 10 dpa (in the 9Cr model alloy).  Clearly, a dose-dependent 

dislocation density, alone, cannot explain either the decrease in Cr RIS in T91 from 7 to 

10 dpa, or the difference in Cr RIS at 10 dpa between T91 and the 9Cr model alloy. 

However, a related study [143] showed that in T91 irradiated at 400°C, chromium 

carbides located on PAGBs followed the same dose dependence as Cr RIS.  These results 

are shown in Figure 7.16.  Between 0 and 3 dpa, the precipitates grow, covering a higher 

fraction of the PAGB length, while the linear density of the precipitates decreases.  Then, 

between 3 and 10 dpa, the precipitates shrink and cover a smaller fraction of the PAGB 

length, while the linear density of the precipitates increases back to nearly its as-received 

value.  That the precipitate dose dependence is identical to that of Cr RIS, suggests the 

precipitates act as point defect sinks in a similar manner as do the PAGBs.  This result 

also suggests that when the precipitates shrink, the released atoms return to the matrix 

rather than diffusing along the grain boundary; if they were to do so, the measured Cr 

RIS would increase—not decrease—between 3 and 10 dpa. 

The absence of minor elements in the 9Cr model alloy may be able to explain the 

difference in RIS behavior between T91 and the 9Cr model alloy.  In Chapter 5, the RIS 

behavior of minor elements Si, Ni, and Cu, in alloy T91 was described.  These minor 

elements always enrich in proton-irradiated T91, over all doses and temperatures studied.  

As shown in Table 7.8, Si [144], Ni [145], and Cu [146] all have atomic radii smaller 

than that of Cr [147] and Fe [148].  Since grain boundaries enrich significantly in Si, Ni, 
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and Cu, the increased concentration of these elements at the grain boundary could be 

causing the lattice parameter to decrease in the immediate vicinity of the grain boundary.  

If so, Cr atoms that have caused Cr enrichment at the grain boundary could begin to 

become slightly oversized, changing the migration energy of Cr.  As a result, it could be 

more energetically favorable for Cr atoms to begin to diffuse away from the grain 

boundary, therefore causing the amount of Cr enrichment to decrease.  Because the IK 

model considers only Fe and Cr alloy components, the effect of minor elements on RIS 

cannot yet be determined by the IK model. 

Another possible cause of Cr diffusion away from the boundary, following minor 

element RIS-induced lattice parameter changes, is that the Cr concentration profile at the 

grain boundary should begin to broaden, which is exactly what was observed in 

experiments.  Figure 7.17 shows that the FWHM of the Cr enrichment peak increased 

with dose, especially between 7 dpa and 10 dpa.  Furthermore, the area under the Cr 

enrichment peak—or, the total amount of Cr segregated to the grain boundary—remained 

constant between 7 dpa and 10 dpa.  Together, these measurements show that the amount 

of Cr segregated at the boundary reached a steady-state, and that segregated Cr was 

simply redistributing itself when it became energetically-favorable to do so due to 

sufficient minor element enrichment. 

There remains the issue of the earlier onset of RIS and steady-state RIS in the IK 

version 3 model result as compared to that in experiment.  This inconsistency could be 

attributed to the actual microstructural evolution in the alloys.  It was shown in the sink 

strength analysis in Section 5.3 that the dislocation loops are very strong sinks, having a 

total strength about an order of magnitude larger than that of any other feature (grain 

boundaries, carbides, dislocation lines).  As such, nucleation and growth of dislocation 

loops may be such a strong point defect sink, that point defects take a longer time (i.e. 

require a higher irradiation dose) to arrive at grain boundary sinks.  This would result in a 

delayed onset of RIS, relative to that predicted by the IK model, which does not consider 

sink types individually, but rather distributes an “effective” dislocation density 

homogenously throughout the material.. 

There remain unresolved issues between the measured and calculated Cr RIS dose 

dependence, which prevent this work from determining whether the observed dose 
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dependence is consistent with the IK mechanism.  However, both experiment and model 

have appeared to exhibit some type of steady-state behavior.  The differences can be 

rationalized by microstructural evolution, kinetics, and the presence of significant grain 

boundary enrichment of smaller elements such as Si, Ni, and Cu. 

 

7.2.5 RIS of Other Elements 

 

The IK model, thus far, has only been developed so as to model a binary Fe-Cr 

alloy.  Additional elements, particularly those whose segregation has been observed, such 

as Si, Ni, and Cu, are not considered in the IK simulations.  There is, however, strong 

evidence, shown in Tables 5.11-5.28 and Figures 5.11-5.24, that these elements enriched 

under irradiation, over a range of doses, temperatures, and alloys studied.  It is therefore 

relevant to this work to understand the RIS behaviors of these minor elements, which is 

the aim of this section. 

In alloy T91, the temperature dependence of Si, Ni, and Cu enrichment was 

markedly different than that of Cr enrichment.  The amount of Cr enrichment followed a 

bell-shaped temperature dependence as shown in Figure 7.18; there was some Cr 

enrichment at 300°C and 600°C, although a greater amount of Cr enrichment existed in 

the temperature range 400-500°C.  Similarly, the enrichment of Si, Ni, and Cu also 

followed a bell-shaped temperature dependence, peaking between 400°C and 500°C.  

However, Si, Ni, and Cu enrichment was almost entirely suppressed at 300°C and 600°C, 

where there was still some Cr enrichment.  Clearly, these differences at the extreme 

temperatures suggest that Cr enrichment does not occur together with Si, Ni, and Cu 

enrichment.  Thus, the mechanism by which Si, Ni, and Cu enrich is different than that by 

which Cr enriches.  Unfortunately, it is outside of the scope of this thesis to expand the 

IK model to include Si, Ni, and Cu. 

 

 

7.3 Comparison of Experimental Results to Solute Drag Predictions 
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In the preceding section, experimental measurements of Cr RIS were shown to be 

consistent with the inverse Kirkendall mechanism.  Demonstrating consistency, however, 

does not irrefutably confirm that RIS in F-M alloys is driven by the IK mechanism.  

Rather, alternative mechanisms for RIS must also be examined to determine whether they 

could also contribute to RIS, or whether they can be ruled out from consideration.  One 

such mechanism is the solute drag mechanism, the initial results from which were 

presented in Chapter 6.  There, both Cr-interstitial complexes and Cr-vacancy complexes 

were included in the IK model.  Accounting for these solute-defect complexes yields Cr 

RIS predictions that are significantly different than experimental measurements.  In this 

section, it will be determined whether the migration parameters of the solute-defect 

complexes can be adjusted, within reasonable limits, such that the resulting Cr RIS 

predictions are sufficiently close to experimental measurements.  This section will be 

organized into two parts:  First, the Cr-interstitial complexes will be studied, and second, 

Cr-vacancy complexes will be treated. 

 

7.3.1 Cr-Interstitial Complexes 

 

It is the task of this section to determine whether Cr-interstitial binding can be 

accounted for in the IK model, while still producing reasonable RIS predictions that 

compare well to measured values.  This will be accomplished by first understanding the 

range over which Cr-interstitial binding energies fall.  The effect of this binding on the Cr 

RIS predictions will be addressed.  And finally, it will be determined whether Cr-

interstitial binding can lead to the amounts of RIS observed experimentally.  

In the initial solute drag modeling work done in Chapter 6, binding energies of the 

Cr-interstitial complexes were determined to range from 0.05 eV to 0.27 eV, and 

predicted considerable amounts of Cr enrichment.  The solute drag model is re-evaluated 

here using the IK version 3 input parameters and letting the Cr-interstitial binding energy 

vary.  For a simulated Fe-9Cr alloy at 400°C, 10-5 dpa/sec, steady-state dose, and a 

dislocation density of 1015 m-2, the amount of predicted Cr RIS increased as a function of 

increasing Cr-interstitial binding energy, as shown in Figure 7.19 and Table 7.9.  In this 

figure, the known range of Cr-interstitial binding energy values is shaded yellow.  A 
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maximum of ~35 at% Cr enrichment is calculated wtih 0.27 eV Cr-interstitial binding 

energy. 

The comparable experimental condition is alloy T91 irradiated with 2.0 MeV 

protons to 3 dpa at 400°C.  There, the amount of Cr RIS measured was only 1.49 at%.  In 

order for the solute drag model to calculate Cr RIS of such low magnitudes, the Cr-

interstitial binding energy must be nearly 0.  But, setting the solute-defect binding energy 

to 0 eliminates solute drag effects, which suggests that the solute-interstitial solute drag 

mechanism may not be able to accurately calculate Cr RIS comparable to that measured 

experimentally. 

The temperature dependence of RIS calculated by the solute drag model can also 

be compared to that of the IK model and the experimental measurements, as shown in 

Figure 7.20.  Here, the solute drag model is calculated for an Fe-9Cr alloy irradiated at 

10-5 dpa/sec to a steady-state dose, over a range of temperatures from 100°C to 900°C.  

Three different interstitial binding energies are used in the simulations, showing that the 

calculated amount of Cr RIS decreases with decreasing Cr-interstitial binding energy.  

But over the entire known Cr-interstitial binding energy range, and at all temperatures, 

the solute drag model with interstitial binding severely over-predicts the amount of Cr 

RIS, as compared to the IK model and the experimental measurements.  The Cr-

interstitial binding energy would need to be reduced below 0.05 eV (i.e. outside of the 

minimum of its known range) in order for the solute drag mechanism to produce Cr RIS 

comparable to that measured experimentally; such a reduction in the Cr-interstitial 

binding energy would essentially eliminate the effects of solute drag.  

It may, however, be possible to achieve better agreement between the solute drag 

model and experimental measurements, if adjustments are made to the solute-defect 

migration energies, much like was done in Section 7.2.1.  Keeping in mind that the solute 

drag model is set up so as to incorporate solute drag effects into the IK model, the 

calculated RIS can be thought of as the result of an IK contribution and a solute drag 

contribution.  Since the solute drag model over-predicts Cr enrichment but the IK model 

alone does not, one may be able to bring the solute drag model into better agreement with 

experimental data by forcing Cr depletion in the IK contribution.  Adjusting the solute-

defect migration energies within their known ranges (ranges provided in Table 7.2) can 
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change the amount of Cr RIS.  In order to induce the most Cr depletion possible in the IK 

contribution, all four IK solute-defect migration energies are adjusted to the limits of their 

range: Fe-vacancy migration energy increased to 0.69 eV, Cr-vacancy energy decreased 

to 0.52 eV, Fe-interstitial energy decreased to 0.33 eV, and Cr-interstitial energy 

increased to 0.33 eV.  Yet still, the over-prediction of Cr enrichment by the solute drag 

mechanism persists, as can be seen in Figure 7.21. 

Furthermore, even when the migration and binding energies are varied to the 

limits of their known range, the solute drag mechanism remains unable to calculate a 

crossover between Cr enrichment and Cr depletion.  This behavior can be seen in Figure 

7.22, which is a zoomed-in view of the 600-800°C region from the preceding plot, Figure 

7.21.  While both experimental data and the IK model exhibit a crossover between 600°C 

and 700°C, the solute drag mechanism exhibits Cr enrichment at all temperatures, which 

asympototically approaches 0 (no segregation) above 750°C.  The inability of the solute 

drag model to calculate this key inflection point in the data presents an additional reason 

why the solute-interstitial drag mechanism cannot explain the observed Cr RIS. 

 

7.3.2 Cr-Vacancy Complexes 

 

Cr-vacancy complexes, much like the Cr-interstitial complexes analyzed in the 

preceding section, have an attractive binding energy, and will always cause RIS in the 

direction of Cr enrichment.  The Cr-interstitial complex behaviors presented in this 

section will be similar to those presented in the preceding section.  Here, it shall be 

determined whether the solute drag model of Cr-vacancy binding can produce reasonable 

RIS predictions that compare favorably to measured values.  Input parameters will be 

varied within their known ranges in an attempt to achieve consistency between model and 

experiment.  Finally, it will be determined whether the Cr-vacancy solute drag 

mechanism can predict the RIS behaviors observed experimentally. 

In the initial solute drag modeling work done in Chapter 6, binding energies of the 

Cr-vacancy complexes were found to range over ~0.01-0.05 eV and produce Cr 

enrichment.  The solute drag model is re-evaluated here, as a function of Cr-vacancy 

binding energy, for Fe-9Cr at 400°C, 10-5 dpa/sec, at a steady-state dose of 15 dpa, using 
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the IK input parameters version 3.  A maximum of ~4.4 at% Cr enrichment is predicted, 

as shown in Figure 7.23 and Table 7.10.  In this figure, the shaded region indicates the 

known range of the Cr-vacancy binding energies.  The experimental condition 

comparable to the simulation presented in Figure 7.23 is alloy T91 irradiated with 2.0 

MeV protons to 3 dpa at 400°C, for which 1.49 at% Cr enrichment was observed.  Again, 

the solute drag model over-predicts Cr RIS. 

The temperature dependence of the solute-vacancy drag mechanism is shown in 

Figure 7.24, for an Fe-9Cr alloy irradiated at 10-5 dpa/sec to a steady-state dose, over a 

range of temperatures from 100°C to 900°C.  Three different vacancy binding energies 

are used in the simulations, again showing a decrease in the extent of Cr RIS with 

decreasing binding energy.  But, even at the minimum of the known range for Cr-vacancy 

binding energy, the solute drag model continues to over-predict Cr RIS. 

It is possible, though, to achieve better agreement between the solute drag model 

and experimental measurements, if solute-defect migration energies are adjusted, as was 

discussed in Section 7.2.1.  Increasing the Fe vacancy migration energy, for example, 

from 0.60 eV to 0.67 eV—well within its range provided in Table 7.1—brings the solute 

drag model into good agreement with the measured Cr RIS magnitudes at ≤450°C, as 

shown in Figure 7.25.  Nevertheless, the Cr-vacancy solute drag model remains unable to 

predict the crossover from Cr enrichment to Cr depletion, which raises doubt as to its 

validity as a viable mechanism to explain RIS in F-M alloys.  The asymptotic approach 

from Cr enrichment to 0 in the Cr-vacancy solute drag model is shown in closer detail in 

Figure 7.26, which is a zoomed-in view of the 600-800°C region from the preceding plot, 

Figure 7.25.  

In this and the preceding section, it has been shown that there are three ways in 

which the solute drag model—for both Cr-interstitial and Cr-vacancy complexes—fails to 

reproduce experimental measurements.  First, within the known ranges of the complex 

binding energies and solute-defect migration energies, the solute drag mechanism 

consistently over-predicts the measured amount of Cr RIS.  Second, it is only possible to 

achieve agreement between the solute drag mechanism and measurements if binding 

energies are reduced so significantly (and outside of their known range) that binding 

effects are essentially being ignored.  Finally, the solute drag mechanism does not predict 
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a crossover from Cr enrichment to Cr depletion; this is a key inflection point in the 

measured data, which the IK mechanism, unlike the solute drag mechanism, is capable of 

explaining. 

 

 

7.4 Understanding RIS Measurements in Literature 

 

This chapter has demonstrated that the RIS measurements collected in this thesis 

are both self-consistent and consistent with the IK mechanism.  A more rigorous test, 

however, is to determine whether RIS measurements from literature—a seemingly 

contradictory and inconsistent collection of data—can be explained by the IK 

mechanism.  In this section, RIS data from literature will be compared against the IK 

mechanism, and possible explanations for inconsistencies between the model and 

experiments will be presented. 

As has been demonstrated in Figures 7.5, the IK model predicts that Cr will enrich 

at low temperatures, but deplete at high temperatures, due to the intersection of the 

diffusion coefficient ratios of vacancies and of interstitials.  The temperature at which this 

intersection occurs decreases with increasing bulk Cr concentration.  Thus, an effective 

way to compare the IK mechanism to literature measurements is to plot the crossover 

temperature as a function of composition, then overlay the experimental data onto this 

plot, as in Figure 7.27.  Experiments in which Cr enrichment was observed (green circle 

symbols) should fall below the crossover temperature line, while Cr depletion points (red 

triangle symbols) should fall above the crossover. 

The Cr enrichment measured by Gupta, et al. [11], Little, et al. [7], Kato, et al. 

[4], and Clausing, et al. [6], fall below the crossover temperature line at their respective 

bulk Cr compositions, demonstrating consistency with the IK mechanism.  These four 

experiments were performed on both commercial and model alloys, with bulk Cr 

compositions ranging from ~8Cr to nearly 13Cr.  The four experiments were performed 

at temperatures ranging from 410-465°C, and with a variety of irradiating particles and 

dose rates:  Kato irradiated with 1 MV electrons at a dose rate of 1.9 x 10-3 dpa/sec, 

Gupta with 2 MeV protons at 2 x 10-5 dpa/sec, and both Little and Clausing worked with 
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fast neutrons.  The variety of alloys, irradiating particles, and dose rates of these 

experiments demonstrates the versatility and robustness of the IK mechanism for a wide 

range of experimental conditions. 

The Cr depletion measured by Hamaguchi, et al. [8] and Neklyudov and 

Voyevodin [9] fall above the crossover temperature line at their respective bulk Cr 

compositions.  Hamaguchi studied SUS410L (12.34 wt% Cr in bulk) irradiated with 11 

MeV protons over a range of temperatures as high as 647°C.  Neklyudov and Voyevodin 

irradiated 13Cr alloys with 1 MeV Cr3+ ions over a range of temperatures as high as 

800°C.  These experiments are consistent with the IK mechanism. 

Four experiments [3], [10], [12] measured Cr depletion at irradiation temperatures 

below the crossover; these measurements are inconsistent with the IK mechanism.  

However, experimental techniques or methods may be able to explain the inconsistency.  

The Lu, et al. [12] experiment, for example, used 250 keV Ni+ ions (which have a range 

of <100 nm) to irradiate pre-perforated TEM discs of E911.  Given this experimental 

setup, surface effects would be significant; the surface could be a much stronger sink than 

any grain boundary, and could thus explain the observed Cr depletion at boundaries.  

Schäublin, et al. [10] found both Cr and Fe depleted at boundaries in F82H irradiated at 

250°C.  It is impossible for both Cr and Fe to deplete without other elements enriching, 

which calls into question these results.  In addition, very little—if any—RIS is predicted 

to occur at an irradiation temperature as low as 250°C, so without the authors noting the 

amount of Cr and Fe depletion they observed, the measured depletion could simply be an 

artifact of counting statistics.  Finally, Takahashi, et al. [3] observed Cr depletion in Fe-

5Cr and Fe-13Cr irradiated at 400°C.  However, the Cr depletion profiles were measured 

to have FWHM ~200 nm.  This suggests that in order to cause such a broad composition 

gradient, atoms would have to diffuse over 200 nm—much larger than the diffusion 

length in a 400°C irradiation (see Section 7.1.3). 

Three experiments measured both Cr enrichment and Cr depletion.  Two of these 

were done by Marquis, et al. [13], [14], using 0.5 MeV and 2 MeV Fe+ ions to generate a 

double-humped damage profile.  In one of their studies on Fe-14.25Cr [14], Cr was 

enriched in the as-received material, and remained enriched following irradiation, 

although the amount of enrichment was less than in the as-received condition.  Two 
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measurements were taken in the irradiated condition, each at a different depth into the 

damage profile—one measurement was taken at 300 nm, the implantation peak of the 0.5 

MeV ions, and the second measurement was taken at 800 nm, the 2 MeV implantation 

peak.  The implanted ions are very likely affecting the observed RIS.  The other Marquis 

[13] study on Fe-12Cr ODS, exhibits similar behaviors in which the surface and the ion 

implantation peaks are likely affecting the RIS measurements.  Finally, Ohnuki, et al. [5] 

irradiated an Fe-13Cr alloy with additions of Si and Ti, using 200 keV C+ ions.  

However, their TEM specimen preparation method is such that the analyzed region is the 

surface on which ions are incident, which is a considerably stronger sink than a grain 

boundary deeper along the damage profile.  In addition, the as-received grain boundary 

concentrations are not identified, and these specimens are irradiated to high doses (57 

dpa), and the dose evolution of RIS in F-M alloys remains unclear. 
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Table 7.1.  Diffusion length in irradiation conditions studied. 

Defect 

Does as-received 
sink density 

consider this sink? Distribution (nm) 

Will point defects 
created within ~10 
nm of PAGB “see” 

this sink? 

Grain boundaries Yes 
~400 nm from PAGB 

being studied No 

Precipitates Yes 
≥ 20 nm from PAGB 
region being studied 

Very little effect, if 
any 

Dislocation lines Yes 
Uniform distribution, 

~40 nm spacing Yes 

Dislocation loops No 
Uniform distribution, no 

denuded zone Yes 

Black dots and 
other defect 

clusters No 
Uniform distribution, 
spacing not measured Yes 
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Table 7.2.  Ranges of migration energies input to IK model, as calculated by ab inito 

model (all energies given in units of eV). 

Migration 
energy 

Value used in v.0 of 
IK input parameters 

Range given by 
ab initio calculations  

Fe interstitial 0.35 0.34 – 0.39 [55], [113], [115] 

Cr interstitial 0.26 0.23 – 0.33 [55], [115] 

Fe vacancy 0.63 0.57 – 0.69 [54], [55], [111] 

Cr vacancy 0.55 0.52 – 0.58 [54], [55], [111], [112] 
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Table 7.3.  Versions of the IK input parameters, differences highlighted. 

Parameter version 0 version 1 version 2 version 3 
R1 4.0 4.0 4.0 4.0 
R2 18.0 18.0 18.0 18.0 
RF 2018.0 2018.0 2018.0 2018.0 
N1 16 16 16 16 
N2 14 14 14 14 
N3 20 20 20 20 
H0 1 x 10-9 1 x 10-9 1 x 10-9 1 x 10-9 
EPS 1 x 10-9 1 x 10-9 1 x 10-9 1 x 10-9 
ETAV 0.3 0.3 0.3 0.3 
ETAI 0.3 0.3 0.3 0.3 
NAT 8.34 x 1028 8.34 x 1028 8.34 x 1028 8.34 x 1028 
LAMBDA 2.48 x 10-10 2.48 x 10-10 2.48 x 10-10 2.48 x 10-10 
FAV 0.727 0.727 0.727 0.727 
FBV 0.777 0.777 0.777 0.777 
FAI 0.727 0.727 0.727 0.727 
FBI 0.727 0.727 0.727 0.727 
WAV 1.60 x 1013 1.60 x 1013 1.60 x 1013 1.60 x 1013 
WBV 2.40 x 1013 2.40 x 1013 2.40 x 1013 2.40 x 1013 
WAI 2.90 x 1012 2.90 x 1012 2.90 x 1012 2.90 x 1012 
WBI 1.50 x 1012 1.50 x 1012 1.50 x 1012 1.50 x 1012 
EMIA 0.35 0.35 0.35 c.d. 
EMIB 0.26 0.26 0.26 c.d. 
SV 1.00 1.00 1.00 1.00 
EMA 0.63 0.60 0.60 0.60 
EMB 0.55 0.55 0.55 0.55 
EFA 1.6 1.6 1.6 1.6 
EFB 2.25 2.25 2.25 2.25 
EFGB 0.87 0.87 0.87 0.87 
NUOV 1.50 x 1013 1.50 x 1013 1.50 x 1013 1.50 x 1013 
NUOI 1.50 x 1012 1.50 x 1012 1.50 x 1012 1.50 x 1012 
AL 1 1 1 1 
Z 8 8 8 8 
BIASV 1 1 1 1 
BIASI 1 1 1 1 
DISL 0 0 1015 1015 
c.d. = composition-dependent (see Table 7.5 for exact values) 

 

 



 333 

Table 7.4.  Comparison of temperature dependence of Cr RIS between IK model 

calculations v.0, v.1, v.2, and experimental measurements. 

IK v. 0 IK v.1 IK v.2 Temperature 

(°C) 0 
sinks/m2 

1017  
sinks/m2 

0 
sinks/m2 

1017 
sinks/m2 

1015 
sinks/m2 

T91 

Experiment 

300 0.96 0.36 0.38 0.13 0.31 0.62 

400 1.97  0.69 1.55 0.54 1.24 1.49 

450 1.07 0.38 2.07 0.73 1.66 1.72 

500 0.35 0.12 1.64 0.57 1.31 1.35 

600 -0.60 -0.21 0.50 0.18 0.41 0.64 

700 -0.36  -0.13 -0.20 -0.07 -0.16 -0.43 
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Table 7.5.  Composition dependence of Cr interstitial migration energy, as calculated by 

Terentyev, et al. [114], which is used as the basis for interpolation of the Fe-interstitial 

and Cr-interstitial migration energies for the IK model v.3 containing composition-

dependent interstitial migration energies. 

Migration energy interpolated based on slope of 

Terentyev data (eV) 
Alloy 

Terentyev, et al. [114]  

calculated migration 

energy of single SIA 

in Fe-Cr alloys (eV) Fe-interstitial  Cr-interstitial  

Fe 0.31 n/a n/a 

Fe-0.2Cr 0.29 n/a n/a 

Fe-5Cr 0.28 n/a n/a 

Fe-7Cr n/a 0.36 0.27 

Fe-7.5Cr 0.26 n/a n/a 

Fe-8Cr n/a 0.36 0.27 

Fe-9Cr n/a 0.35 * 0.26 * 

Fe-10Cr 0.25 0.35 0.26 

Fe-11Cr n/a 0.34 0.25 

Fe-12Cr n/a 0.34 0.25 

Fe-13Cr n/a 0.33 0.24 

Fe-14Cr n/a 0.33 0.24 

Fe-15Cr 0.23 0.32 0.23 

* = Fe-9Cr interstitial migration energy is fixed at value determined in Chapter 5; non-

asterisked migration energies are interpolated based upon the slope of the Terentyev data 
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Table 7.6.  Comparison of composition dependence of Cr RIS between IK model 

calculation v.1 and experimental measurements. 

IK v.0 IK v.1 
Bulk Cr 

Concentration (at%) 
f.i.m.e. 

0 sinks/m2 
f.i.m.e. 

0 sinks/m2 
c.d.i.m.e. 

0 sinks/m2 
c.d.i.m.e. 

1015 sinks/m2 Experiment 

7 1.60 1.26 2.18 1.74 n/a 

8 1.79 1.41 1.85 1.48 n/a 

8.37 (T91) n/a n/a n/a n/a 1.49 

9 (9Cr model) 1.97 1.55 1.55 1.24 0.78 

10 2.14 1.69 1.27 1.02 n/a 

10.83 (HCM12A) n/a n/a n/a n/a 0.86 

11 2.34 1.85 1.01 0.81 n/a 

11.63 (HT9) n/a n/a n/a n/a 0.69 

12 2.52 1.99 0.79 0.63 n/a 

13 2.70 2.13 0.59 0.47 n/a 

14 2.86 2.26 0.43 0.34 n/a 

15 3.03 2.39 0.27 0.22 n/a 

c.d.i.m.e. = composition-dependent interstitial migration energies 
f.i.m.e. = fixed interstitial migration energies 
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Table 7.7.  Comparison of dose dependence of Cr RIS between IK model calculation v.1, 

and experimental measurements. 

IK v.0 IK v.1 Dose 

(dpa) 0 
sinks/m2 

0 
sinks/m2 

1015 
sinks/m2 

1017 
sinks/m2 

T91 

Experiment 

9Cr 

Experiment 

1 1.96 1.55 1.24 0.54 0.74 0.61 

3 1.97 1.55 1.24 0.54 1.49 0.78 

7 1.97 1.55 1.24 0.54 1.62 1.43 

10 1.97 1.55 1.24 0.54 0.87 1.54 
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Table 7.8.  Atomic radii of component elements in alloy T91. 

Element Calculated atomic radius (pm) Empirical atomic radius (pm) 

Fe 156 [148] 140 [148] 

Cr 166 [147] 140 [147] 

Si 111 [144] 110 [144] 

Ni 149 [145] 135 [145] 

Cu 145 [146] 135 [146] 
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Table 7.9.  Cr enrichment calculated by the solute drag mechanism over a range of Cr-

interstitial binding energies. 

Δ GB Cr concentration (at%) 
IK v.1 + solute drag 

Cr-interstitial 
binding energy (eV) 

0 sinks/m2 1015 sinks/m2 

0.00 1.94 1.55 

0.05 10.46 8.37 

0.10 20.63 16.50 

0.15 30.67 24.54 

0.20 40.61 32.48 

0.25 43.95 35.16 

0.30 44.52 35.62 
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Table 7.10.  Cr enrichment calculated by the solute drag mechanism over a range of Cr-

vacancy binding energies. 

Δ GB Cr concentration (at%) 
IK v.1 + solute drag 

Cr-vacancy 
binding energy (eV) 

0 sinks/m2 1015 sinks/m2 

0 1.94 1.55 

0.005 2.21 1.77 

0.01 2.50 2.00 

0.015 2.97 2.37 

0.02 3.39 2.72 

0.025 3.89 3.11 

0.03 4.40 3.52 

0.035 4.92 3.94 

0.04 5.21 4.17 

0.045 5.44 4.35 

0.05 5.52 4.41 
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 (a) 

 
(b) 

 
Figure 7.1.  Bright field TEM images of T91 irradiated to 3 dpa at (a) 400°C and (b) 

700°C, illustrating the high density of dislocation loops in the lower-temperature 

specimen and an absence of loops in the higher-temperature specimen. 
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Figure 7.2.  Dark field HAADF STEM image of T91 specimen irradiated to 3 dpa at 

400°C, identifying a PAGB (vertical arrow) and dislocation loops near the PAGB 

(horizontal arrows), suggesting that there is no denuded zone. 
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Figure 7.3.  Comparison of temperature dependence of Cr RIS between IK model 

calculation v.0 (Fe-9Cr, steady-state dose of 15 dpa, 10-5 dpa/sec, 0 m-2 dislocation 

density) and experimental measurements (T91, 3 dpa, ~10-5 dpa/sec). 
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Figure 7.4.  Uncertainty bands about diffusion coefficient ratios. 

 



 344 

 
Figure 7.5.  Effect of migration energy variations on the Fe:Cr vacancy and interstitial 

diffusion coefficient ratios for F-M alloys. 
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Figure 7.6.  Comparison of temperature dependence of Cr RIS between IK model 

calculation v.0 and v.1 (Fe-9Cr, steady-state dose of 15 dpa, 10-5 dpa/sec, 0 m-2 

dislocation density) and experimental measurements (T91, 3 dpa, ~10-5 dpa/sec).  

Difference between IK v.0 and v.1 is that Fe vacancy migration energy value is changed 

from 0.63 eV to 0.60 eV, respectively. 
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Figure 7.7.  Effect of sink density on Cr RIS calculated by IK model v.1 (Fe-9Cr, 400°C, 

steady-state dose of 15 dpa, 10-5 dpa/sec, 0 m-2 dislocation density). 

 

0

0.5

1

1.5

2

1 100 104 106 108 1010 1012 1014 1016

Model v.1 (E
mvFe

=0.60 eV):

Fe-9Cr, 400oC, SS dose, 10-5 dpa/sec

Dislocation Density (m-2)

!
 G

B
 C

r c
on

ce
nt

ra
tio

n 
(a

t%
)



 347 

 
Figure 7.8.  Effect of sink density on temperature dependence of Cr RIS, comparison 

between IK model prediction v.1 and v.2 (Fe-9Cr, steady-state dose of 15 dpa, 10-5 

dpa/sec) and experimental measurements (T91, 3 dpa, ~10-5 dpa/sec).  Difference 

between IK model v.1 and v.2 is dislocation density. 

 

 

-1

-0.5

0

0.5

1

1.5

2

2.5

3

100 200 300 400 500 600 700 800 900

Temperature (oC)

Model v.1:  Fe-9Cr, SS dose, 10-5 dpa/sec

Experiment:  T91, 3 dpa, ~10-5 dpa/sec
Model v.2 (!

d
=1015 m-2):  Fe-9Cr, SS dose, 10-5 dpa/sec

!
d
 = 1017 m-2

!
d
 = 1016 m-2

!
d
 = 1014 m-2

!
d
 = 0 m-2

"
 G

B
 C

r c
on

ce
nt

ra
tio

n 
(a

t%
)



 348 

 Figure 7.9.  Temperature dependence of area under Cr enrichment peak and FWHM of 

Cr peak. 
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Figure 7.10.  Vacancy and interstitial diffusion coefficient ratios for F-M alloys (Cr to Fe 

ratio) as compared to that for austenitic alloys (Cr to Ni ratio). 
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Figure 7.11.  Diffusion coefficient ratio of Cr to Fe for vacancies, used in the IK model, 

compared to those calculated by Wong, et al. [54] for dilute Fe-Cr and Fe-10Cr. 
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Figure 7.12.  Comparison of composition dependence of Cr RIS between IK model v.2 

and v.3 (range of alloys from Fe-7Cr through Fe-15Cr, 400°C, steady-state dose, 10-5 

dpa/sec) and experimental measurements.  Difference between v.2 and v.3 is the 

inclusion of composition-dependent interstitial migration energies in the latter. 
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Figure 7.13.  The effect of composition-dependent interstitial migration energies on the 

Cr to Fe interstitial diffusion coefficient ratio for 11-12 wt% Cr F-M (solid lines) 

compared to that for 9 wt% Cr (dashed line); vacancy diffusion coefficient ratio is not 

affected by composition-dependent interstitial migration energies. 
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Figure 7.14.  Comparison of dose dependence of Cr RIS between IK model v.3 (Fe-9Cr, 

400°C, 10-5 dpa/sec) and experimental measurements (T91 and 9Cr model alloy, 400°C, 

~10-5 dpa/sec). 
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Figure 7.15.  Comparison of dose dependence of Cr RIS between IK model v.3 and 

experimental measurements, when dose-dependent dislocation densities from Tables 

5.30-5.31 are used in the IK model. 
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Figure 7.16.  Dose dependence of linear density, average size, and percent coverage of 

precipitates located on PAGBs in T91 irradiated at 400°C, from [143]. 
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Figure 7.17.  Dose dependence of area under Cr enrichment peak and FWHM of Cr peak. 
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Figure 7.18.  Temperature dependence of Cr, Fe, Si, Ni, and Cu RIS in T91 irradiated to 

3 dpa with 2.0 MeV protons at ~10-5 dpa/sec. 
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Figure 7.19.  Solute drag predictions for Cr RIS as a function of Cr-interstitial binding 

energy, shaded region indicates known range of Cr-interstitial binding energy values. 
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Figure 7.20.  Temperature dependence of Cr RIS calculated by solute drag model, for 

three different interstitial binding energies, as compared to experimental measurements 

and IK model calculations. 
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Figure 7.21.  Effect of adjusting solute-defect migration energies on the temperature 

dependence of Cr RIS calculated by the solute drag model with interstitial binding energy 

0.05 eV. 
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Figure 7.22.  Zoomed in view of >600°C region of previous figure (Figure 7.21), 

illustrating that the solute-interstitial drag mechanism cannot calculate a crossover from 

Cr enrichment to Cr depletion. 
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Figure 7.23.  Solute drag predictions for Cr RIS as a function of Cr-vacancy binding 

energy. 
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Figure 7.24.  Temperature dependence of Cr RIS calculated by solute drag model, for 

three different vacnacy binding energies, as compared to experimental measurements and 

IK model calculations. 
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Figure 7.25.  Effect of adjusting Fe vacancy migration energy on the temperature 

dependence of Cr RIS calculated by the solute drag model with vacancy binding energy 

of -0.002 eV. 
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Figure 7.26.  Zoomed in view of >600°C region of previous figure (Figure 7.25), 

illustrating that the solute-vacancy drag mechanism cannot calculate a crossover from Cr 

enrichment to Cr depletion 
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Figure 7.27.  Experimental measurements of the directions of Cr RIS in F-M alloys 

published in the literature, as compared to the crossover temperature calculated in this 

thesis. 
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CHAPTER 8 CONCLUSIONS & FUTURE WORK 

 

This thesis has reached the following conclusions: 

1)  Under most irradiation conditions, chromium enriches at grain boundaries in 

F-M alloys, and this observation can be explained by differences in solute-defect 

diffusion rates.  Consistent Cr enrichment has been observed in all four alloys studied in 

this work--T91, HCM12A, HT9, and a 9Cr model alloy—over a wide temperature range 

of 300-600°C, at doses of up to 10 dpa.  Only one instance of Cr depletion has been 

observed, in T91 irradiated to 3 dpa at 700°C. Chromium RIS in F-M alloys occurs in 

small amounts; no more than 2.5 wt% Cr enrichment was ever recorded.  These behaviors 

are in quite stark contrast to Cr RIS tendencies in austenitic steels, in which Cr depletion 

of up to 20 wt% has been routinely measured. 

The inverse Kirkendall mechanism can explain the observed differences in Cr RIS 

between F-M and austenitic alloys.  In austenitic alloys, the diffusion coefficient ratio of 

Cr to Ni for vacancies is greater than unity, while that for interstitials is less than unity, 

particularly in the temperature range of interest.  The relative magnitude of these ratios 

mean that RIS in austenitic steels should be dominated by Cr transport via vacancies, 

resulting in Cr depletion.  In addition, because the difference between the vacancy and 

interstitial diffusion coefficients is rather large, the expected amount of RIS will also be 

large. 

However, in F-M alloys, the diffusion coefficient ratios of Cr to Fe for vacancies 

and for interstitials are both greater than unity and are of almost identical magnitudes.  

This means that both vacancies and interstitials are causing Cr RIS, the vacancies causing 

depletion and the interstitials, enrichment.  At any particular temperature, whichever 

diffusion coefficient ratio—that for vacancies, or that for interstitials—is greater will 

decide the direction of RIS.  In most of the conditions studied in this thesis, the interstitial 



 368 

diffusion coefficient was greater than that for vacancies, causing the observed Cr 

enrichment.  And since the vacancy and interstitial diffusion coefficients are similar in 

magnitude, the difference between them is small, so the expected amount of RIS will also 

be small. 

2)  A “crossover” from Cr enrichment to Cr depletion occurs between 600°C and 

700°C in alloy T91, and this provides further confirmation for the inverse Kirkendall 

mechanism of Cr RIS in F-M alloys.  In alloy T91 irradiated to 3 dpa, Cr enrichment is 

observed at 600°C, and Cr depletion at 700°C.  The temperature interval in which the 

crossover occurs is consistent with the crossover predicted by the diffusion coefficient 

ratios of Cr to Fe for vacancies and for interstitials.  As mentioned in the preceding 

paragraph, the diffusion coefficient ratios in F-M alloys are similar in magnitude.  But 

small differences in their slopes cause the vacancy and interstitial diffusion coefficient 

ratios to cross one another near ~660°C.  At temperatures below the crossover 

temperature, the diffusion coefficient ratio for interstitials exceeds that for vacancies, 

which can explain the observed Cr enrichment in T91 irradiated between 300°C and 

600°C.  But above the crossover temperature, the diffusion coefficient ratio for vacancies 

becomes greater than that for interstitials, which explains the observed Cr depletion in 

T91 at 700°C.  The existence of a crossover behavior is particular to the F-M alloy 

system. The existence of a crossover between Cr enrichment and Cr depletion in F-M 

alloys provides support for the inverse Kirkenall mechanism. 

3)  The amount of Cr enrichment decreases with increasing bulk Cr 

concentration, and this behavior can also be attributed to differences in diffusion rates 

between atomic species.  Chromium enrichment is measured in T91, HCM12A, HT9, and 

the 9Cr model alloy following 3 dpa irradiation at 400°C.  The amount of Cr enrichment 

is observed to decrease as a function of increasing bulk Cr concentration.  The inverse 

Kirkendall model calculates a consistent behavior, as long as Cr-composition-dependent 

interstitial migration energies for both Fe and Cr are input into the model.  Composition-

dependent interstitial migration energies are calculated for bulk Cr concentrations less 

than or greater than 9 wt% Cr; the migration energies for 9 wt% Cr are fixed at their 

original values. 
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The decreasing amount of Cr with increasing bulk Cr concentration, as measured 

in the 400°C experiment, can be explained by differences in atomic diffusion rates.  

When composition-dependent interstitial migration energies are used for alloys with bulk 

Cr concentration > 9 wt%, the diffusion coefficient ratio of Cr to Fe for interstitials 

decreases slightly in magnitude, causing two major effects.  First, the predicted crossover 

temperature decreases, although Cr is still calculated to enrich at the experiment 

temperature of 400°C.  Second, the Cr-to-Fe interstitial diffusion coefficient ratio moves 

closer to that of vacancies at 400°C.  The difference between the two diffusion coefficient 

ratio lines becomes even smaller, and thus, the expected amount of Cr RIS should be 

even smaller than at lower bulk Cr concentrations. 

4)  The experimentally observed Cr RIS behaviors cannot be attributed to the 

solute drag mechanism.  When the solute drag mechanism is incorporated into the IK 

model using a positive Cr-interstitial binding energy, unreasonably large amounts of Cr 

enrichment are calculated.  Conversely, when the solute drag mechanism implements a 

positive Cr-vacancy binding energy, unreasonable quantities of Cr depletion are 

calculated.  Clearly, the solute drag mechanism results in Cr RIS that is entirely 

inconsistent with experimental measurements 

6)  The behavior of Cr RIS—and thus, of Fe RIS, as well—in F-M alloys is largely 

consistent with the inverse Kirkendall mechanism and not consistent with the solute drag 

mechanism, supporting IK as the mechanism controlling Cr RIS in commercial F-M 

alloys. 

7)  Minor elements such as Si, Ni, and Cu, segregate by a different, yet 

undetermined mechanism, than that by which Cr and Fe segregate.  RIS of minor 

elements exhibit a different temperature dependence than does RIS of Cr and Fe.  The 

temperature range over which the minor elements segregate is more limited (400-500°C) 

than that over which Cr and Fe segregate (at least 300-700°C).  However, the driving 

mechanism of minor element RIS has not been determined. 

While some notable conclusions have been reached in this work, there remain 

some unanswered questions that deserve future attention: 

1)  There remain unresolved issues with the dose dependence of Cr RIS, 

especially with respect to the interrelationship of RIS and microstructure.  There are 



 370 

significant differences in the kinetics of RIS between the IK model and experiment, 

particularly regarding the onset of RIS and the onset of steady-state RIS.  It is theorized 

that the model-experiment difference in the onset dose may be due to a microstructurally-

related incubation period in the experimental steels.  It is also theorized that the model-

experiment difference in the steady-state RIS behavior is due to microstructural 

evolution.  Future work could more closely study the microstructural issues and kinetics 

of RIS in the IK mechanism.  In addition, studying RIS at the boundaries of 

microstructural features such as dislocation loops and precipitates, may offer further 

insight into the RIS-microstructure relationship. 

2)  The RIS mechanism of minor elements in F-M alloys has yet to be determined.  

Work in this thesis, particularly in the modeling effort, has focused largely on Cr and Fe 

RIS.  However, it has been concluded that minor elements Si, Ni, and Cu segregate by a 

different mechanism than that by which Cr and Fe segregate.  This conclusion 

necessitates further study into the mechanism driving RIS of the minor elements.  

Furthermore, only a limited number of minor elements have been studied in this thesis, 

due to detectability issues with the STEM technique.  Future work should use a technique 

capable of detecting a greater number of the constituent elements, in order to determine 

whether additional elements are segregating. 
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APPENDIX A:  Temperature Histograms 
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APPENDIX B:  Composition Profiles 
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