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Instruction is motivated by the assumption that students can transfer their learning, or apply what they have learned in school to another setting. A common problem arises when the expected transfer does not take place, what has been referred to as the inert knowledge problem. More than an academic inconvenience, the failure to transfer is a major problem, exacting individual and social costs. In this article, I trace the evolution of research on the transfer of learning, in general, and on language learning, in particular. Then, a different view of learning transfer is advanced. Rather than learners being seen to “export” what they have learned from one situation to the next, it is proposed that learners transform their learning. The article concludes by offering some suggestions for how to mitigate the inert knowledge problem from this perspective.
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**Introduction**

A crucial assumption motivating instruction is that what students learn at one time and one place is available for them to use at another time and another place. In other words, students should be able to transfer what they have learned. Because this assumption undergirds all education, learning transfer, also called transfer of training and transfer of practice, has been the focus of much research for well over a century, and it continues to inspire a great deal more. The research has sought to answer the question why students often fail to transfer their learning, a failure termed the inert knowledge problem (Whitehead, 1929); students appear to have learned something at one time, but cannot activate it at another.

---
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More than an academic inconvenience, the inert knowledge problem presents serious individual and social consequences. Language learners abandon their study of languages when they discover that they cannot utilize outside of the classroom that which they have worked so hard to attain within it. Employers complain that their new hires cannot perform tasks on the job that they should have learned in schools; schools counter that students have been taught how to do them. Especially distressing is the fact that the lack of transfer affects students discriminately, with lower income students being more affected by it than middle income students (Alexander, Entwisle, & Olson, 2001). Despite its serious consequences, there is little agreement among scholars about the nature of transfer, the extent to which it occurs, and its underlying mechanisms (Barnett & Ceci, 2002).

The present article argues that in order to understand transfer of learning with respect to language learning, researchers need to reframe the field’s understanding of the problem: Language researchers need to see that transfer is not a matter of “exporting” an intact bit of knowledge from within the classroom to without or even of students’ “reusing” what they have been taught, but rather of students’ transforming what they have learned. While this shift in perspective does not solve the inert knowledge problem, it redirects attention to what students do rather than to what they don’t do. When researchers and educators attend to what students are doing, they see not only that more transfer has taken place than they may have imagined, but also that what has been transferred has been transformed.

To contextualize the transformation of transfer, this Language Learning “current,” I first describe types of transfer. I next trace the evolution of research that has attempted to understand and to measure transfer. I begin with cognitive factors. I then highlight three major themes in recent years: the importance of the learning context, the agency of learners, and the co-determination of learners and context. I continue with a transformative, ecological, dynamic account of transfer. I conclude by offering suggestions for how to mitigate the problem.

Types of Learning Transfer: Some Background

Different taxonomies of transfer have been proposed (e.g., Barnett & Ceci, 2002; Royer, Mestre, & Dufresne, 2005). One common distinction made is between near and far transfer. Near transfer takes place between two similar contexts. An example would be a student’s using a public computer at a library to do homework where the computer is of the same model and uses the same software as the computer the student uses at school. Far transfer occurs over two
widely separate contexts. An example is when someone skilled at chess uses the same strategies that were successful in chess to run a business (Perkins & Salomon, 1992). Far transfer is thought to be accomplished through analogical reasoning, and is considered the prototypical type of transfer; however, a problem with it is that students don’t always see the connections between the two contexts (Helfenstein, 2005).

Teachers, under pressure to improve their students’ performance on standardized examinations, sometimes teach to the test—an example of applying the strategy of teaching for near transfer, when, in fact, far transfer may be more important for students’ future success (Barnett & Ceci, 2002). Of course, near transfer in language teaching can be important as well. For example, it is assumed that students are able to apply what they are learning in the second language classroom to their study of other school subjects when they are taught in the second language. The scope of far transfer has been extended beyond the ability to apply something learned in one setting to another to include the ability to solve novel problems that are isomorphs of one another, that is, those that share the same logical structure with the knowledge initially acquired, but which are presented or described in different terms. Even here, though, it has been found that only after receiving hints pointing out that two situations are isomorphic are students able to transfer relevant knowledge (Gick & Holyoak, 1983).

Salomon and Perkins (1989) dichotomized transfer somewhat differently. Rather than metaphorical distance, their low-road/high-road dichotomy relates to the amount of effort required. Low-road transfer involves the triggering of well-practiced routines by stimulus conditions similar to those in the learning context. Mindful or high-road transfer involves deliberate effortful abstraction and a search for connections. Accomplishing a transfer task can sometimes involve both.

In a theme familiar to those in second language (L2) learning, Butterfield and Nelson (1989, p. 5) added that teaching should not only promote positive transfer, but should also minimize negative transfer, the “learning” that adversely affects subsequent performance. Into the latter category would fall instances of pedagogically induced overgeneralization. Of course, researchers interested in second language learning are familiar with both the concepts of positive/negative transfer and of induced transfer of training errors (Selinker, 1972). In the L2 context, transfer is most often used to refer to cross-linguistic influence. This phenomenon is related to the matter under investigation in this article (and some who discuss general learning transfer include it); however, I will set it aside for my present purpose.
Then, too, in first language (L1) acquisition, transfer has been invoked as an explanation for how it is that children are able to generalize from one syntactic structure to another. For example, Ninio (2011) argued that the learning curves of three types of basic verbal valence patterns show consistent acceleration, demonstrating the Power Law of Practice, the quantitative manifestation of transfer from previous learning. However, in this article, I will confine my exploration of transfer, or its lack, to what takes place from inside to outside the classroom and from one lesson to the next. This view of transfer, too, is well-known in second language circles. For instance, in one L2 study, students spent weeks practicing sentences with verbs in the progressive form, only to have that form disappear from classroom language when the next lesson introduced the simple present tense (Lightbown, 1983).

**Cognitive Views of Transfer**

**The Inadequacy of Initial Learning**

It would be easy to dismiss the lack of transfer to inadequate proper learning in the first place. Although establishing whether something has been learned or not is a vexing problem in L2 learning, “[w]ithout an adequate level of initial learning, transfer cannot be expected. The point seems obvious, but it is often overlooked” (Bransford, Brown, & Cocking, 1999, p. 41). Research in L2 skill learning supports this observation. For example, learners literate in their native language may not immediately transfer their reading comprehension strategies to the second language; they have to achieve a certain “threshold” of L2 knowledge: Clarke’s (1979) threshold hypothesis.

Some transfer researchers maintain that there is an equivalence between learning and transfer. However, Lobato (2003) noted that learning and transfer to a different time/place are conceptually distinguishable. She observed that learners can generalize what they have learned in a classroom to novel situations without any new learning taking place. This would be successful transfer. Of course, what draws most attention is where transfer is not successful. An example of unsuccessful transfer would be where a student shows certain grammar skills on a standardized multiple-choice language test given at school but does not apply them when communicating. Indeed, this phenomenon is precisely what I have referred to as Whitehead’s inert knowledge problem. In other words, talk of transfer is always at least implicitly contrastive: It assumes learning within a certain context and asks about its impact beyond that context (Perkins & Salomon, 1992).
Type of Processing

Anderson (1995) criticized earlier research on analogical transfer for its dominant focus on traits of the source and target in terms of declarative, instead of performance-oriented, processing. He pointed out that for skill acquisition declarative knowledge plays only a significant role initially and in the course of practice is replaced by procedural knowledge. However, with regard to language learning, DeKeyser (2007) observed that procedural knowledge may be too specific to be transferred from one skill to another, for example, from language production to language comprehension skills. Anderson’s position would also be vulnerable to challenge from instance theorists (Truscott, 1998), who hold that learning and subsequent transfer is mainly a function of memory retrieval of representations of specific instances of language use (Logan, 1988), a view that is in clear contrast to the view of transfer as resulting from the efficiency of proceduralization (Helfenstein, 2005).

Craik and Lockhart (1972) also discussed types of processing. They offered what is known as the levels of processing framework explanation for why transfer might not occur. They hypothesized that retention will be affected by the type and depth of processing. Semantic processing of words will result in better transfer than if the words are processed more superficially, such as by their phonetic composition.

A number of studies appear to support the levels of processing framework, but Morris, Bransford, and Franks (1977) challenged this explanation. They manipulated levels of processing in word learning tasks and transfer tests in three experiments. Sentences were constructed containing target words that were either meaningful or not, or rhymed or did not. Essentially, the experiments showed that semantic processing was superior to rhyme processing, given a semantic recognition test, whereas rhyme processing was superior to semantic processing, given a rhyming recognition test. In other words, it is not that one form of processing is superior to another. Rather, it is that more effective transfer takes place when the type of processing correlates between the learning task and the transfer test. Their findings led them to call for replacing the concept of levels of processing with one emphasizing transfer-appropriate processing. Transfer appropriate processing rests on the idea that we can better remember what we have learned if the cognitive processes that are active during learning are similar to those that are active during retrieval (Blaxton, 1989; Lightbown, 2008). Thus, the most successful transfer is achieved when the retrieval conditions match, or have fidelity with, the conditions of learning (Franks, Bidrey, Lien, & McNamara, 2000).
Mismatch, of course, was a big criticism of the audiolingual language teaching method. Drilling students in language patterns might get students to produce the patterns accurately and fluently in the classroom, but when it came to students using the patterns in authentic communicative situations, the gap between the learning condition and the retrieval condition was too wide for successful transfer to take place. Students’ knowledge remained inert.

Level of Abstraction
Rather than students’ following a fixed set of procedures, such as an audiolingual drill, or their memorizing a set of facts, Bransford and Stein (1993) emphasized the importance of students learning with understanding. They contended that students who only follow fixed procedures or memorize facts have little basis for approaching a problem-solving task that differs in the slightest way from the original context. The National Research Council has adopted a similar position in its strong support for the benefits of helping students represent their experiences at levels of abstraction that transcend the specificity of particular contexts and examples, a teaching practice they call deeper learning (Pellegrino & Hilton, 2012).

Applying this logic to learning grammar, Larsen-Freeman (2000) has called for teaching reasons rather than, or in addition to, rules. Larsen-Freeman claimed that reasons are broader-based than rules, and that when students understand reasons why grammar structures are the way they are, their understanding, along with meaningful practice, helps students transcend the boundaries of a particular context. Then, too, De Palma and Ringer (2011) called attention to work by Smit (2004), who made a similar argument with regard to learning to write. Smit “distinguishes between broadly based and localized aspects of writing knowledge and ability: while broadly based aspects of writing do transfer from one writing context to another, localized aspects, because they are specific to particular contexts, do not” (De Palma & Ringer, 2011, p. 136). I will return to the issue of context-specific learning later.

When it comes to item learning, it appears that encountering frequent instances of a construction (i.e., tokens) is inadequate for abstraction. Frequency of tokens leads to stability and even entrenchment of the particular construction. Such is the case with the learning of the irregular past tense verbs in English, for example, where each irregular verb is acquired “locally,” as a lexical item. However, with token variety within a type, that is, where different verbs are marked with the –ed for past tense, generalized abstract knowledge results and learners are able to use the past tense pattern productively, beyond the specific
regular verbs that they have already encountered (Bybee, 2008; Ellis, 2002; Eskildsen, 2012).

**Active Construction, Schema, and Metacognition**

With the introduction of constructivist learning theory, knowledge was not believed to transfer only due to commonalities across situations or tasks, but rather to result from learners’ active construction of knowledge structures (Bruner, 1986). Learners were thought to construct schemata that organize large amounts of information into meaningful systems (Anderson, 1990). Cognitive schemata were then later used (transferred) during subsequent interactions.

In keeping with the discussion of higher order cognitive skills, a new theme was introduced into research in transfer: meta-cognition (Flavell, 1976; Brown, 1978). Different types of meta-cognitive skills, such as self-monitoring and self-regulation, were thought to facilitate learning and transfer. For instance, Soini (1999) counted among the preconditions for active transfer an individual’s self-reflected management of knowledge.

**It Is Not Just Cognition**

Much of the research has been conducted with reference to cognitive knowledge and skills, such as analogical reasoning. However, cognitive transfer is inseparable from issues of emotion and motivation. Thagard and Shelley (2001) criticized the simplicity of analogical inference based on mere comparison of objects and properties and proposed a more complex model, their emotional coherence theory. Students do not only transfer what they know, but they also transfer the emotional valences of source elements to new targets (Helfenstein, 2005).

With regard to motivation, Pugh and Bergin (2006) discussed how motivational factors affect transfer by influencing the quality of initial learning, by promoting the cognitive engagement of learners, by influencing the initiation of transfer attempts, and by contributing to learner persistence. Then, too, learners of all ages are said to be more motivated to transfer when they can see the potential usefulness of what they are learning (Anderson, Simon, & Reder, 1996) and when they can use that information to do something that has an impact on others—especially their local community (Pintrich & Schunk, 2002). Despite these developments, Belenky and Nokes-Malach (2012) have recently asserted that the study of knowledge transfer still rarely draws upon motivational constructs in empirical work, and Perkins and Salomon (2012) have called for the reconciliation of the cognitive bases for transfer with motivational considerations.
Relating the issues of transfer and motivation to L2 acquisition, James (2012) studied L2 transfer motivation: a combination of effort, desire, and favorable attitudes determining students’ intentions to transfer. James interviewed students enrolled in an English for academic purposes (EAP) writing course. He found that students’ true motivation to transfer what they had learned in the writing course to other courses was rare, reinforcing the belief that transfer is hard to promote.

One of the issues that James’s classroom-centered research raises is that so much of the transfer research has been conducted in laboratories, apart from natural learning environments (Lightbown, 2008). Bransford and Schwartz (1999) pointed out that transfer is often measured in sequestered problem solving (SPS) contexts, in which people complete tasks isolated from additional knowledge resources that are typically available in nonlaboratory settings. The researchers have questioned whether these decontextualized SPS assessments have ecological validity. This returns us to the matter of context.

**Context**

A cognitive understanding of transfer assumes that transfer is facilitated when what is learned in one situation is sufficiently abstract and decontextualized to apply to other situations. The basis for this assumption is that knowledge is separable from the context in which it is developed, rather than a function of activity, social interactions, culture, and history (Lobato, 2006).

Arguably, knowledge is not simply the individualized learning that students bring to and take from the classroom. Prior and subsequent knowledge also includes the kind of knowledge that learners acquire because of their social roles. Lave and Wenger (1991) argued that learning is situated; it occurs in a context and culture. Social interaction is a critical component of situated learning—learners learn what they do by participating in a community of practice (Lave & Wenger, 1991).

In keeping with this position, more recent views consider sociocultural influences on transfer (Beach, 1999). Transfer is not simply something an individual does in isolation, but rather depends on social and cultural factors. This dependence can be seen clearly in work done by Nasir (2000). She found that students who were very knowledgeable about basketball “street statistics” did not use their knowledge to make sense of statistics lessons in their classrooms. The statistics were analogous, but the students failed to see that. The cultural context of the two settings was so different that they supported different identities, roles, and interpretations of social demands.
But context dependence can be a problem for transfer, because transfer, by definition, has to occur when the original context of learning is not reinstated—when one is no longer in school, for example. Thus, if knowledge is too tightly bound to the context in which it was learned, transfer to superficially different contexts will be reduced significantly (Bjork & Richardson-Klavehn, 1989). In an attempt at reconciling the two views, Perkins and Salomon (1992) observed that general knowledge that works together with local knowledge is important for transfer.

Besides taking the context of learning into account, an important newer awareness in the study of transfer is the recognition that the learners’ perspective needs to be considered.

The Agency of the Individual

It has been the case in much of the research that transfer success has been determined by how much what a student does corresponds with what the researcher expects the student to do. This normative definition of success obviates the need to look at what the student is actually doing when it departs from the researcher’s expectations or from looking at the student’s purposes and interpretation of the task. Indeed, a shortcoming of transfer research is that explanations rest on the judgment of the researcher or the characteristics of the learning material and situation instead of the perception of the individual engaged in transfer (Helfenstein, 2005), a practice which overlooks the mediating factors by which individuals activate and apply prior learning (Mestre, 2005).

The approaches I have been characterizing so far focus upon the knowledge and conditions of acquisition that optimize the chances of transfer from an etic or researcher’s point of view, not an emic or learner’s point of view. To remedy this oversight, Lobato (2003) advocated an “actor-oriented” transfer approach, which focuses on the processes by which learners form personal relations of similarities across situations, whether or not those connections are correct or normative, and on the specific ways in which the instructional environment affords and constrains learners’ generalizations. By reanalyzing her data to look at how students see situations as similar, Lobato (2003) found significant evidence of transfer that had been overlooked in the initial etic analysis.

Thus, rather than asking whether transfer occurs, actor-oriented researchers ask what connections students are making. This question guides actor-oriented researchers to investigate how features of instructional environments, including the social nature of the setting, influence what students attend to and how in turn what they attend to affects how students generalize their learning experiences.
(Lobato, Ellis, & Muñoz, 2003). However, Lobato, Rhodehamel, and Hohensee (2012) cautioned against an unfettered view of student agency. They advised that features in instructional contexts constrain the number of interpretations that are available for students to make.

James (2008) reported that ESL students’ writing transfer was affected by the students’ perception of the similarity between two tasks, not the researcher’s task design, which used similar subject matter. Hansen (2000) also reported on an EAP student’s skepticism regarding what she was learning in an EAP writing course, and Hansen suggested that this student’s perception may well affect the transferability of what she was being taught. Experience tells us that a language teacher cannot take for granted that students will make connections between cognates. Many a second language instructor will assume that cognates are immediately recognizable by language learners, and that transfer is automatic in such cases, but experience suggests that this is not so (e.g., Zehr, 2011).

**Individual Interacting With Context**

The concept of transfer being the result of learning that is exported from one context to another is deficient in another way. This view ascribes to context the limited role of differentially supporting or interfering with transfer, so that context is not seen to be an actual part of the process (Beach, 2003). Earlier, Beach (1999) put it this way:

> Historically, studies of transfer have located agency and explanation for the process along a Cartesian plane that cleaves individuals and social contexts. Individual agency is assumed to have little to do with the creation of social contexts supporting transfer, just as changes in contexts are presumed to have little to do with how individuals learn and develop across them. (pp. 102–103)

In contrast, Beach (1999) submitted that learners and contexts “exist in a recursive and mutually constitutive relation to one another across time” (p. 111). A similar argument is made in ecological psychology (Gibson, 1979/1986). From this perspective, knowledge is seen to be “an epiphenomenon of an agent interacting with an environment, in that knowledgeable behavior is co-determined by properties of the learner interacting on-the-fly with properties of the tools, information, and other learners available at the time” (Young, Kulikovich, & Barab, 1997, pp. 133–134). This position builds on Gibson’s idea of affordances: the characteristics of the environment that support agents’ contributions to interactive activity and, therefore, the characteristics of the environment that agents need to perceive.
It was a concern for learners’ being unable to perceive the environmental affordances (although I did not call it this) that led me to coin the term “grammaring” (Larsen-Freeman, 1995, 2003). I reasoned that a contributing cause to the inert knowledge problem, when it came to grammar instruction, was the confusion in students’ minds stemming from learning grammar as a decontextualized body of knowledge, a static system of rules, rather than experiencing it as a dynamic system interacting with the environment, resulting from speakers’ choices, which it is (Larsen-Freeman, 1997). In other words, a rule-bound conception of grammar might not make salient to learners any affordance in the context for transfer.

Greeno, Moore, and Smith (1993) adopted this position. While not ruling out the possibility of symbolic cognitive abstractions playing a role in transfer, they observed that transfer mediated in this way is atypical. Instead, they argued that it is less that transfer depends on mental representations of structure that the learner has acquired in initial learning and later applies in the transfer situation and more that during initial learning, the learner acquires invariant structures of activity (what they call action schemata) responsive to the affordances—the action opportunities—of the learning situation. If the potential transfer situation presents similar affordances and, importantly, the person recognizes them, ‘the person may apply the same, or a somewhat adapted, action schema there. Thus, “in the affordance-activity view, the structure that enables transfer is in the interactive activity of the person in the situation” (Greeno et al., 1993, p. 146). When similar affordances are shared across different situations, there is the potential for transfer to occur (Day & Goldstone, 2012).

The Adaptive Value of Nontransfer

I have been careful to use the word “mitigate,” not “solve,” in conjunction with the inert knowledge problem. One of the reasons for my caution (besides the complexity of the issue and the nascence of our understanding) is that the problem may be inevitable. Bjork (2011) pointed out that there are times when it is not to our advantage to remember what we have learned. While our capacity for remembering is almost limitless, our capacity for retrieval is not. This is not necessarily a bad thing. For instance, we may not want phone numbers we have learned in the past to be easily accessible. Instead, we want our memories to be “updated,” where previously stored information is sometimes inhibited. Retrieval inhibition, according to Bjork, is an adaptive mechanism in human memory. It does not result in the permanent loss of memories, but rather they become less accessible because other items interfere or get in the way. “Thus,
retrieval-induced forgetting is the consequence of an adaptive mechanism that facilitates remembering by causing forgetting” (Storm, 2011, p. 292).

It is perhaps inevitable, therefore, that although the potential for transfer of some previous learning is present on a given occasion, it is not activated because of retrieval inhibition. This may explain the waxing and waning of patterns used by L2 learners (Ellis & Larsen-Freeman, 2006; Larsen-Freeman, 2006). At any one point in time, from a target-language perspective, regress is as much a part of the language-learning process as is progress (de Bot & Schrauf, 2009). It is also important to note that thoughts of “regress” and “progress” are consistent with a view of language learning as a telic process. In the absence of a target-centric perspective, the waxing and waning of language-using patterns might be more appropriate as a focus of scholarly inquiry and less a matter of concern. This same focus motivates a need to reframe the overall understanding of transfer, for researchers have yet to look closely at what is being transferred.

**Reframing the Understanding of Transfer: Transformation**

A problem that I have hinted at, but have not yet fully articulated, is that the term transfer suggests that “the tasks or situations across which transfer occurs remain unchanged during the transfer and that the ‘transferor’ reproduces existing relations between fixed tasks” (Lobato, 2006, p. 444). Indeed, as I have shown, explanations for transfer are based on the psychological invariance of mental representations and action schemata.

This assumption of invariance runs contrary to what Carraher and Schliemann (2002) found when studying what students did to solve a mathematical problem (2002):

> They have not simply unloaded a prior solution from their storehouse of knowledge. They have crafted it on the spot, adjusting and adapting their prior knowledge in the process. It is precisely this active accommodation of knowledge to the demands of the situation (as understood by them) that so notably lacks in transfer accounts of learning. (p. 18)

In other words, Carraher and Schliemann rejected the notion of transfer in its passive “carrying over” sense (p. 19). This transportation metaphor, that learners carry over knowledge from one situation to another, is problematic for several reasons. First, the transfer process itself is likely to be much more dynamic, one in which students construct, rather than carry over their knowledge to the new situation (Rebello, Cui, Bennett, Zollman, & Ozimek, 2007). Closely related is the second reason: There is no room in earlier accounts of transfer for
the possibility that the knowledge acquired in the classroom is transformed. We know from a consideration of language as a complex adaptive system (Ellis & Larsen-Freeman, 2009), it is in using language that it is transformed. The transformation is partly due to the learner’s interacting with a different and changing context and partly due to internal reorganization of the learner’s language resources. Transformation is an optimizing process whereby learners alter their language resources to adapt to a changing environment or their changing goals. According to Spivey (2007), this entails dropping “the assumption of stable symbolic internal representations (holdovers from an information-processing perspective on cognitive processes) . . . continuing on to a fully ecological dynamical account of perception, cognition, and action that connects the brain, body, and world” (p. 332).

In L2 writing, De Palma and Ringer (2011) construed transfer as a dynamic process, not only centered on how students apply, but also on how they reshape, L2 writing skills they have learned in prior contexts to fit new ones. They referred to this phenomenon as adaptive transfer: “Rather than viewing students as novice writers, adaptive transfer allows for students to be perceived as agents who possess a variety of language resources and a range of knowledge bases that they might draw on in each writing context” (p. 142). A similar claim was advanced by Macqueen (2009). Applying a complexity theory perspective to analyzing students’ writing in a second language, Macqueen highlighted the process of adaptive imitation. In the gradual process of developing the means of participation in an English-speaking speech community, the participants in her study adapted lexiogrammatical patterns in their writing to suit their changing goals.

From a complexity theory perspective the crucial point is that linguistic knowledge is not given or transferred but adaptively achieved by the individual in the environment (Leather & van Dam, 2003). What this means is that language is not located exclusively in the brain, in the body, in the environment, or in a particular linguistic form: It is latent and becomes manifest only as a function of the global state of the system, which emerges in the interaction (Varela, Thompson, & Rosch, 1991; see also Atkinson, 2011; Larsen-Freeman & Cameron, 2008).

Applications

By reframing our understanding of transfer as transformed, the claim is that learners transform what they are taught in the classroom; they do not merely implement or repeat it. This is true of low-road transfer as much as high-road. Indeed, the very process of retrieval consolidates (Karpicke & Roediger, 2008).
and modifies what has been learned (Bjork, 2011); moreover, exact repetition never takes place.

The failure to transfer as it has been traditionally understood may be unavoidable; nevertheless, teachers must teach as if this is not the case. Therefore, before concluding, I speculate on several teaching practices and conditions that might mitigate the inert knowledge problem (see also Bransford et al., 1999; James, 2006; Lightbown, 2008).

**Psychological Authenticity**

For transfer appropriate processing to take place, it is important for students to engage in activities that are rich with affordances and that have psychological authenticity. To increase the fidelity between situations of learning and retrieval, students should have a genuine need to successfully receive and convey the information at the core of the communication. Further, learners need to engage in the kinds of cognitive processing that include establishing joint attention, reading communicative intentions, processing perspective/construal, and so on, because it is these aspects of L2 processing that will need to be transferred to other communicative settings (Segalowitz & Trofimovich, 2012).

In addition, classroom activities should be designed to allow learners to experience some of the normal psychological pressures and social interaction felt by people engaged in real communication (Gatbonton & Segalowitz, 1988), modulated for their proficiency level (Larsen-Freeman, 2003). Along similar lines, Bjork suggested that the most effective instruction introduces “desirable difficulties” into classroom learning (Bjork & Linn, 2006).

**Language Use as Choice**

“A complex systems view...foregrounds the centrality of variation among different speakers and their developing awareness of the choice they have in how they use patterns within a social context” (Larsen-Freeman & Cameron, 2008, p. 116). Of course, Halliday (1994) has long discussed language as a system of choices, and I have written about grammaring as choice-making (Larsen-Freeman, 2002). Consistent with this assumption is that what is taught in the first place should not be language as a single homogenous idealized construct, but rather as a system of variable, mutable, language-using patterns (Larsen-Freeman & Cameron, 2008).

**Reminding**

Earlier, I mentioned that students do not always transfer from one situation to another on their own initiative. They need hints or reminding (Benjamin,
2011) to do so. Reed (2012) reported on research that suggests a manifold increase in transfer when students are given a hint to use previous information to come up with a solution to a new problem (from 8% to over 50%), but this should be tempered with James’s (2009) sobering report that when ESL students were asked to find the similarities between a task and work they were doing in their writing course, they did not demonstrate transfer any more than students who were not asked to search for similarities.

Yet, a critical requirement for transfer is that students attend to the dimensions relevant to the solution of the new problem (Detterman, 1993). Of course, teachers are not always going to be present to remind students to think back to a specific similar example to solve a current problem. Engle (2006), therefore, made a case for framing discussions with learners to enhance transfer. Learners need to understand “that what they are currently doing is part of a larger intellectual conversation that extends across time” (p. 457), a framing that creates “intercontextuality.”

Calling Attention to Difference
A lot of attention has been given in this article to common or similar features between occasions of learning and of transfer. However, Marton (2006) maintained that it is the contrasts that matter: “In order for the learner to perceive similarity, the learner must also have previously experienced something it differs from. Seeing one thing affects how the learner sees another thing—not because of the sameness of the two, but because of both similarities and difference” (pp. 531–532). He illustrated his point in discussing the learning of Cantonese tones. According to Marton, “[a]lthough the sameness of the sounds across the two words was a necessary condition for discerning the tone, it was the difference—and not the sameness—that was attended to, discerned, and transferred” (p. 529).

Iteration
One way to help learners notice similarities and differences is to present students with slightly varied consecutive activities in which students must enact their language-using resources iteratively (Larsen-Freeman, in press a). Iteration, or the opportunity to revisit the same territory again and again, is different from repetition; it is the former that is important for language learning and for transfer. “Teaching for transfer then involves returning again and again to an idea or procedure on different levels and in different contexts . . . , with what appears to be different examples. But from a transfer perspective, ‘different examples’ are but variations on a single idea or concept” (Haskell, 2001, p. 214).
Adaptation
Larsen-Freeman (in press b) also proposes that what should be taught is not only language, but also the process of adaptation: Teaching students to take their present system and mold it to a new and changing context for a present purpose. Learners transform their knowledge; they don’t merely implement knowledge in the form in which it was delivered through instruction, and this happens at all levels of language proficiency.

Thus, a unified view of context and learner lies in the recognition that giving learners an opportunity to do something a little bit different each time they engage in a particular activity is good training not only for perceiving difference, but also for being able to make the adaptations they need when faced with a different context or task. At a product level, this also means teaching variants—going from teaching one form = one meaning to one meaning = many forms, and at the process level, teaching adaptation as a process (with feedback).

Such practice is not about rehearsal or “transferring intact knowledge.” Iteration and adaptation are critical components not only of learning in the classroom, but also of mobilizing learning beyond the classroom. After all, second language acquisition is not a matter of conformity to uniformity (Larsen-Freeman, 2003), and language is not fixed, but is rather a dynamic system (Larsen-Freeman, 1997).

Conclusion
In this article, I have traced developments in the evolution of thinking about learning transfer. My starting point was cognitive, followed by emotional, motivational, contextual, individual, interactional, and transformational views. One could make the case that this sequence also characterizes the evolution of research in the field of second language learning overall. Of course, although I have treated developments more or less chronologically, much productive work is being done in each of these areas today. Nevertheless, it seems to me that the latest view, one that understands transfer not as the reuse of past learning, but rather its transformation, shows great promise, and is a worthy current in language learning—though surely and happily, the currents will continue to flow.
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Notes
1 Thorndike and Woodsworth (1901) concluded that where specific training in one task seemed to cause improvement in learning another, the improvement could be
attributed to common elements in the two exercises. This “common elements” claim has spurred much of the transfer research over the decades since, although the nature of the elements has changed.

2 The U.S. National Science Foundation thought enough about the issue of transfer to convene two symposia within two years of each other, to which some of the leading contributors of research on transfer were invited to participate (see edited collections by Mestre, 2002 and Lobato, 2004), and just this year, special issues of the Journal of the Learning Sciences and Educational Psychologist have been dedicated to learning transfer.

3 Because it has been studied for a long time and because it has received a great deal of attention (e.g., “There is perhaps no more important topic in the psychology of learning than transfer of learning,” Ellis, 1965, p. 5), the review is highly selective. I am also aware that when reviewing the literature on transfer, what is discussed as being transferred is not always the same. For instance, in this review, sometimes it is “items” or “constructions”; other times it is a skill or some subject matter.

4 Perhaps one point is worth noting: In his dissertation on transfer, Helfenstein (2005, p. 34) gave L2 interlanguage research credit for the reciprocal view on transfer between source and target. Not only can past experiences influence present ones, but current activities can alter the quality of previously acquired skills and memories.


6 Indeed, in a recent New York Times article (March 17, 2012), Albert Costa of the University of Pompea surmises that an advantage that bilinguals enjoy over monolinguals may be their heightened ability to monitor the environment.

7 On a more positive note, memories no longer easily accessible, due to competition from other memories, are still available and may be relearned at an accelerated rate (Bjork, 2011).

8 One practice this perspective might suggest is to give students more authentic experiences in the classroom so that the distance between the classroom and the outside world is not so wide, for example, turning the classroom into a market, for instance, in order to practice the language of shopping. While simulating the “outside world” in the classroom may have motivational appeal, it is not very practical. Besides, it seems to me “[t]he central question is not what learners have to do to use language naturally, but what they have to do to learn to use language naturally” (Widdowson, 1990, pp. 46–47).

9 I could have started earlier, for example, with behaviorism (e.g., Osgood, 1949).
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