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The accurate prediction of unsteady aerodynamic loads is of utmost importance in an
aeroelastic simulation framework, which often times will be used to simulate a vehicle
passing through multiple Mach regimes on a single ight path. In terms of computational
e�ciency, it is bene�cial for an unsteady aerodynamic model to have a single mathematical
form for the aerodynamic loads through the di�erent Mach regimes for an entire simu-
lation. An unsteady aerodynamic reduced-order modeling methodology based on linear
convolution combined with a nonlinear correction factor is developed to ful�ll this need.
Though each Mach regime presents unique modeling challenges, the transonic regime is
particularly challenging in this regard due to moving shocks and other nonlinear ow �eld
e�ects. The purpose of this paper is to characterize both the error of the reduced-order
model within the transonic regime as well the applicability of a simpli�ed calculation proce-
dure for the nonlinear correction which can replace, at times, full CFD simulations within
the modeling framework. The reduced-order model results show generally good agreement
with computational simulations of the AGARD 445.6 wing undergoing oscillation of mul-
tiple elastic modes. Also, at higher oscillation frequencies, a distinct phase shift which
develops between the model and full-order simulation results has been quanti�ed. Finally,
one factor which appears to adversely a�ect the model’s accuracy is the increasing memory
length of the system being modeled.

I. Introduction

Accurate calculation of unsteady aerodynamic loads due to vehicle rigid body pitch and plunge motion
as well as elastic deformations is vital to both the determination of the utter boundary and development
of control algorithms. Often times, vehicles will encounter several di�erent Mach regimes throughout the
duration of a single ight; for example, hypersonic vehicles must pass through the subsonic, transonic, and
supersonic regimes on the way to hypersonic ight. The di�erent Mach regimes o�er distinct challenges when
modeling the unsteady aerodynamic loads. In the transonic regime, moving shocks and other e�ects result in a
nonlinear ow �eld, thus complicating the prediction of aerodynamic forces. In the hypersonic regime, strong
shocks, shock/boundary layer interactions, and the relatively large magnitude of the aerodynamic loads are
among the factors which present further modeling challenges. When modeling the unsteady aerodynamic
loads on a single vehicle throughout several di�erent Mach regimes, a single mathematical form representing
the loads in all regimes is important to have when coupling with a full aerothermoelastic framework. This
increases the e�ciency since the same aeroelastic equations can be used without modi�cation regardless of
the Mach regime in question.

Computational uid dynamics (CFD)-based reduced-order models (ROMs) provide an e�ective way to
model unsteady aerodynamic loads. Once constructed, the models run orders of magnitude faster than full
CFD solutions while preserving a high level of accuracy seen by the original computational simulations. Silva1

developed a method using �rst- and second-order Volterra kernels to predict the unsteady loads on a transonic
airfoil; similar methodology was then extended to create a state-space system useful for aeroservoelastic
analysis.2 Raveh3 used step responses to �nd the generalized aerodynamic forces for aeroelastic analysis in
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the transonic regime. One major drawback of many reduced-order models is that they are only valid for
ight conditions immediately around those from which the model was constructed. E�orts have been made to
make the ROMs valid over a range of parameters. Silva4 used a convolution-type methodology to construct a
state-space ROM which is then used over a range of velocities in the transonic regime by modifying the time
step of the numerical integration. Glaz and co-workers used a surrogate-based recurrence framework ROM to
model the unsteady aerodynamics on a 2-D rotating airfoil5 as well as the dynamic stall e�ects of a helicopter
rotor blade.6,7 Crowell and McNamara8 combined steady CFD modeling with an unsteady piston theory
correction term in modeling unsteady hypersonic aerodynamics. Other e�orts for parameter-independent
ROMs have focused on the analysis of ight test data. Lind et al.9 created velocity-independent kernels by
using curve �ts of ight test data gathered at di�erent conditions. Baldelli et al.10 created a model valid over
a range of dynamic pressures by combining linear and nonlinear operators for model construction. Prazenica
et al.11 extrapolated kernels found at di�erent ight conditions to create one model valid over a range of
conditions. Omran and Newman12 used Volterra series submodels in di�erent domains, such as pre-stall and
post-stall, to construct an overall global piecewise Volterra series model.

The above ROM e�orts have focused on a single regime and have not established their applicability across
multiple Mach regimes. However, the most e�cient way to model the aerodynamics of a vehicle designed
to y in multiple Mach regimes is to have a single ROM method applicable to all of the regimes while also
minimizing the computational cost of model construction. To this end, Ref. 13 lays out the basic framework
for a CFD-based ROM technique for the calculation of unsteady aerodynamic loads applied to the hypersonic
regime, while Ref. 14 shows its potential application to the transonic regime. However, much of the transonic
testing up to this point has focused on single-modal oscillations and the development of a transonic simpli�ed
model to aid in ROM construction. Still needed are both a rigorous, quantitative assessment of the model
generalized to multiple modes of oscillation in the transonic regime as well as an exploration of the method’s
applicability boundaries and limitations, which are presented here. These items provide key contributions
to the overall understanding of how the ROM can be applied across a range of Mach numbers.

II. ROM Methodology

The reduced-order modeling methodology presented here combines linear convolution with a nonlinear
correction factor. The unsteadiness of the ow is captured through the use of linear convolution, which
has been shown to be an e�ective modeling tool for linear unsteady aerodynamics.1,15 However, the main
drawbacks of a pure convolution ROM stem from the fact that unsteady aerodynamics are in general nonlinear
in nature. As described subsequently, the convolution ROM is based upon the aerodynamic response to a step
input of a certain magnitude applied to the geometric con�guration under consideration. When the actual
input magnitude in a particular simulation increases beyond that used in the ROM development, the ROM
accuracy begins to erode due to various nonlinearities. Moreover, the convolution ROM may not be valid for
ight conditions away from those around which the model is constructed. To address these issues, a nonlinear
correction factor has been introduced to this convolution ROM by calculating the response of the system at
larger amplitudes and a range of Mach conditions. Thus, rather than being geometry, amplitude, or Mach
number-dependent, the general mathematical form of the model does not place any inherent limitations on
con�gurations, input size, or ow conditions for which it is applicable.

In general, the nonlinear corrected ROM response ycorr can be written as

ycorr = fcyconv (1)

where fc is the correction factor and yconv is the linear convolution response.
Figure 1 shows the schematic of the overall ROM framework. To begin, the inputs to the model are the

structural mode shapes of the geometry as well as the modal deformations at each time step throughout
the simulation. The structural mode shapes are used in CFD simulations for both modal step inputs and
correction factor calculation; the details of these runs will be described subsequently. However, since these
structural mode shapes are known a priori, and the CFD runs only require knowledge of these structural mode
shapes and not the per-iteration modal amplitudes, all CFD runs can be conducted up front, prior to model
construction. Thus, once completed, the CFD calculations are taken out of the ROM loop, leaving linear
convolution and nonlinear correction factor application as the two in-the-loop ROM features. The calculation
of these two items takes orders of magnitude less time than the full CFD simulations, thus making the ROM
much more computationally e�cient than the calculation of the full-order solution. Finally, the outputs are
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the time-accurate force and moment coe�cients or the generalized forces.

Figure 1. Overall ROM framework

A. Linear Convolution

The response of a linear system to an arbitrary input at time t can be found if the response of the system
to a unit step (H (t)) or unit impulse (h (t)) function is known. In the continuous time form, the impulse
and step input functions are written as functions of time as follows, for a case in which the step/impulse is
applied at time t0:

Impulse Unit Step

uimp: (t� t0) =1; t = t0 ustep (t� t0) = 0; t < t0

uimp: (t� t0) = 0; t 6= t0 ustep (t� t0) = 1; t � t0
(2)

The response y(t) due to an arbitrary input f(t) is found through the use of convolution:1;16

y (t) = f (0)H (t) +

Z t

0

df

dt
(�)H (t� �) d� (3)

The unit impulse is the derivative of the unit step, so integration by parts yields

y (t) = f (t)H (0) +

Z t

0

f (�)h (t� �) d� (4)

Equations 3 and 4 are the two forms of Duhamel’s integral. In general, convolution can be thought of as a
summation of scaled and shifted step/impulse responses.

Rather than using the continuous-time form of Duhamel’s integral, the application of the convolution
integral to a CFD code requires its discrete form.1 The de�nitions are slightly di�erent for the discrete case,
where the input values are only de�ned for speci�ed points in time. Thus, the impulse/step inputs are given
as follows, with the input occurring at time step 1:
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Impulse Unit Step

uimp: [n] = 1
�t ; n = 1 ustep [n] = 0; n < 0

uimp: [n] = 0; n 6= 1 ustep [n] = 1; n � 1

(5)

where the square brackets denote a value at a speci�ed integer time step n. Equation 5 leads to the two
forms of the discrete convolution integral:3

Impulse: y [n] = h [0] +
Pn

k=0 f [n]h [n� k] �t

Step: y [n] = f [0]H [n] +
Pn

k=0 (u [n]� u [n� 1])H [n� k]

(6)

In this work, the step input is chosen over the impulse input for use in the convolution integral due to both
ease of implementation into the CFD code as well as the quality of the response found. This improvement of
results using the step over impulse input was already noted by Raveh.15 Also, note that the system inputs
considered here are modal deformations. Thus, whatever modal deformation is used for the step input is
considered to have a scaled value of 1, the unit value. Because of this, for the rest of this paper, all modal
input values will be given in multiples of the step input.

The step response and arbitrary modal motion are combined in Eq. 6 to calculate the uncorrected linear
convolution ROM response yconv. The next step is to consider the nonlinear correction to this linear ROM.

B. Correction Factor

If left as described above, the ROM will only work for ight conditions and input amplitudes very near to
those used for the step input, as the responses do not in general scale linearly with oscillation amplitude.
Consider the example from Ref. 13 of a 2-D half-diamond airfoil in hypersonic ight undergoing oscillations
of the �rst bending mode with a maximum amplitude 40 times larger than the one used for the original
identi�cation of the step response. Figure 2 shows a sample drag coe�cient comparison between the linear
ROM yconv and direct CFD result for this case. The response yconv in this case is a qualitatively very poor
representation of the actual CFD results, demonstrating the necessity of a nonlinear correction to it.

Figure 2. Linear ROM vs. CFD at large oscillation amplitude
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To obtain the nonlinear corrected ROM response ycorr, a correction factor fc is introduced. This quantity
is de�ned as the ratio between the quasi-steady linear (ylin) and nonlinear (ynonlin) responses of a certain
con�guration due to the modal deformations and ight conditions at a particular instant in time, that is,

fc �
ynonlin
ylin

(7)

In computing the correction factor value, the �rst challenge is to calculate ynonlin. To do so, the input
values of the modal amplitudes at a particular time step during a simulation are identi�ed, and these inputs
are applied to each mode shape simultaneously. Using CFD or some simpli�ed model to run the simulation,
the response is allowed to converge to some quasi-steady value, which is then taken to be ynonlin. Next, ylin
is found by �rst determining the �nal, quasi-steady response value for each mode after a step input for that
particular mode has been applied individually. Then, each one of these quasi-steady values is multiplied by
the respective modal amplitude at that time step to �nd the individual linear modal responses. ylin is then
computed by summing these individual modal responses using superposition. These calculation procedures
for ynonlin and ylin are illustrated in Figs. 3 and 4, respectively. ynonlin and ylin di�er from ycorr (nonlinear
ROM response) and yconv (linear convolution ROM response), respectively, in that ycorr and yconv involve
the convolution integral in their calculation. Thus, the modal velocities, which enter the convolution integral
as the time derivative of the arbitrary modal inputs, are included in the calculation of yconv and ycorr but
not in the calculation of ynonlin and ylin.

For a purely linear system, the correction factor value will be 1. In certain situations, the value for ylin
will be equal to or very close to zero, resulting in an fc value approaching in�nity. For these situations, the
de�nition is modi�ed by the addition of an o�set term �:

fc =
ynonlin + �

ylin + �
(8)

Note that � is placed in the numerator as well as the denominator such that a linear system will still have a
correction factor value of 1.

With this correction factor de�nition in place, the corrected ROM value ycorr is calculated by:

Figure 3. Superposition of inputs in the calculation of ynonlin
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Figure 4. Superposition of responses in the calculation of ylin

ycorr = (fc) yconv =

�
ynonlin
ylin

�
yconv (9)

This leads to the basic correction factor assumption, that the ratio of the quasi-steady response values at
a particular time step t will be equal to the ratio of unsteady response values at that particular time step,
namely:

ynonlin
ylin

����
t

=
ycorr
yconv

����
t

(10)

Now that the correction factor has been de�ned, the challenge is to �nd its value over the entire parameter
space being considered, which in this work consists of modal amplitudes and Mach number. Using CFD
to directly calculate fc at every point of interest would be prohibitive in terms of computational cost. To
solve this problem, consider the di�erence between computer experiments and actual physical experiments.
Each time a physical experiment is repeated, the result will not be exactly the same as the time before due
to measurement and other inherent random errors. However, a computer experiment will give the exact
same result each time it is completed, and thus each response value in a certain parameter space would be
expected to be an exact value of the response quantity.

1. Kriging

Kriging17 is a methodology that takes advantage of this lack of random error to create a representation of
the response function based on the results at a certain number of sampling points. The kriging function
predictor ŷ (X) is a combination of a regression model and a random process Z (X), which are the �rst and
second terms, respectively, in the following equation:18

ŷ (X) =

kX
j=1

�jfj (X) + Z (X) (11)

For the regression model, fj;j=1::k (x) are the set of k regression functions, and �j are the set of regression
parameters. The random process has a mean zero and covariance of �2R, where � is the process variance
and R is the correlation model. The goal of the kriging method is to minimize the mean squared error ’
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of the predictor ŷ over the parameter space, which is found by18 the following equation, where E[ ] denotes
the covariance of a particular quantity:

’ (x) = E
h
(ŷ (x)� y (x))

2
i

(12)

If a linear predictor is assumed over the parameter space for the value of ŷ (x), this quantity can be expressed
as18

ŷ (x) = cTY (13)

where Y are the outputs from sampled values. The kriging methodology �nds the best linear unbiased
predictor cT by minimizing the mean squared error prediction. The result of this minimization procedure is
that the predictor can be written as19

ŷ (x) = fT (x) �̂ + rT (x)R�1
�
Y � F�̂

�
(14)

where F is the vector of fj at the sampling points, R is the correlation function matrix, r (x) is the correlation

between an unknown point x and the known sampling points, and �̂ is the least squares predictor given by19

�̂ =
�
FTR�1F

��1
FTR�1Y (15)

In this research, the kriging methodology is implemented using the MATLAB Design and Analysis of Com-
puter Experiments (DACE) toolbox’s built-in functions.18

2. Latin Hypercube Sampling

In order to obtain the values to use for kriging surface construction, one must select appropriate sampling
points within the parameter space. As the number of parameters increases in a particular problem, it
becomes more di�cult to conduct simulations pairing every value of one parameter with every value of all
other parameters. For example, consider a problem with �ve separate parameters. Suppose that the range
of each parameter is broken into ten intervals. In order to test each parameter value with all other parameter
values, 105 trials would need to be conducted, which in many applications, including CFD simulations, is
generally not feasible. Thus, it is important to be able to smartly sample the parameter space such that the
behavior of the response function is known, but the overall number of trials to be run is not prohibitively
high.

For this purpose, Latin hypercube sampling (LHS) is employed.20 LHS works by �rst dividing up the
range for each parameter into a user-de�ned number of intervals. Then, one sampling point is placed in each
of the intervals for each parameter. Consider Fig. 5, which shows a sample parameter space consisting of two
separate parameters divided into the intervals shown. Both Figs. 5(a) and 5(b) are examples of a potential
Latin hypercube sampling con�guration. However, in a strictly qualitative sense, it is obvious that Fig. 5(b)
does a better job of \smearing" the sampling points more evenly throughout the parameter space. Thus,
using any Latin hypercube design is not enough to guarantee a good sampling distribution, as it is important
in many cases to sample points as evenly as possible. Because of this, LHS is furthered by the concept
of orthogonal or nearly orthogonal Latin hypercube sampling,21 which works to minimize the correlation
among the various vectors of sampling point parameter values. In this research, the sampling point values
are obtained through MATLAB’s built-in lhsdesign command. Anywhere from 10; 000 to 100; 000 iterations
of the command are run, and the sampling points used are selected from all the iterations using either the
maximin option for the points with maximum minimum distance from each other in the parameter space or
the correlation option for the vectors of input quantities to have the minimum correlation with each other.

C. Correction Factor CFD Runs

Much of the potential di�culty in calculating the correction factor at a certain point lies in the ability to
calculate the quantity ynonlin at that point. The quantity ylin is calculated from the various individual
modal step inputs, so nothing new needs to be computed for this term at each individual sampling point.
However the quantity ynonlin at a certain sampling point is calculated by inputting all modal input values
simultaneously, requiring an individual CFD run at an individual sampling points. For some situations, these
modal deformations are signi�cantly larger than those used for the step inputs. This becomes a problem
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(a) Non-evenly spread LHS points (b) More evenly-spread LHS points

Figure 5. Example LHS sampling points

when the modal inputs become so large that the CFD code cannot input the deformations as step inputs
without numerical issues arising in the obtained solution due to the resulting very large grid velocities (in
many cases, the code will crash due to the large inputs). This problem can be solved by considering the fact
that ynonlin only relies on the �nal, quasi-steady response value after the desired inputs have been given.
Thus, it does not matter if the inputs are given as steps or by gradually increasing the amplitude up to
the �nal value. Because of this, to �nd ynonlin for large amplitudes, the modal amplitudes are sinusoidally
increased up to the �nal value and then leveled o�. Once the response has reached a quasi-steady state, that
value is used for the quantity ynonlin.

D. Method of Segments

In certain instances, such as when one is trying to determine the correction factor sampling points to use
for model construction or when a large number of sampling points is necessary, the use of simpli�ed models
to calculate correction factor values is warranted over full CFD simulations. In the transonic regime, the
Method of Segments (MoS) has been developed in Ref. 14 to e�ciently calculate correction factor values at
locations throughout the parameter space without requiring a separate CFD run at each of the locations.
The lift and drag coe�cients calculated using this method were compared with the coe�cients calculated
using direct CFD simulation for 78 sampling points, and errors were found to be around 5% for both cl and
cd, demonstrating the applicability of the method.14 The basic idea of MoS is that, when the wing is in an
elastically-deformed position, it can be approximated as a series of chordwise-rigid segments along the span
which are at di�erent angles of attack, as illustrated in Fig. 6.

Since the correction factor methodology relies on the quasi-steady coe�cients after a certain modal
deformation has been input, the lift, drag, and pitching moment at each of the chordwise segments along
the span are found utilizing steady rigid CFD simulations conducted at varying angles of attack and Mach
numbers. While the individual segments will also undergo a plunge motion in addition to pitching motion
during elastic deformations, these plunge motions are neglected here due to the quasi-steadiness of the CFD
solutions being found. The speci�c steps to the method, shown graphically in Fig. 7, are as follows:

1. Divide the wing into chordwise segments along the span, which are assumed to be rigid in the chordwise
direction.

2. Conduct steady, rigid CFD runs throughout the parameter space, which consists of Mach number and
angle of attack. The parameter space dimensionality will remain at two regardless of how many modes
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Figure 6. AGARD wing divided into segments

are being considered. Thus, the total number of runs remains relatively low, and steady runs are
computationally cheaper than unsteady ones.

3. Track the lift and drag forces on each of the chordwise segments, taking into consideration the spanwise
width of each segment. Construct separate kriging surfaces for the lift and drag forces at each of the
segments.

4. For a certain wing deformation at a particular time step in a simulation, calculate the local angle of
attack at each wing segment.

5. Pick the lift and drag forces o� the kriging surfaces for each segment corresponding to the speci�c
Mach number and local angle of attack; sum them together to �nd the lift and drag for the entire
wing.

6. Calculate the coe�cients for the wing. These values can then be used to formulate the correction factor
for that particular set of parameters.

Figure 7. Method of segments process
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III. Basic Numerical Example De�nition and Setup

The CFD code used in this study is CFL3Dv6, developed at NASA Langley.22 The code is capable of
solving the Euler/Navier-Stokes equations for both steady and unsteady ows on two and three-dimensional
structured grids and has mesh deformation capability, through which the modal inputs are given to the
geometry. Response quantities tracked are the lift, drag, and moment coe�cients, which are output by the
code. All solutions presented here are Euler ones.

A. Geometry

For the simulations themselves, a CFD grid of the AGARD 445.6 wing23 has been obtained from NASA
Langley, where wind tunnel aeroelastic tests have been conducted on the wing. The wing has also been widely
used for computational aeroelastic studies.3,15 The computational model is a structured 65� 193� 41 grid
with the i direction being along the span, j direction along the chord, and k direction normal to the wing
surface. Figure 8 shows the grid as well as a zoomed-in �gure of the wing itself.

Oscillations of the �rst three elastic mode shapes of the wing are considered and are reproduced in Fig. 9.
Note that, for each mode shape, the unit step input corresponds to a maximum wing deection of just
around 0:1% of the span. For the Method of Segments, this wing has been divided into 11 equally-sized
chordwise-rigid segments.

B. Error Metrics

Two separate error metrics are used to judge the accuracy of the ROM compared with the CFD. The �rst
metric, the L1 error, is characterized by �nding the mean absolute di�erence between the ROM and CFD
results at each time step; it is normalized by the range spanned by the CFD results. For a simulation over
N time steps, it yields:

L1 error =
1
N

PN
i=1 (jyROM;i � yCFD;ij)

max (yCFD)�min (yCFD)
� 100% (16)

where yROM;i and yCFD;i are the respective ROM and CFD response values found at time step i, and the
denominator represents the di�erence between the maximum and minimum values found over all time steps
of the ROM response.

The second error metric is the L1 error, de�ned as

L1 error =
max (jyROM � yCFDj)

max (yCFD)�min (yCFD)
� 100% (17)

Rather than the mean value of the di�erence over all time steps, the L1 error �nds the maximum ROM-CFD
di�erence over all time steps and normalizes this quantity by the same range as in the L1 error.

IV. ROM Testing

Ref. 14 gives some initial results of the ROM methodology’s applicability to transonic regime by comparing
ROM results, obtained through the use of the Method of Segments, to a few sample CFD simulations.
However, to gain a fuller understanding of the ROM’s performance, further testing is necessary and presented
here. The �rst consideration is delve deeper into the accuracy of the Method of Segments by considering
two separate ROMs, each with correction factor values calculated through the use of MoS, albeit with
di�erent philosophies. Then, the results of the two MoS ROMs are compared with a ROM in which the
correction factor is calculated by way of a kriging surface constructed using individual sampling point values
obtained from CFD simulations and not MoS. These comparisons are made using a total of 50 full-order
CFD simulations with sinusoidal oscillations of the �rst three modes of the AGARD 445.6 wing described
previously. For this work, the chosen Mach range to focus on is 0.9-1.0. Table 1 highlights the ranges of the
various parameters used in these tests, with di being the amplitude of the ith mode given in multiples of
the step amplitude. Note that the frequency range was chosen such that the minimum value corresponds to
!1 = 60:3 rad=s, and the maximum value corresponds to slightly over 5!1. All simulations are conducted
at a rigid-body angle of attack of zero.
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(a) AGARD grid (b) AGARD wing close-up

Figure 8. AGARD 445.6 wing

(a) Mode 1, !1 = 9:6 Hz (b) Mode 2, !2 = 38:2 Hz

(c) Mode 3, !3 = 48:2 Hz

Figure 9. AGARD 445.6 wing mode shapes
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Table 1. Parameter ranges for sinusoidal test cases

Parameter Min Max

M 0:9 1:0

d1 �50 50

d2 �35 35

d3 �30 30

! (rad=s) 60:3 350

A. Method of Segments ROM Construction

To construct the Method of Segments ROMs, steady CFD simulations are �rst conducted over the Mach
number-� parameter space of the problem. A total of 152 points in a lattice-type of pattern is used for
this purpose. Figure 10 shows the drag force kriging surfaces for the root (Fig. 10(a)) and tip (Fig. 10(b))
strips of the wing. For the tip segment, the surface is not smooth at angles of attack in the vicinity of 10�;
this may potentially be due to computational issues with the CFD code at these higher angles of attack.
However, this region does not play a signi�cant role in the test results due to the fact that, of all instances
of all strips at all time steps in the 50 test case simulations, under 0.1% of them occur with a given strip
above 10� angle of attack. Also, in viscous ow, ow separation and other e�ects may be expected to be
seen at these relatively high angles, which are not modeled in the inviscid simulations.

(a) Root strip (b) Tip strip

Figure 10. Drag strip kriging surfaces

Next, two separate MoS-based ROMs are constructed. The �rst, denoted from here on as ROM A, takes
advantage of the relative computational e�ciency of the Method of Segments by directly calculating the MoS
correction factor value at each time step throughout the simulation without the computation of any correction
factor kriging surfaces. Thus, this ROM eliminates any ROM uncertainties based on the kriging surface �t
of the data. The second MoS-based ROM, denoted ROM B, is created by �rst generating an initial number
of sampling points in the Mach number-modal amplitude parameter space via Latin hypercube sampling.
Using MoS, the correction factor at each of these points is found, and a kriging surface is computed. Next,
the location of surface’s maximum error is calculated through the use of the built-in MATLAB predictor

function.18 Then, an additional point is placed at this location, the surface is re-computed, and the maximum
error is re-calculated. The whole process is repeated until a desired stopping criterion is met. For this ROM,
a total of 1,000 sampling points are used in this process. Additionally, 11 more sampling points are placed at
zero amplitudes and varying Mach numbers to reduce errors seen at those locations. ROM A can be thought
of as the limit of the construction process of ROM B if in�nite sampling points are used. Table 2 summarizes
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Figure 11. Schematic for ROM A

Figure 12. Schematic for ROM B

the key aspects of these ROMs as well as the CFD-based ROM described subsequently, and Figs. 11and 12
show schematics highlighting the di�erences between ROMs A and B.

B. CFD ROM Construction

The next ROM considered here, ROM C, is calculated using the same sampling points as in ROM B, but
the correction factor values at each point are computed using individual direct CFD simulations rather than
the Method of Segments. Note that, rather than the 1,011 points used in ROM B, ROM C consists of only
990 sampling points. This is due to CFD code limitations, as some of the runs at higher modal deformations
ran into numerical issues and thus did not produce results. Finally, ROM D consists of the linear ROM
yconv found using linear convolution and superposition.

Table 2. ROM variations

ROM Sampling points fc calc. Comment

A N/A MoS Direct calculation of fc at each time step using MoS

B 1,011 MoS/kriging Points placed at location of maximum surface error

C 990 CFD/kriging Mostly the same sampling points as ROM B

D N/A N/A Linear ROM yconv

C. Multi-modal Testing Results

Figure 13 shows both the L1 and L1 drag coe�cient error results for each of the four ROMs listed in Table 2.
The bars show the mean value of each of the error metrics over all 50 runs, while the error bars show the
standard deviations.
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(a) L1 (b) L1

Figure 13. Cd error results over 50 test cases

For the two Method of Segments ROMs, ROM A shows a slight improvement over ROM B for each of the
error metrics, decreasing the mean L1 error from around 11% to 9.5% and the L1 error from around 29% to
26%. This is to be expected due to the fact that ROM A calculates the MoS correction factor value at each
time step, while ROM B obtains the correction factor value from a previously-constructed kriging surface.
Next, ROM D clearly performs the worst, with L1 and L1 errors of around 30% and 97%, respectively. This
demonstrates that the linear ROM is not suitable to model the drag coe�cient. Finally, ROM C performs
the best in terms of the L1 metric and is comparable to the two MoS ROMs in terms of the L1 metric,
showing slightly less error than ROM B but slightly higher error than ROM A. For a better illustration
of these comparisons, the ROM and CFD results for a number of speci�c test cases are shown in Figs. 14
and 15; the parameters and errors for these runs are listed in Table 3.

Table 3. Test Case Parameters and Errors

Test M d1 d2 d3 !1 !2 !3 ROM A ROM B ROM C

(rad=s) Cd errors: L1/L1

1 0.98 -11.1 3.30 -4.20 109 289 541 36.2/68.4 12.7/30.3 15.9/35.0

2 0.91 25.2 -29.2 5.80 158 274 492 5.11/17.3 6.26/22.9 3.63/12.1

3 0.94 28.4 -9.00 -22.4 137 269 557 9.90/29.1 12.0/30.9 6.14/25.8

4 0.96 13.4 -23.7 21.3 180 245 379 3.77/14.0 4.58/16.1 6.92/29.3

In general, graphically speaking, two main sources of error can be seen. Figure 14(a) displays the
results for Test 1, which has the highest L1 error for ROM C over all runs. Qualitatively, relatively large
discrepancies can be seen between each of the ROMs and the CFD results. However, when looking at the
total range spanned by the drag coe�cient response value, it is relatively small. This is further illustrated in
Fig. 14(b), which shows the ROM-CFD comparisons for Test 2, which has some of the smallest error values
out of all test cases. In addition to the ROMs for that test case, the values from Test 1 are superimposed
on the plot with the green lines. As can be seen, though the errors for Test 1 are larger than those for
Test 2, the range spanned by the response of Test 2 is much larger. This shows that some of the large error
values are due to small ranges spanned by the response quantity, resulting in small denominators for the
error metric equations (Eqs. 16 and 17) and hence larger error values. Note that, for Test 1, the unexpected
result of ROM A having a larger error than ROM B is observed. This appears to be the result of a slight
DC-type of o�set introduced by ROM A for this particular case which has been magni�ed due to the small
ranges of coe�cient values spanned in the simulation and is the subject of ongoing investigation.
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(a) Test 1 (b) Test 2

Figure 14. Example test cases, large and small Cd errors

For the second source of error, consider Fig. 15, which shows test cases having error values right around
the mean. In these cases, the largest source of error appears to be amplitude discrepancies between the
ROM and CFD results. In many situations, the predictions from ROM C tend to over-predict peak drag
coe�cient values, resulting in some error, while the peak comparisons for the MoS-based ROMs vary.

(a) Test 3 (b) Test 4

Figure 15. Example test cases, mean Cd errors

In addition to the drag coe�cient, lift coe�cient results for these same test cases are found as well, and
the mean errors and standard deviations can be found in Fig. 16. These results are strikingly di�erent than
those found for the drag coe�cient. The best agreement is found between ROM D (linear) and the CFD
results, and each of the correction factor ROMs give slightly higher errors. This suggests that, for these test
cases, the linear ROM is su�cient to model the lift response. Figure 17 shows the ROM-CFD comparisons
for test cases 3 and 4 from Table 3. One interesting item to note is the improvement of results with the
purely linear ROM over the nonlinear ROMs. For ROM C, the introduction of the correction factor generally
results in a slight over-prediction of peak lift coe�cient values, resulting in larger error values; the reason for
this is the subject of an ongoing investigation. The results for the pitching moment are found to be similar
in nature to the lift coe�cient results in that ROM D is a good predictor of the response.
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(a) L1 (b) L1

Figure 16. Cl error results over 50 test cases

(a) Test 3 (b) Test 4

Figure 17. Example test cases, Cl errors
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V. ROM Error Investigations

Two separate studies are conducted and presented here in order to help characterize the applicability
and error boundaries of the ROM methodology. First, a phase shift between the ROM and CFD results seen
especially at higher oscillation frequencies is quanti�ed. Second, the e�ect of system memory on ROM error
is looked into by considering the ROM’s application to the nonlinear Riccati di�erential equation.

A. Phase Shift Study

Previous studies14,24 have shown that a phase shift is often seen between the ROM and CFD results as the
oscillation frequency increases. The study presented here looks to quantify this phase shift. To do so, CFD
simulations are conducted with constant oscillation amplitude (�rst mode only) but increasing oscillation
frequency; the parameters for these runs are summarized in Table 4. For each of these runs, the Fast Fourier
Transform25 is computed for both the ROM and CFD results, and the phase di�erence between the two
responses is calculated. Figure 18 shows the lift, drag, and moment coe�cient results for two separate series
of results conducted at Mach 0.9 and Mach 1.1. Note that, for these tests, a single-mode ROM is used in
which the correction factor is calculated through the use of a kriging surface with sampling points computed
using direct CFD simulations.

Table 4. ROM Phase Shift Test Parameters

Test M d1 !min (rad=s) !max (rad=s)

1 0.9 20 60.3 5!min=301

2 1.1 20 60.3 5!min=301

(a) Mach 0.9 (b) Mach 1.1

Figure 18. ROM-CFD phase shift

For each of the two sets of results, the drag coe�cient shows a greater phase di�erence over the range
of frequencies than the lift and moment coe�cients, though this increase is more pronounced for the Mach
0.9 tests. Because of this overall phase di�erence increase with frequency, when looking at a speci�c test
case, it is recommended to run a sample simulation at the highest frequency expected to be encountered and
evaluate how the error �ts in with the error tolerances for the problem.

B. System Memory Study

Rather than being valid for only CFD-based problems, this ROM methodology can be applied to other sets
of nonlinear di�erential equations as well. In doing so, one potential limiting factor is the length of the
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memory of the system being modeled. The system’s memory is characterized by looking at how many time
steps after some sort of perturbation has been given that the e�ects of that perturbation will be felt. To
investigate this, the Riccati equation is chosen as the model equation to be utilized, and it is given by:

_y + �y + �y2 = x (t) (18)

where the input is the circuit voltage x (t), and the output is the current y (t); � and � are resistance
parameters. This equation describes a nonlinear circuit and has been used previously as a model equation
for Volterra series-type of ROM analyses.1

In this case, the system’s memory is measured by how long it takes the step response to reach 95% of
its �nal, quasi-steady value given a set of parameters. This quantity, denoted T95, is shown graphically in
Fig. 19 and is measured in terms of the number of time steps to reach the 95% value. In order to alter
the system’s memory, the quantity � is changed for each run. For the ROM results, the correction factor
is directly calculated at each time step throughout the course of the run, and the truth model used is the
direct solution of the di�erential equation. For each test run, the input voltage x (t) is given as follows,

x (t)=A (1� cos2�ft)
A=25

f=0.1 Hz

(19)

where A is the input amplitude given in multiples of the step input. � = 0:01 is used for each run. Figure 20
shows the ROM errors change both with increasing system memory (Fig. 20(a)) and � (Fig. 20(b)). As can
be seen, an increase of system memory length adversely a�ects the accuracy of the ROM, with L1 errors
increasing to over 80% for the largest values of T95. These results show that, when applying the ROM
methodology to other Mach regimes or ight conditions, it may be important to investigate the memory
length of the new system in comparison with other CFD systems for which the ROM applicability has
previously been determined.

Figure 19. T95 calculation

VI. Concluding Remarks

The application of a reduced-order modeling methodology combining linear convolution with a nonlinear
correction factor to the transonic regime has been investigated through the use of a multitude of full-order
CFD test cases. These test cases are compared to ROMs with correction factors computed using both full
CFD simulations as well as the simpli�ed Method of Segments model. Further investigations have looked
into a phase shift seen at higher oscillation frequencies as well as the e�ect of a system’s memory to the
ROM applicability. The major conclusions are as follows:
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(a) Errors as function of T95 (b) Errors as function of �

Figure 20. E�ect of system memory on ROM errors

� The same general mathematical ROM form utilizing linear convolution along with a nonlinear correc-
tion factor, namely

ycorr = fcyconv

has now been applied across multiple Mach regimes. To calculate the correction factor, direct CFD
simulations can be used throughout all Mach regimes, or various regime-dependent simpli�ed models
may be used as well.

� Of the three ROMs constructed (two based on the Method of Segments for correction factor calculation
and one on direct CFD results), each agreed relatively well with the CFD results for most cases. For
drag coe�cient results, the calculation of correction factor values using direct CFD simulations did
show an improvement of the L1 error over the MoS ROMs, though the reduction is small enough to
allow MoS to be a viable alternative to a high number of CFD runs for ROM construction.

� The lift coe�cient results demonstrated linear behavior, thus the linear ROM is able to accurately
predict the response.

� The ROM-CFD phase shift does increase with oscillation frequency for single mode oscillation test
cases. The reduction of these errors is an area of ongoing study.

� The accuracy of the ROM methodology seems to degrade with increased system memory, as shown by
the application of the ROM to the solution of the nonlinear Riccati equation.
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