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In this paper, topology optimization technique is extended to consider multibody dynamics systems with a much more open design space, which can include passive, active, and reactive multi-functional components. General representative models for the multi-functional components are established in a multibody dynamics system. The topology optimization process has been advanced for the optimization of geometrically nonlinear, time-dependent, and timing-dependent multibody dynamics systems undergoing large nonlinear displacements with nonlinear dynamics responses as design objectives. The sensitivity analysis methods in this paper have made it possible to calculate the sensitivities in complicated multibody dynamic systems and provide users with choices to significantly reduce the computational costs, especially, in the topology optimization process, and to obtain desired accuracy in the sensitivity analysis. The single objective topology optimization problem can be redefined with multiple objectives, and solved using the same sensitivity analysis methods and the multi-objective optimization algorithm, such as global criterion method.

Nomenclature

\[ N \] number of connecting members between multibody systems \\
\[ n \] number of rigid bodies in multibody systems \\
\[ f \] interactive force between multibody systems \\
\[ q \] Generalized coordinates vector \\
\[ k \] Stiffness coefficient, N/m \\
\[ c \] Damping coefficient, N/(m/s) \\
\[ m \] Mass, kg \\
\[ J \] Moment of inertia, kg\cdot m^2 \\
\[ \Delta \] Relative distance change between interacting points in multibody systems, m \\
\[ G \] Design objective function \\
\[ h \] Design constraint function \\
\[ \alpha \] Design variables \\
\[ \gamma \] Grouping index
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I. Introduction

A. Background

A structure with multi-functional components can be used in a wide range of applications. In this study, the word “multi-functional” will refer to a device with a combination of passive, active, and reactive components. For the purposes herein, a “passive” device is defined as a structure or device that responds to excitation passively without an active action. An “active” device is defined as a structure or device that can actively respond to the excitation, and which has an energy supply for the operation. A “reactive” structure is defined as a class of smart structures that can react to external excitations in a specifically designed way using energy that is either pre-stored in the system, or that comes from the external excitation, to counteract an undesirable situation or perform other desired tasks. A system that has multi-functional components may be made up of many multidisciplinary elements, including traditional mechanism components, hydraulic components, electromagnetic components, and so on. The designer needs to find an optimal layout based on these components in order to maximize/minimize single or multiple design objectives, in order to design the system to satisfy specific requirements.

Since the foundational work of Bendsøe and Kikuchi, the topology optimization method for optimal structural layout design has received extensive attention, as seen by its wide application to many structural optimization problems. In the ground structure approach developed by Zhou and Rozvany, a topology optimization problem is transformed to a problem of seeking the optimal layout in a design space that takes into consideration all the possible interactive members between the predefined nodal points and the optimization proceeds; this is done by removing unnecessary interactive members and reinforcing necessary interactive members in the design space in order to improve the design objective.

Since topology optimization is widely accepted as an efficient and successful layout optimization tool, it will be employed in this study. We initially assume that all the possible connections between the given multibody dynamics systems comprise the interactive system, and that it includes the open design space of passive, active, and reactive components. We then achieve the optimal layout by removing unnecessary multi-functional interactive members and reinforcing necessary multi-functional interactive members between the given multibody dynamics systems. Finally, the optimal multi-functional components system layout can be achieved as the interactive system between the given multibody dynamics systems. There exists a need to develop robust and efficient topology optimization approach that can be applied to a multi-functional components system. In this study, topology optimization technique is further extended to address the multibody dynamics system problems. In these systems, the components that are to be designed represent connections between large displacement, large rotation motions of the subsystems’ bodies, and the connections can be achieved by using multi-functional components. Additionally, sensitivity analysis for topology optimization in a multibody dynamics system is more challenging than for a static or structural dynamic system.

B. Motivation

It is necessary to develop a methodology to obtain an optimally combined structural and material system, a system that makes the best use of passive, active, and reactive multi-functional members; and that optimizes the multiple design objectives in multibody dynamics systems.

This research highlights the following:

1. Dealing with design objectives that take into consideration the time-dependent, timing-dependent, large displacement dynamic nonlinear responses;

2. Establishing general representative models for the multi-functional (passive, active, and reactive) components in a multibody dynamics simulation system;

3. Designing a system that can optimally satisfy multiple requirements under widely varying operating conditions;

4. Developing efficient sensitivity analysis methods for the topology optimization of multibody dynamics systems;

5. Addressing the design problems with various system uncertainties.
C. Application

This multi-functional components system layout optimization technology can be applied to various applications including vehicle transportation systems, ground and sea vehicle mooring systems, as well as space vehicle landing systems.

For a transportation system, the design objective can be the relative movement of the vehicle with respect to the carrier vehicle (ground, sea, or air) for the transportation operation in a dynamic environment in order to restrain the vehicle. The design space could include connecting chains, networked belts, or other constraint mechanisms.

For an optimal mooring system, the design objective could be the vessel’s lateral and longitudinal accelerations, and its yawing movements in order to restrain the vessel. The design space can be seen as all the possible interactions between the vessel and the dock with the objective of finding the optimal mooring system.

For an occupant restraint system designs, such as the Gunner Restraint System (GRS), both the vehicle and the gunner can be subjected to significant relative and absolute motions under extreme driving or threatening external conditions. In addition, the restraint or connection components could employ amplitude-dependent, time dependent, and timing-dependent behaviors, such as active belt retractors.

II. Two General Multibody Dynamics Systems Connected by Multi-Functional Components

As shown in Figure 1, it is assumed that two general Multibody Dynamics System (MDS), MDS-1 and MDS-2, are interconnected by a set of \( N \) connecting members; this setup comprises the interactive system between these two given MDS. Each system has a number of rigid bodies linked by joints, bushings, and other internal constraints. It is assumed that there are \( n_1 \) rigid bodies in MDS-1, and \( n_2 \) rigid bodies in MDS-2. This set of connecting members represents a possible interactive system that restrains the relative motion between the two given MDS. Each member in the interactive system can be described as supplying a general interactive force between the interactive points, with one point on each of the two multibody dynamics systems. The interactive force may have non-linear dependency in relation to the relative kinematics (displacement, velocity, and acceleration) of the points, and it can be time-dependent or timing-dependent, or both. The components can be passive, active, or reactive, depending on the application. The layout of these connecting members will affect the system’s dynamic responses, and the layout needs to be optimally designed for the specific objective function. This multibody dynamics systems are general enough for developing the methodology, and the number of multibody dynamics systems can be easily extended to more than two systems.

![Figure 1. General multibody dynamic systems with interactive forces](image)

In general, the \( i \)th general interactive force \( f_i \), which acts on \( m \)th body in MDS-1, and on the \( n \)th body
in MDS-2, can be described using

\[ f_i = f_i(\Delta_i, \dot{\Delta}_i, t, t_0^i, \delta_0^i, \kappa_i) \]  

(1)

where the subscript \( i \) denotes the \( i \)th interactive member; \( \Delta_i \) denotes the relative distance change (deformation) between the two interacting points as shown in Figure 1, in which \( P_i^{(m)} \) is the connecting point of the \( i \)th interactive member of the \( m \)th body in the MDS-1, and \( Q_i^{(n)} \) is the connecting point of the \( i \)th interactive member of the \( n \)th body in the MDS-2. \( \Delta_i \) denotes the speed (time directive of \( \Delta_i \); \( t_0^i \) denotes the critical timing for activating the \( i \)th interactive member; \( \delta_0^i \) denotes an initial distance gap for the \( i \)th interactive member to become active; and \( \kappa_i \) is a vector of other design parameters for the \( i \)th interactive member. For example, a simple form of \( f_i \), which is a function only of deformation and velocity of deformation, is given by:

\[ f_i = k_i \Delta_i + c_i \dot{\Delta}_i \]  

(2)

where \( k_i \) and \( c_i \) are stiffness and damping coefficient for the \( i \)th interactive member.

A one-way contact with an initial gap function \( \delta_0^i \) can be described using:

\[ f_i = \begin{cases} 
0 & (\Delta_i < \delta_0^i) \\
 k_i(\Delta_i - \delta_0^i) + c_i \dot{\Delta}_i & (\Delta_i \geq \delta_0^i)
\end{cases} \]  

(3)

An example of time dependent and timing dependent impulse interactive force function \( f_i \) is

\[ f_i = f_{0i} \exp(-\sigma_{0i}(t - t_{0i})^2) \]  

(4)

where \( f_{0i} \), \( \sigma_{0i} \), and \( t_{0i} \) are design parameters for the \( i \)th interactive member.

Since the \( i \)th interactive member connects the \( m \)th body in MDS-1 to the \( n \)th body in MDS-2, \( f_i \) can also be denoted as \( f_i^{(mn)} \); and \( \Delta_i \) can also be denoted as \( \Delta_i^{(mn)} \). The direction of the interactive force \( f_i^{(mn)} \) of the \( i \)th member is defined by

\[ e_i^{(mn)} = \frac{r_{Q_i^{(n)}P_i^{(m)}}}{\left| r_{Q_i^{(n)}P_i^{(m)}} \right|} \]  

(5)

where \( r_{Q_i^{(n)}P_i^{(m)}} \) denotes the vector of \( P_i^{(m)}Q_i^{(n)} \). Therefore, the \( i \)th force vector acting on the MDS-1 is \( f_1^i = f_i e_i \), and the force vector of the same interactive member acting on the MDS-2 is \( f_2^i = -f_i e_i \). Then we have \( f_1^i + f_2^i = 0 \). The system’s global force vector \( F_g \) and global deformation vector \( \Delta \) be given as:

\[ F_g = [f_1, f_2, \ldots, f_N]^T \]  

(6)

\[ \Delta = [\Delta_1, \Delta_2, \ldots, \Delta_N]^T \]  

(7)

which represents the force and deformation vectors of the interactive system, with a total of \( N \) interactive members.

Assume a global coordinate system \( R : O-XYZ \), and local coordinate systems \( L_1^{(m)} : o_1^{(m)}-x_1^{(m)}-y_1^{(m)}-z_1^{(m)} \) with origin \( o_1^{(m)} \) attached to the mass center of \( m \)th body in MDS-1, \( L_2^{(n)} : o_2^{(n)}-x_2^{(n)}-y_2^{(n)}-z_2^{(n)} \) with origin \( o_2^{(n)} \) attached to the mass center of \( n \)th body in MDS-2. Assuming \( \mathbf{q}_1 = \left[ \begin{array}{c} (\mathbf{q}_1^{(1)})^T \\ (\mathbf{q}_1^{(2)})^T \\ \vdots \\ (\mathbf{q}_1^{(n_1)})^T \end{array} \right] \) is the generalized coordinates vector of MDS-1, \( \mathbf{q}_2 = \left[ \begin{array}{c} (\mathbf{q}_2^{(1)})^T \\ (\mathbf{q}_2^{(2)})^T \\ \vdots \\ (\mathbf{q}_2^{(n_2)})^T \end{array} \right] \) is the generalized coordinates vector of MDS-2, the governing equations for MDS-1 can be written as:

\[ \begin{cases} 
\mathbf{M}_1(\mathbf{q}_1)\ddot{\mathbf{q}}_1 - \mathbf{Q}_0 + \left( \Phi_1 \right)^T_{\mathbf{q}_1} \lambda_1 = \mathbf{F}_1^{Ext} + \mathbf{F}_1^q \\
\Phi_1(\mathbf{q}_1, t) = 0
\end{cases} \]  

(8)

where the first equation in Eq. 8 is the dynamic equilibrium equation, and the second equation is the constraint equation for MDS-1. \( \mathbf{M}_1 \) denotes the generalized mass matrix, \( \left( \Phi_1 \right)_{\mathbf{q}_1} \) denotes the Jacobian matrix of \( \Phi_1 \), \( \lambda_1 \) denotes vector of Lagrangian multipliers, \( \mathbf{Q}_0 \) is the quadratic velocity term. \( \mathbf{F}_1^{Ext} \) denotes the external force applied on MDS-1, \( \mathbf{F}_1^q \) is the generalized force vector of MDS-1 due to the interactive system to be designed.
Similarly, the governing equations for MDS-2 can be written as:

$$
\begin{align*}
M_2(q_2)q_2 - Q_{2i} \Phi_2 q_2 + (\Phi_2^T)_{2i} \lambda_2 = F_2^{Ext} + F_2^q
\end{align*}
$$

(9)

where $M_2$ denotes the generalized mass matrix; $(\Phi_2)_{2i}$ denotes the Jacobian matrix of $\Phi_2$; $\lambda_2$ denotes the vector of Lagrangian multipliers. $Q_{2i}$ is the quadratic velocity term. $F_2^{Ext}$ denotes the external force applied on MDS-2, and $F_2^q$ is the generalized force vector of MDS-2 that results from the designed interactive system. $F_1^q$ and $F_2^q$ are the generalized force vectors defined in the generalized coordinate systems for MDS-1 and MDS-2. In general, $F_1^q$ and $F_2^q$ can be written as

$$
\begin{align*}
\left\{ \begin{array}{l}
F_1^q = B_1^T F_g \\
F_2^q = B_2^T F_g
\end{array} \right.
\end{align*}
$$

(10)

or equivalently,

$$
\begin{align*}
\left\{ \begin{array}{l}
F_1^q \\
F_2^q
\end{array} \right\} = B^T F_g
\end{align*}
$$

(11)

where $B = [B_1, B_2]$ is called Compatibility Matrix, which is a function of the generalized coordinates $q_1$ and $q_2$. $B_1$ is the compatibility matrix for MDS-1, and $B_2$ is the compatibility matrix for MDS-2. Due to the effects of nonlinear geometry, the compatibility matrix $B$ can be highly nonlinear with respect to $q_1$ and $q_2$. More details about the compatibility matrix $B$ derivation can be found in Appendix.

### III. Topology Optimization for Multi-functional Components Design

#### A. Design variables

An optimally combined structural or material system from a widely open design space that includes passive, active, and reactive components, will be found with respect to the design objectives based on the system’s dynamic response $G(q, \dot{q}, \ddot{q}, \alpha)$; this is done by solving a topology optimization problem efficiently. The optimization problem is defined based on state equations, general force elements, and critical boundary conditions. The design variables in this work are, $\alpha = [\alpha_1, \alpha_2, \ldots, \alpha_N]^T$, $0 \leq \alpha_i \leq 1$ ($i = 1, 2, \ldots, N$), which are similar to the relative density design variables in the power-law approach or Solid Isotropic Material with Penalization (SIMP) method; these are associated with each original global force element $f_i$. The design variables vector $\alpha$ also could be defined as cost functions or material coefficients. The modified global force element in the optimization problem $f_i^*$ is written as:

$$
f_i^* = \alpha_i^\mu f_i \quad (0 \leq \alpha_i \leq 1, i = 1, 2, \ldots, N)
$$

(12)

where $\mu$ is the power parameter in topology optimization.

The global force vector $F_g$ including the design variables $\alpha$ for the interaction system can be rewritten in Eq. 13.

$$
F_g = \left[ \alpha_1^\mu f_1, \alpha_2^\mu f_2, \ldots, \alpha_N^\mu f_N \right]^T
$$

(13)

#### B. Optimization problem definition

In general, an objective function for multibody dynamics systems can be written as a function of generalized coordinates, generalized velocities, generalized accelerations, and design variables, namely, $G = G(q, \dot{q}, \ddot{q}, \alpha)$. Topology optimization for the multibody dynamics systems with multi-function structural components with respect to dynamic response has the general form:

$$
\min_{\alpha} \quad G(q, \dot{q}, \ddot{q}, \alpha)
$$

s.t.: state equations

$$
\sum_{i=1}^{N} \gamma_i^j \alpha_i V_i \leq h_{0j} \quad (j = 1, 2, \ldots, m)
$$

$$
0 \leq \alpha_i \leq \bar{\alpha}_i \leq 1 \quad (i = 1, 2, \ldots, N)
$$

$$
\gamma_i^j : \text{grouping index} \quad (\gamma_i^j = 0 \text{ or } 1)
$$

(14)
where \( m \) is the total number of constraint functions; \( N \) is the total number of design variables; \( V_i \) is the volume or cost function for the \( i \)th design variable; and \( h_{ij} \) is the \( j \)th constraint value. \( \alpha \) is the design variable vector, which is the material coefficient associated with each interactive member, similar to element relative densities in the SIMP method. The multi-functional components in the interaction system can be divided into different groups, each of which may belong to different disciplines, and each group can have its own constraint, resulting in a multi-domain design problem.

C. Sensitivity analysis methods

For practical topology optimization, an efficient sensitivity analysis method is critical because of the large number of design variables. Sensitivity analysis for topology optimization of multibody dynamics systems is quite different from topology optimization of a quasi-static system, since the governing equations of motion, and consequently the sensitivity analysis, are second-order differential equations. It is desirable to calculate a large number of sensitivities efficiently for every iteration based on the second-order differential-algebraic dynamics governing equations. For topology optimization of multibody dynamics systems, it is difficult to efficiently calculate a large number of sensitivities for every iteration, based on the second order differential governing equations with design variables.\(^{13,14}\)

The state equations of a multibody dynamics system can be written in a general form:\(^{15}\)

\[
\left\{ \begin{array}{l}
r = M(q) \ddot{q} + F_{tot}(q, \dot{q}, t) + \Phi_q^T \lambda = 0 \\
\Phi(q) = 0
\end{array} \right.
\tag{15}
\]

where \( r \) is the residuals vector of dynamic equilibrium equation; \( M \) is the generalized mass matrix; \( q_{a \times 1} \) is generalized coordinates vector of multibody system; \( \Phi_{m \times 1} \) is the vector of linearly independent constraint equations; \( \Phi_q \) is the constraint Jacobian matrix; \( \lambda \) is the vector of Lagrange multipliers; and \( F_{tot} \) includes all the external forces term \( Q_e \) and quadratic velocity term \( Q_v \). In geometrically nonlinear dynamics system, \( F_{tot} \) could be highly nonlinear with respect to generalized coordinates \( q \).

Assuming a general form of the objective function \( G \) for the optimization problem, then we have

\[
G = G(q, \dot{q}, q, \lambda, \alpha) = G(p, \alpha)
\tag{16}
\]

where,

\[
p = [\dot{q}^T, \dot{q}^T, q^T, \lambda^T]^T
\tag{17}
\]

Differentiating the objective function in Eq. 16 with respect to the design variable vector \( \alpha \) obtains

\[
\frac{dG}{d\alpha} = \left[ \frac{\partial G}{\partial p} \right]^T \frac{\partial p}{\partial \alpha} + \frac{\partial f}{\partial \alpha}
\tag{18}
\]

Differentiating the multibody system equations in Eq. 15 with respect to the design variables \( \alpha \) obtains

\[
\left\{ \begin{array}{l}
\left[ \frac{\partial r}{\partial p} \right]^T \frac{\partial p}{\partial \alpha} + \frac{\partial r}{\partial \alpha} = 0 \\
\left[ \frac{\partial \Phi}{\partial q} \right]^T \frac{\partial q}{\partial \alpha} + \frac{\partial \Phi}{\partial \alpha} = 0
\end{array} \right.
\tag{19}
\]

which leads to the following equations

\[
\left\{ \begin{array}{l}
M \frac{\partial q}{\partial \alpha} + C \frac{\partial q}{\partial \alpha} + K \frac{\partial q}{\partial \alpha} + \Phi_q \frac{\partial \lambda}{\partial \alpha} = D \frac{\partial p}{\partial \alpha} = -\frac{\partial r}{\partial \alpha}
\end{array} \right.
\tag{20}
\]

where

\[
M = M(q); \quad C = \frac{\partial r}{\partial q} = \frac{\partial q}{\partial q}; \\
K = \frac{\partial r}{\partial q} = \frac{\partial \Phi}{\partial q} + \left[ \frac{\partial M}{\partial q} \right] \dot{q} + \left[ \frac{\partial \Phi}{\partial q} \right] \lambda; \\
\Phi_q = \frac{\partial \Phi}{\partial q}; \quad D = \left[ \frac{\partial r}{\partial p} \right]^T = [M, C, K, \Phi_q]^T
\]

The sensitivity analysis methods employed in this study for calculating \( \frac{\partial G}{\partial \alpha} \) include the Adjoint Variable Method(AVM) method, the constant dynamic loading method, the time integration incorporated method based on the Generalized-\( \alpha \) integration algorithm, and the iterative method. More details can be found in Dong and Ma’s studies.\(^{14,16-18}\)
D. Optimization algorithm

The General Sequential Approximate Optimization (GSAO) algorithm developed by Ma and Kikuchi\(^{10}\) is adopted to solve the topology optimization problem in Eq.14. This algorithm, based on convex approximation, extends the compatibility of previous optimization algorithms significantly by using advanced updating rules, and by offering more appropriate parameters for the optimization process algorithm. In specific cases, this algorithm reduces to other very popular topology algorithms. The GSAO enhancements result in improved convergence, higher computational efficiency, and a more stable iterative process for large-scale optimization problems. The flow chart of the GSAO optimization algorithm is shown in Figure 2.

![Flowchart of GSAO optimization algorithm](image)

Figure 2. Flowchart of GSAO optimization algorithm\(^{10}\)

IV. Numerical Examples

A. Two Multibody Dynamics Systems with Two Rigid Bodies

![Two rigid bodies planar multibody dynamics model](image)

Figure 3. Two rigid bodies planar multibody dynamics model

A planar two multibody dynamics systems model is depicted, in which the two systems are connected by interactive members in Figure 3. The number of rigid bodies in each MDS is reduced to one. The Body 1 is in MDS-1, and the Body 2 is in MDS-2. The mass of Body 1 is \(m_1 = 60\) Kg with the moment of
inertia given as \( J_1 = 10 \text{ Kg} \cdot \text{m}^2 \). The mass of Body 2 is \( m_2 = 2000 \text{ Kg} \) with the moment of inertia given as \( J_2 = 6000 \text{ Kg} \cdot \text{m}^2 \). There are 1020 interactive members between Body 1 and Body 2, with an initial linear stiffness of 22.5 \( N/m \). Therefore, the interactive force elements have the form of Eq. 2 without the damping term. A rotational acceleration of magnitude 20 \( \text{rad/s} \) is applied to Body 2, with the rotation center of \( O_2 \); a translational acceleration of magnitude 9.8 \( \text{m/s}^2 \) is applied to Body 2 along the global \( x \) axis; and the system gravity acceleration is 9.8 \( \text{m/s}^2 \) with the negative global \( y \) axis.

The design objective function is the maximum deviation energy stored in the whole interactive system during time duration \([t_0, t_1]\),

\[
G = \max_{[t_0, t_1]} \left\{ g = \frac{1}{2} \Delta^T \mathbf{K} \Delta \right\} = g(t) \bigg|_{t_n}, \text{ which is the sum of potential energy stored in all the interactive members of the interactive system with } t_0 = 0 \text{ s and } t_1 = 0.2 \text{ s, } t_n \text{ is the global maximum point of the function } g(t). \text{ The design variables } \alpha \text{ are normalized stiffness coefficient. The topology optimization problem for this multibody dynamics system is formulated as follows in Eq. 21:}

\[
\min_{\alpha_i \ (i=1,2,...,N)} \left\{ \max_{[t_0, t_1]} \left\{ \frac{1}{2} \Delta^T \mathbf{K} \Delta \right\} \right\}
\text{s.t.: state equations}
\sum_{i=1}^{N} \alpha_i V_i \leq h_0
0 \leq \alpha_i \leq \bar{\alpha}_i \leq 1 \quad (i = 1, 2, ..., N)
\tag{21}
\]

The sensitivity analysis results of the AVM method, the time integration incorporated method and the iterative method for the initial design space (\( \alpha_i = 0.1 \)) of first 51 interactive members are shown in Figure 4, because the sensitivity pattern repeats for the rest of interactive members. Therefore, there are 51 points in the curves of sensitivities in Figure 4, \( \frac{dG}{d\alpha_1} / \max \left\{ \frac{dG}{d\alpha_1} \right\}, \frac{dG}{d\alpha_2} / \max \left\{ \frac{dG}{d\alpha_2} \right\}, \ldots, \frac{dG}{d\alpha_{51}} / \max \left\{ \frac{dG}{d\alpha_{51}} \right\} \bigg|_{t=t_n}. \) It is concluded that the iterative sensitivity analysis method gives the sensitivity same as the AVM method and the time integration incorporated method based on the Generalized-\( \alpha \) algorithm.\textsuperscript{14,17,18}

Figure 4. Sensitivity analysis results for the iterative method

Figure 5 shows the time history of sensitivities of first eight interactive members. It can be seen that the sensitivities calculated by the iterative method is same as the time integration incorporated method and the AVM method in all the time duration.

For each iteration using the iterative sensitivity analysis method, it uses 49.7 seconds, which is less than the AVM method 102.1 seconds, and the time integration incorporated method 54.8 seconds. The computer specification is in the Table 1.\textsuperscript{14}

The maximum iteration number is set at 50, and the optimization iteration results for the constant dynamic loading method, the AVM method, the time integration incorporated method and the iterative method are shown in Figure 6. From Figure 6, the proposed time integration incorporated sensitivity analysis method that uses the Generalized-\( \alpha \) integration algorithm and the iterative sensitivity analysis method can, after 50 iterations, converge to the same optimization result as the AVM method. Nonetheless, the proposed
Figure 5. Sensitivity time history of first 8 members
constant dynamic loading sensitivity analysis can converge only to a result close to the AVM method with about 10% difference after 50 iterations. These optimization results can also verify the conclusion in terms of accuracy of the proposed sensitivity analysis methods. The time integration incorporated and iterative sensitivity analysis methods are thus seen to be able to obtain the same sensitivities as the AVM method and converge to the same result, but much more efficient.

![Figure 6. Optimization results for two bodies multibody dynamics model](image)

**B. Two Multibody Dynamics Systems Multi-Objective Optimization**

The Multi-Objective Optimization (MOO) problem can be defined as follows in general:

$$\min_{\alpha_i \ (i=1,2,...,N)} G = [G_1(\alpha), G_2(\alpha), \ldots, G_k(\alpha)]^T$$

$$s.t. : h_j(\alpha) \leq 0 \ (j = 1, 2, \ldots, m)$$  \hspace{1cm} (22)$$

where $N$ is the number of design variables; $k$ is the number of objective functions; and $m$ is the number of constraint functions. Since the vector of design variables $\alpha \in \mathbb{R}^N$, the vector of objective functions $G \in \mathbb{R}^k$, and the single objective function $G_i(\alpha) : \mathbb{R}^N \to \mathbb{R}^1$. The feasible design space $\Gamma$, which is also called the feasible decision space or constraint set, is defined as $\Gamma = \{\alpha \mid h_j(\alpha) \leq 0 \ (j = 1, 2, \ldots, m)\}$. The feasible criterion space $\Xi$, which is also called the feasible cost space or the attainable set, is defined as $\Xi = \{G(\alpha) \mid \alpha \in \Gamma\}$.

Compared to the single-objective optimization, there is typically no single global solution for a multi-objective problem typically. It is often necessary to determine a set of points that all fit a predetermined definition for an optimum. The predominant concept in defining an optimal point is that of Pareto optimality.

There are many sophisticated developed methods that employ a priori articulation of preferences, including the weighted global criterion method, the weighted sum method, the weighted min-max method, and the weighted product method, that also employ a posteriori articulation of preference, such as Normal Boundary Intersection (NBI) method, Normal Constraint (NC) method and Genetic Algorithm (GA) method.

One general methods for MOO is the global criterion method in which all objective functions are combined to form a single function; all the optimization techniques for the usual single-objective function can then
be applied. One of the most general utility functions using the global criterion method is expressed in its simplest form as the following weighted exponential summation:

\[ U = \sum_{i=1}^{k} w_i [G_i(\alpha)]^p, \quad G_i(\alpha) > 0 \forall i \]  

where \( w = [w_1, \ldots, w_i, \ldots, w_k] \) is the weights vector usually selected by the decision-makers such that \( \sum_{i=1}^{k} w_i = 1 \) and \( w > 0 \). Generally, the relative value of the weights reflects the relative importance of the design objectives.

The transformations of the original objective functions \( G_i(\alpha) \) are widely used in Eq. 23 because of the many advantages offered thereby.\(^{19}\) This is especially true with scalarization methods that involve a prior articulation of preferences.\(^{19}\) Moreover, the most robust approach to transforming objective functions, regardless of their original range, is given in Eq. 24.\(^{25,26}\)

\[ G_i^{\text{trans}} = \frac{G_i(\alpha) - G_i^o}{G_i^{\text{max}} - G_i^o} \]  

where \( G_i^{\text{max}} \) is the maximum of the design objective \( G_i \) in the feasible design space \( \Gamma \), and \( G_i^o \) is the utopia point of the design objective \( G_i \). This approach is consistently referred to as normalization. In this case, \( G_i^{\text{trans}} \) generally has values between zero and one, depending on the accuracy and method with which \( G_i^{\text{max}} \) and \( G_i^o \) are determined.

Consider again the two multibody dynamics systems model with one rigid body in each system, in which the systems are connected by interactive members, as in the interactive system in Figure 3. All the system parameters were given in section A. There are 1020 interactive members between Body 1 and Body 2, with an initial linear stiffness of 22.5 \( \text{N/m} \). The design objective function is the maximum deviation energy stored in the whole system in time duration of \([t_0, t_1]\). Two different loading conditions, however, are applied to the model: the first loading condition is a rotational acceleration that is applied to Body 2 with a magnitude of 20 \( \text{rad/s}^2 \), with the rotation center of \( O_2 \) without translation acceleration; the system gravity acceleration is 9.8 \( \text{m/s}^2 \) along negative global \( y \) axis. The second loading condition is a translational acceleration that is applied to Body 2 with a magnitude of 20 \( \text{m/s}^2 \) along global \( z \) axis without rotational acceleration. Because the objective function needs to be minimized under two different loading conditions, this problem can be treated as a MOO problem and formulated as follows in Eq. 25:

\[
\begin{align*}
\min_{\alpha_i, (i=1,2,...,N)} & \{G_1, G_2\} \\
\text{s.t.:} & \quad \text{state equations} \\
& \sum_{i=1}^{N} \alpha_i V_i \leq h_0 \\
& 0 \leq \alpha_i \leq \alpha_i \leq 1 \quad (i = 1, 2, \ldots, N)
\end{align*}
\]

where \( G_1 = \max_{[t_0, t_1]} \{g = \frac{1}{2} \Delta^TK\Delta\} \) under the first loading condition of pure rotation, and \( G_2 = \max_{[t_0, t_1]} \{g = \frac{1}{2} \Delta^TK\Delta\} \) under the second loading condition of pure translation.

The maximum iteration number is set at 100. The optimization iteration results in the criterion space for the time integration incorporated sensitivity analysis method and the iterative sensitivity analysis method are shown in Figure 7.

From Figure 7, the pareto frontier is clearly shown in the design space, then we can conclude that both time integration and iterative sensitivity analysis methods can solve this multi-objective topology optimization problem efficiently with the weighted exponential summation global criterion method. The final optimized design variables after 100 iterations for the Pareto point in the black circle in Figure 7 are shown in Figure 8.

**V. Conclusion**

A fundamental multi-functional components layout design technology based on topology optimization is proposed for a multibody dynamics systems design problem. It may have various options associated
Figure 7. Optimization results for two bodies multibody dynamics model with two objectives

Figure 8. Optimized design variables for two bodies multibody dynamics model with two objectives
with using passive, active, and reactive devices or components. The proposed topology optimization design method can address the objective functions that are related to dynamic responses of multibody dynamics systems rather than static responses, and that satisfy multiple requirements; the requirements may include designing a vehicle occupant restraint system that must perform under various operating conditions, and must meet stringent performance requirements. The proposed advanced topology optimization technique can also solve the multi-objective problems using the efficient sensitivity analysis techniques developed previously combined with appropriate MOO algorithms.

**Appendix**

In a planar multibody dynamics system as shown in Figure 1, for the \(n\)th body with generalized coordinates \(q_1^{(m)} = [x_{o_1}^{(m)}, y_{o_1}^{(m)}, \psi_1^{(m)}]^T\) in MDS-1, and the \(n\)th body with generalized coordinates \(q_2^{(n)} = [x_{o_2}^{(n)}, y_{o_2}^{(n)}, \psi_2^{(n)}]^T\) in MDS-2. Then the first equation of Eq. 8 and 9 for the \(n\)th body in MDS-1 and the \(n\)th body in MDS-2 can be written in the following Newton-Euler form:

\[
\begin{align*}
\begin{bmatrix}
M_1^{(m)} & 0 & 0 \\
0 & M_1^{(m)} & 0 \\
0 & 0 & J_1^{(m)}
\end{bmatrix} & \begin{bmatrix} \dot{x}_{o_1}^{(m)} \\ \dot{y}_{o_1}^{(m)} \\ \dot{\psi}_1^{(m)} \end{bmatrix} = \\
\sum_{i_m \in I_1^{(m)}} & \left( F_{i_m}^{q_1} \right)_x \\
\sum_{i_m \in I_1^{(m)}} & \left( F_{i_m}^{q_1} \right)_y \\
\sum_{i_m \in I_1^{(m)}} & \left( F_{i_m}^{q_1} \right)_z
\end{align*}
\]
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where \(M_1^{(m)}\) and \(M_2^{(n)}\) are the mass of the \(m\)th body in MDS-1 and the \(n\)th body in MDS-2. \(J_1^{(m)}\) and \(J_2^{(n)}\) are the moment of inertia with respect to mass center of the \(m\)th body and the \(n\)th body respectively. Assuming there are \(N_m\) interactive forces applied on the \(m\)th body in MDS-1, the indexes of these forces elements are denoted as \(I_1^{(m)} = \{ i_1^{(m)}, i_2^{(m)}, \ldots, i_{N_m}^{(m)} \} \), similarly, for the \(n\)th body in MDS-2 we can define \(I_2^{(n)} = \{ i_1^{(n)}, i_2^{(n)}, \ldots, i_{N_n}^{(n)} \} \). Assuming that the interactive forces apply between the \(m\)th body in MDS-1 and the \(n\)th body in MDS-2, we can denoted the interactive forces applied on the \(m\)th body in MDS-1 and the \(n\)th body in MDS-2, expressed in the global coordinate system. Note that

\[
\begin{align*}
-&y_{f_i} \sum_{i_m \in I_1^{(m)}} x_{f_i}^{(m)} & x_{f_i}^{(m)} \\
-\sum_{i_n \in I_2^{(n)}} x_{f_i}^{(n)} & x_{f_i}^{(n)} \\
-\sum_{i_n \in I_2^{(n)}} x_{f_i}^{(n)} & x_{f_i}^{(n)} \\
-\sum_{i_n \in I_2^{(n)}} x_{f_i}^{(n)} & x_{f_i}^{(n)}
\end{align*}
\]

\[
\begin{align*}
\left( F_{i_m}^{q_1} \right)_x & \left( F_{i_m}^{q_1} \right)_y \\
\left( F_{i_m}^{q_1} \right)_z & \left( F_{i_m}^{q_1} \right)_y
\end{align*}
\]
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on the $m$th body in MDS-1 and the local position of the $i_n$th attached point $Q_{i_n}^{(n)}$ on the $n$th body in MDS-2. $\left[ F_{Ext}(m) \right]_x$, $\left[ F_{Ext}(m) \right]_y$, $M_{Ext}(m)^T$ and $\left[ F_{Ext}(n) \right]_x$, $\left[ F_{Ext}(n) \right]_y$, $M_{Ext}(n)^T$ are the external force vectors applied on the respective $m$th body in MDS-1 and $n$th body in MDS-2. $A_{L_1}^{(m)}R$ and $A_{L_2}^{(n)}R$ are the transformation matrix between local coordinate system $L_1^{(m)}$, $L_2^{(n)}$ and global coordinates system $R$. For the planar multibody dynamics systems, we have

$$A_{L_1}^{(m)}R = \begin{bmatrix} \cos\psi_1^{(m)} & \sin\psi_1^{(m)} \\ -\sin\psi_1^{(m)} & \cos\psi_1^{(m)} \end{bmatrix}$$

(28)

$$A_{L_2}^{(n)}R = \begin{bmatrix} \cos\psi_2^{(n)} & \sin\psi_2^{(n)} \\ -\sin\psi_2^{(n)} & \cos\psi_2^{(n)} \end{bmatrix}$$

(29)

The $i$th interactive force, which connects the $m$th body in MDS-1 and the $n$th body in MDS-2, can be expressed in the global system $R$ as follows,

$$\left[ \begin{array}{c} \left( F_{1n}^{(mn)} \right)_x \\ \left( F_{1n}^{(mn)} \right)_y \end{array} \right] = \left[ \begin{array}{c} \sum_{i_n \in I_1^{(n)}} (F_{i_n}^{q2})_x \\ \sum_{i_n \in I_1^{(n)}} (F_{i_n}^{q2})_y \\ \sum_{i_n \in I_2^{(n)}} [-y_{Q_{i_n}^{(m)}} \times F_{Q_{i_n}^{(m)}}(m)] A_{L_2}^{(n)}R \left( \begin{array}{c} (F_{1n}^{q1})_x \\ (F_{1n}^{q1})_y \end{array} \right) \end{array} \right]^T$$

(31)

$$= \left( B_1^{(m)} \right)^T F_{g1}^{(m)}$$

where the compatibility matrix

$$B_1^{(m)} =$$

$$\begin{bmatrix}
\left( r_{i_1}^{(n_1)} \times r_{i_1}^{(n_1)} \right)^m_{1_1} & \left( r_{i_1}^{(n_1)} \times r_{i_1}^{(n_1)} \right)^m_{1_{i_1}} & \left( r_{i_1}^{(n_1)} \times r_{i_1}^{(n_1)} \right)^m_{1} \\
\left( r_{i_2}^{(n_2)} \times r_{i_2}^{(n_2)} \right)^m_{2_1} & \left( r_{i_2}^{(n_2)} \times r_{i_2}^{(n_2)} \right)^m_{2_{i_2}} & \left( r_{i_2}^{(n_2)} \times r_{i_2}^{(n_2)} \right)^m_2 \\
\vdots & \vdots & \vdots \\
\left( r_{i_n}^{(n_n)} \times r_{i_n}^{(n_n)} \right)^m_{n_1} & \left( r_{i_n}^{(n_n)} \times r_{i_n}^{(n_n)} \right)^m_{n_{i_n}} & \left( r_{i_n}^{(n_n)} \times r_{i_n}^{(n_n)} \right)^m_n
\end{bmatrix}$$

(32)

The relationship between the $m$th compatibility matrix $B_1^{(m)}$ in MDS-1, and the generalized coordinates
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$q_{1}^{m}$ and $q_{2}^{n}$ are, in general, highly nonlinear.

$$r_{Q_{i}^{n}}(p_{i}^{m}) = \begin{bmatrix} r_{Q_{i}^{n}}(p_{i}^{m})_{x} \\ r_{Q_{i}^{n}}(p_{i}^{m})_{y} \end{bmatrix}$$

(33)

where $c_2 = \cos \psi_2^{(n)}$, $s_2 = \sin \psi_2^{(n)}$, $c_1 = \cos \psi_1^{(m)}$, and $s_1 = \sin \psi_1^{(m)}$.

Substituting Eq. 33 into 32, we obtain the nonlinear dependence of the compatibility matrix on the generalized coordinates.

Due to the large translation, large rotation, and nonlinear geometric properties of dynamics systems, the relationship between the deformation of the $i$th connecting member $\Delta_{i}^{(mn)}$ and the generalized coordinates $q_{1}^{m} = [x_{i1}^{m}, y_{i1}^{m}, \psi_1^{(m)}]^{T}$ for the $m$th body and the $q_{2}^{n} = [x_{i2}^{n}, y_{i2}^{n}, \psi_2^{(n)}]^{T}$ for the $n$th body can be highly nonlinear. The deformation of the $i$th interactive member attached to the $m$th body in MDS-1 and the $n$th body in MDS-2 is:

$$\Delta_{i}^{(mn)} = \left| r_{Q_{i}^{n}}(p_{i}^{m}) \right| - \left| r_{Q_{i}^{n}}(p_{i}^{m}) \right|_{t=0} = \left| ARL_{1}^{(m)} r_{P_{i}^{m}} \right| - \left| ARL_{2}^{(n)} r_{Q_{i}^{n}} \right|_{t=0}$$

(34)

Then, the deformation vector $\Delta_{i}^{(m)}$ for the $m$th body is denoted as

$$\Delta_{i}^{(m)} = \begin{bmatrix} \Delta_{i1}^{(m)} \\ \Delta_{i2}^{(m)} \\ \Delta_{i3}^{(m)} \\ \vdots \\ \Delta_{iN_{m}}^{(m)} \end{bmatrix}$$

(35)

The following relationship between the $m$th deformation vector $\Delta_{i}^{(m)}$ and the $m$th compatibility matrix $B_{i}^{(m)}$ is obtained by differentiating Eq. 35 with respect to the generalized coordinates $q_{i}^{m}$ for the $m$th body:

$$\frac{\partial \Delta_{i}^{(m)}}{\partial q_{i}^{m}} = \begin{bmatrix} \frac{\partial \Delta_{i1}^{(m)}}{\partial q_{1}^{m}} \\ \frac{\partial \Delta_{i2}^{(m)}}{\partial q_{1}^{m}} \\ \frac{\partial \Delta_{i3}^{(m)}}{\partial q_{1}^{m}} \\ \vdots \\ \frac{\partial \Delta_{iN_{m}}^{(m)}}{\partial q_{1}^{m}} \\ \frac{\partial \Delta_{i1}^{(m)}}{\partial q_{2}^{m}} \\ \frac{\partial \Delta_{i2}^{(m)}}{\partial q_{2}^{m}} \\ \frac{\partial \Delta_{i3}^{(m)}}{\partial q_{2}^{m}} \\ \vdots \\ \frac{\partial \Delta_{iN_{m}}^{(m)}}{\partial q_{2}^{m}} \\ \frac{\partial \Delta_{i1}^{(m)}}{\partial q_{N_{m}}} \\ \frac{\partial \Delta_{i2}^{(m)}}{\partial q_{N_{m}}} \\ \frac{\partial \Delta_{i3}^{(m)}}{\partial q_{N_{m}}} \\ \vdots \\ \frac{\partial \Delta_{iN_{m}}^{(m)}}{\partial q_{N_{m}}} \end{bmatrix} = -B_{i}^{(m)}$$

(36)
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