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ABSTRACT 

 

The third-generation solar cell technologies are aiming to achieve substantially 

higher efficiency over the Shockley-Queisser limit of a single junction solar cell while 

maintaining low fabrication cost per area in order to become cost competitive with coal 

fuel. The demanding of a breakthrough in efficiency leads the research to the 

development of photovoltaic devices with a new concept of fundamental operation other 

than the structure of single junction solar cells and to the employment of various 

materials and nanostructures to the devices.  

The purpose of the projects in this dissertation to present nanostructures with 

type-II heterointerface that can provide additional possibilities to certain types of third 

generation solar cells for achieving an efficiency close to the theoretical maximum limit. 

First, the electronic structure and optical properties of type-II GaAsBi/GaAsN 

superlattices with an effective lattice constant match to GaAs are studied based on the 8-

band k.p method and Self-consistent Schrödinger-Poisson equation. Results show that 

this heterostructure can provide a new material system with a range of effective bandgap 

of 0.89eV - 1.32eV, which is a spectral range of high importance for the multi-junction 

solar cells, for Bi,N composition of less than 5% and period thickness of up to 100Å. 

Second, the electronic structure, optical properties, and thermal carrier capture 

and escape mechanisms of the type-II GaSb/GaAs self-assembled quantum dots (QDs) 



 

 xiv 

are studied theoretically and experimentally to examine the advantages of the 

heterostructure for the intermediate band solar cells (IBSCs). The electronic structures of 

the GaSb QDs calculated based on the VFF and the 8-band k.p model show that there is 

substantially closer spacing between the states because of the large hole effective mass, 

and 16 holes can fill a QD completely. Admittance spectroscopy measurements show that 

the thermal emission rate is significantly lower than prior reports for InAs/GaAs type-I 

QDs, and is estimated to be lower than the optical generation rates in an IBSC under solar 

concentration. Also, the fabricated GaSb/GaAs QD-IBSCs demonstrate the sub-bandgap 

response occurred through sub-bandgap photon absorption via the QD confined states 

and the enhanced the short circuit current compared to a control sample without the QDs.
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CHAPTER 1  

Introduction 

Most currently developed solar cell technologies are aiming to achieve 

substantially higher efficiency over the Shockley-Queisser limit of a single junction solar 

cell while maintaining low fabrication cost per area in order to reduce the cost per peak 

Watt (Wp) to $0.20/Wp  in order to become cost competitive with coal fuel [1, 2]. The 

solar cells in these research areas are classified as “Third-generation solar cells” indicated 

as III in Figure 1.1 [3]. In order to make a breakthrough in efficiency, the research is 

directed toward developing photovoltaic devices with a new concept of fundamental 

operation other than the structure of single junction solar cells, and various materials and 

nanostructures are employed for the devices in this new area.  The third generation 

photovoltaic technologies prefer a thin film structure to reduce material usage, but the 

thin film strategy does not require large-scale areas for a given level of power because of 

their outstanding efficiency. Therefore, although the fabrication cost per area of these 

third-generation photovoltaic devices is rather higher than that of the devices in the 

second generation, displayed as II in Figure 1.1, due to their complicated structure, the 

total fabrication cost per certain power output can decrease dramatically in these third-

generation technologies. 
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The purpose of the projects in this dissertation to present material systems with 

type-II heterostructures that can provide additional possibilities for certain types of third- 

generation solar cells for achieving an efficiency close to the theoretical maximum limit. 

The advantages in electronic and optical characteristics of the type-II heterostructures are 

examined, and the utilization of the structures in the solar cell devices is presented.  

In the following sections, the fundamental factors that limit the efficiency of a 

single junction cell are addressed, and the operational principles of the third junction 

solar cell are explained, based on the limiting factors that the devices intend to reduce. 

  

 

Figure 1.1 Efficiency and cost projections for first- (I), second (II), and third-generation 
(III) solar cells representing Silicon wafer-based single junction photovoltaic technology, 
thin film PV technology, and advanced thin film PV technology, respectively (adopted 
from [3]) 
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1.1. Limit of single junction solar cells 

Based on the principle of detailed balance, the maximum theoretical efficiency of 

a single pn junction solar cell is 32.9 % with a bandgap of 1.34 eV and under air mass 1.5 

(AM 1.5). [4] The upper limit results from the major fundamental losses in the energy 

conversion process in the single junction solar cell of thermalization loss, transparent loss, 

junction and contact voltage loss, and radiative recombination loss, illustrated in Figure 

1.2. [1] Among the loss processes, the most dominant loss mechanisms are thermalization 

loss and transparent loss shown in Figure 1.3 (a), and they originate from the mismatch 

between the broad solar spectrum and the bandgap of semiconductor materials. 

Thermalization loss occurs when the absorbed photon energy is greater than the 

band gap of the semiconductor material. Electrons and holes in the excited states quickly 

relax to the edge of the conduction and valence band, respectively, and the photon energy 

in excess of the bandgap transforms heat through electron-phonon scattering. The energy 

loss results in a reduction in the open circuit voltage. On the other hand, transparent loss 

occurs when incident photon energy is lower than the bandgap because the photon cannot 

be absorbed into the semiconductor, inducing a current reduction. Basically, in the single 

junction solar cell these two key fundamental loses cannot decrease simultaneously 

because reduction in one loss induces an increment in another loss. Shown in Figure 1.3 

(b), a larger bandgap semiconductor can reduce the thermalization loss while sacrificing 

more photon absorption, and smaller bandgap semiconductor can extend absorption 

spectra to longer wavelengths while losing more photon energy as heat. As a result, the 

trade-off between these two intrinsic losses determines the limiting efficiency at the 

optimal bandgap near 1.34 eV.    
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Figure 1.2 Fundamental loss processes in a standard single junction solar cell: (1) 
transparent loss, (2) thermalization loss, (3) junction voltage loss, (4) contact voltage loss, 
and (5) recombination loss (adopted from [1]) 

 

    (a)                  (b) 

Figure 1.3 (a) Portions of intrinsic losses of a single junction solar cell with bandgap Eg 
in solar spectrum (one sun illumination) and (b) fraction of loss mechanisms as a function 
of bandgap (adopted from [5]) 

been proposed three families of approaches for tackling them
[2]: (a) increasing the number of bandgaps; (b) capturing
carriers before thermalisation; and (c) multiple carrier pair
generation per high energy photon or single carrier pair
generation with multiple low energy photons. Of these, tandem
cells, an implementation of strategy (a), are the only ones
which have been realised with efficiencies exceeding the
Shockley–Queisser limit.

There are several nanostructured cell proposals that aim at
higher efficiency than is possible using a single p–n junction.
Among these ideas are quantum well [3], and quantum dot
solar cells and impurity band cells relying on interpenetrating
networks of quantum dots [4], all of which use strategy (a).
However in addition to the more efficient utilization of above
and below band gap photons the Third Generation Strand of the
Centre of Excellence at UNSWaims at approaches that also use
abundant, non-toxic materials (such as silicon) and processes
that are amenable to large scale production (i.e. thin film
processes).

We aim to implement strategy (a) by fabricating a tandem
cell based on silicon and its oxides and nitrides using reduced
dimension silicon nanostructures to engineer the band gap of
an upper cell material. We are also tackling strategy (b) by
investigating the ‘‘Hot Carrier solar cell’’ in which carrier
cooling is slowed such that carriers can be extracted before
thermalisation. This requires both an absorber with slowed
carrier cooling properties and collection of carriers over a
limited range of energies, such that cold carriers in the external
contacts do not cool the hot carriers to be extracted. Finally we
are investigating implementation of strategy (c) either by
down-conversion in a layer on the front of the cell or by
application of an up-converter to the rear of a Si cell. Rare earth
doped phosphors in the up-converter absorb below band gap
photons and up-convert two or more to above band gap
photons which are then incident on the Si cell [5].

3. Implementation of third generation strategies

There are various challenges for implementation of the third
generation strategies mentioned above. We have identified
various mechanisms that can be utilised in nanostructures to
address these challenges.

3.1. Silicon based tandem cells

Tandem cells are stacks of individual cells with different
energy thresholds each absorbing a different band of the solar
spectrum, usually connected together in series. We aim to
engineer a new silicon-based material to form a top cell above a
silicon cell, see Fig. 2.

The main challenge for a nanostructure engineered material
for a tandem cell is to achieve sufficient carrier mobility and
hence a reasonable conductivity. For a nanostructure this
generally requires formation of a true superlattice with overlap
of the wavefunction for adjacent quantum wells or quantum
dots; which in turn requires either close spacing between QWs
or QDs or low barrier height.

Another requirement for a tandem cell element is the
presence of some form of junction for carrier separation. This
can either be a grown or diffused p–n junction or a p–i–n
junction with the superlattice as the i-region. The latter requires
careful control of the workfunctions (and therefore doping) of
the p and n-regions but also means that it is not essential for the
superlattice itself to be doped.

3.2. Hot carrier cells

The concept underlying the hot carrier solar cell is to slow
the rate of photoexcited carrier cooling, caused by phonon
interaction in the lattice, to allow time for the carriers to be
collected whilst they are still at elevated energies (‘‘hot’’), and
thus allowing higher voltages to be achieved from the cell [6].
It thus tackles the major PV loss mechanism of thermalisation
of carriers (loss (2) in Fig. 1 and strategy (b) in Section 2).
Such slowing of carrier cooling only occurs at very high
intensities in bulk semiconductors — for example equivalent to
250 to 2500 suns in reference [7]. However, the reduced
dimensionality in nanostructures offers a promising route for
such a role as they restrict the number of acoustic phonon
modes available because of the Brillouin zone folding that
occurs as a result of the periodicity of the superlattice. Slowed
carrier cooling in QW superlattices has been demonstrated
experimentally [7,8] and is described as an enhancement of the
phonon bottleneck effect. Some of the current authors describe
the likelihood of an increased effect in QD superlattices in [9].
However, this work is principally theoretical at present and is
unlikely to involve Si based nanostructures for some time,
hence it is not considered further here.

Energy

4

4

12

5

5

2

3

qV

Fig. 1. Loss processes in a standard solar cell: (1) non-absorption of below band

gap photons; (2) lattice thermalisation loss; (3) and (4) junction and contact

voltage losses; (5) recombination loss.

Wide bandgap material 
(SiO2, Si3N4 or SiC) 

Silicon quantum dots 

Engineered band gap
upper cell 

Engineered band gap 
middle cell 

Silicon cell

Fig. 2. Si based tandem solar cell with one or two upper cells with wider

effective bandgaps made by varying the layer thickness in Si QD superlattices.

G. Conibeer et al. / Thin Solid Films 511–512 (2006) 654–662 655

L. C. Hirst and N. J. Ekins-Daukes Fundamental losses in solar cells

distribution and S is the entropy of the carrier distribution.

H = U − TS (10)

The cooling of carriers reduces U; however, some of this
loss is recouped because the corresponding reduction in T

and S results in the slight increase in free energy avail-
able per carrier described in the third term of Equation (8).
The degenerate nature of absorption bands enables this free
energy advantage and as such, the free energy available per
carrier in a discrete energy level absorber is lower.

3. COMPARING DEGENERATE AND
DISCRETE ABSORBERS

In a two level discrete absorber, carrier cooling does not
occur because in an infinitely narrow absorption band all
carriers are absorbed and emitted with the same energy
(monochromatic light). The increase in available free
energy per carrier as a result of cooling, described in the
third term of Equation (8), is zero for a discrete absorber.
Equation (11) describes current flow in a device with
two energy levels of finite width !E, separated by E12

(Figure 3). In the limit !E → 0, Equation (11) can be
evaluated analytically as shown in Equation (12).

JE12 = e

∫ E12+2!E

E12

n(E, TS, 0, "abs)dE

− e

∫ E12+2!E

E12

n(E, TA, µ, "emit)dE (11)

JE12 = 2E2
12e

c2h3

(
"abs exp

(
−E12

kTS

)

−"emit exp
(

eV − E12

kTA

))
!E (12)

Taking JE12 = 0 yields,

eVoc = E12

(
1 − TA

TS

)
− kTA ln

(
"emit

"abs

)
(13)

Figure 3. An absorber with two energy levels of thickness !E,
separated by E12. As !E → 0 the system becomes a discrete

absorber.

Figure 4. Normalised J–V curves for discrete and degenerate
absorbers with E12 = Eg = 1.31 eV under one sun illumination.
Voc is higher for the degenerate absorber because of the entropy

transfer occurring as a result of carrier cooling.

Comparing Equations (8) and (13) shows that the free
energy per carrier is greater in a degenerate system because
carrier cooling results in entropy transfer away from the
carrier distribution (Figure 4).

4. CURRENT–VOLTAGE
CHARACTERISTICS

All loss processes result in either a reduction in current or a
reduction in voltage. Below Eg loss and emission loss limit
the number of available carriers and as such are current drop
processes. Thermalisation, Boltzmann and Carnot losses all
reduce the energy with which carriers can be extracted and,
therefore, are voltage drop processes. Reductions in current
and voltage due to intrinsic losses are shown in Figure 5 for
a device under one sun illumination. The total area gives

Figure 5. Intrinsic losses occurring in a device with optimal Eg

(1.31 eV) under one sun illumination. Carnot, Boltzmann and ther-
malisation losses reduce optimal operating voltage where as
below Eg and emission losses reduce current, dictating the form
of the current–voltage characteristic. Analytical descriptions of

Carnot and Boltzmann voltage drops are given.
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Table I. All mechanisms are analytically described. !(E, T ) and Jopt are represented in Equations (20) and (21), respectively.

Below Eg

∫ Eg

0

E · n(E, TS , 0, "abs) dE ≈ "abs

(
!(0, TS ) − exp

(
−

Eg

kTS

)
!(Eg, TS )

)
(14)

Thermalisation loss

∫ ∞

Eg

E · n(E, TS , 0, "abs) dE − Eg

∫ ∞

Eg

n(E, TS , 0, "abs) dE ≈ "abs exp
(

−
Eg

kTS

)(
!(Eg, TS ) − Eg · #(Eg, TS )

)
(15)

Emission loss Eg

∫ ∞

Eg

n(E, TA, eVopt, "emit) dE ≈ "emitEg#(Eg, TA) exp
(

eVopt − Eg

kTA

)
(16)

substitute Equation (6)
≈ "absEg#(Eg, TA) exp

(−Eg

kTS

)

Boltzmann loss kTA ln
(

"emit

"abs

)
Jopt (17)

Carnot loss Eg

(
TA

TS

)
Jopt (18)

Power out JoptVopt (19)

the power in the incident solar spectrum. The areas of the
different shaded regions give the power attributed to the
different intrinsic loss processes. Once all current and volt-
age drop processes are accounted for, the current–voltage
characteristic of the device is derived.

5. ACCOUNTING FOR ALL THE
SUN’S ENERGY

An analytical approach has been used to quantify all intrin-
sic losses and to calculate power out (Table I).

χ(E, T ) = 2kT

c2h3
(E3 + 3E2kT + 6Ek2T 2 + 6k3T 3) (20)

Jopt = e

∫ ∞

Eg

n(E, TS, 0, "abs) dE

− e

∫ ∞

Eg

n(E, TA, eVopt, "emit) dE

≈ e"absγ(Eg, TS) exp

(
−Eg

kTS

)

− e"emitγ(Eg, TA) exp
(

eVopt − Eg

kTA

)

substitute Equation (6)

≈ e"abs

[
γ(Eg, TS) exp

(
−Eg

kTS

)

− γ(Eg, TA) exp

(
−Eg

kTS

)]
(21)

In order to calculate the fraction of incident solar radi-
ation a loss process consumes or to calculate device
efficiency, equations in Table I should be divided by total
incident solar energy current Pin (Equation (22)).

Pin =
∫ ∞

0

E · n(E, TS, 0, "abs) dE

≈ "absχ(0, TS) (22)

Figure 6. Intrinsic loss processes and hence, power out are
shown to be dependent on Eg . All incident radiation is accounted
for, illustrating why intrinsic loss mechanisms lead to fundamen-

tal limiting efficiency.

All incident solar radiation is accounted for, so that
the mechanisms leading to limiting efficiency are fully
described. Losses and power out are plotted with varying
Eg in Figure 6. It should be noted that these results are
approximate. Away from the optimal bandgap, the value of
Vopt used is not exact as shown in Figure 1. In addition,
the Boltzmann approximation has been taken to enable an
analytical solution. Device efficiencies calculated with and
without Boltzmann approximations in the region 0.5 eV <

Eg < 3.5 eV differ by a maximum of 1.9%. In Figure 6,
a numerical solution for power out is shown alongside the
analytical solution to show that the combined effect of these
approximations is small.

The device efficiency shown in Table II is comparable
to the device efficiency calculated analytically by Shock-

290 Prog. Photovolt: Res. Appl. 2011; 19:286–293 © 2010 John Wiley & Sons, Ltd.
DOI: 10.1002/pip
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Currently, the highest efficiency of a single junction solar cell measured under the 

AM1.5 spectrum is 28.8% from a GaAs thin film solar cell [6], and the technology is 

almost reaching the theoretical upper limit. 

1.2. Exceeding the Shockley-Queisser limit 

In order to minimize the fundamental loses and to utilize the photon energy in the 

energy conversion process, many approaches have been proposed. The concepts are 

categorized into three groups [3]: (1) introducing multiple absorption bands, (2) capturing 

excited carriers without thermalization, and (3) modulating photon spectra. Examples of 

approach 1 are multi-junction solar cells and intermediate band solar cells, shown in 

Figure 1.4 (a) and (b), respectively. Details of the two devices are described in sections 

1.3 and 1.4, respectively.  Approach 2 is adopted for hot carrier solar cells and realized by 

multiple exciton generation shown in Figure 1.4 (c) and (d). In the hot carrier solar cells, 

photoexcited carriers (also called “hot carriers”) are extracted to energy selective contacts 

before losing their excessive kinetic energy as heat [7]. The multiple exciton generation 

reduces the thermalization loss by employing some of the energy of highly excited 

carriers to generate additional electron-hole pairs [8]. Approach 3 is implemented in the 

up/down converter shown in Figure 1.4 (e).  The up converter emits a photon with energy 

greater than a bandgap of the solar cell by absorbing more than two sub-bandgap photons 

to reduce the transparent loss and enhance the short-circuit current. The down converter 

creates two (or more) sub-bandgap photons by modifying a photon with energy two times 

greater than the bandgap [9]. Theoretically the estimated efficiency of these new 

techniques exceeds the detailed balance limit of the single junction solar cell without 

contradicting the Shockley-Queisser limit. 
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       (a)            (b) 

                 

            (c)           (d) 

 

     

(e)  

Figure 1.4 (a) Multi-junction solar cell, (b) intermediate band solar cell, (c) hot carrier 
solar cells, (d) multiple exciton generation, and (e) up/down converters 
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However, only the multi-junction solar cell has demonstrated an efficiency greater than 

the Shockley-Queisser limit for the single bandgap with the highest record being 43.5% 

(GaInP/GaAs/GaInNAs triple-junction cell, measured under 418 suns) [6]. 

1.3. Multi-junction solar cells 

The multi-junction solar cell is built by stacking several p-n junctions in 

descending order of the bandgap of the semiconductor materials and connecting them in 

series, as shown in Figure 1.4(a). In the stack of single junction solar cells, a broad range 

of solar energy is absorbed selectively to minimize thermalization and transparent loss. 

For example, in the triple junction solar cell, the largest bandgap (Eg1) layer on top 

absorbs a portion of the solar spectrum whose energy is greater than Eg1 while the lower 

energy photons reach the subsequent layer with the bandgap of Eg2 (< Eg1). The middle 

layer also absorbs those photons with energy in a range between Eg2 and Eg1, 

transmitting the remaining photons to the lowest layer with the bandgap of Eg3. After 

arriving at the bottom layer of the smallest bandgap (Eg3), photons with energy greater 

than Eg3 are absorbed. Using this strategy allows the expansion of absorption spectrum to 

longer wavelengths without sacrificing the energy of short wavelength photons. Indeed, 

more energy of short wavelength photons can be harvested because the amount of 

thermalized energy can decrease when photons are absorbed in the material with bandgap 

energy closed to the photon energy.  

The detailed balance limit of the triple junction solar cell is 51.2 % under AM1.5 

spectrum and 63.2 % under fully concentrated light [10]. Clearly, higher maximum 

efficiency, up to 86.8%, can be achieved by increasing the number of the junctions in the 

solar cell to an infinite number of junctions under fully concentrated sunlight [10]. The 
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maximum theoretical limits of multi junction solar cells with more than three junctions 

are listed Table 1.1. However, in practice, the efficiency of the most successful multi-

junction solar cell is 43.5% for a GaInP/GaAs/ GaInNAs solar cell under 418 suns [6]. 

Although it is currently the most efficient solar cell, it is still substantially below the 

theoretical upper limit of the multi-junction solar cell. 

Table 1.1 Optimal bandgap of consisting junctions and maximum efficiency limit of 
multi-junction solar cells under AM1.5 Global radiation [10] 

No. of junctions E1 E2 E3 E4 E5 E6 η (%) 

1 1.34      32.9 

2 0.94 1.61     45.3 

3 0.93 1.37 1.91    51.2 

4 0.72 1.12 1.49 2.01   54.9 

5 0.71 1.01 1.33 1.67 2.15  57.3 

6 0.69 0.96 1.19 1.47 1.79 2.24 59.2 
 

One of the major challenges in improving efficiency is obtaining high crystal 

quality of materials with optimal bandgap in Table 1.1. According to Table 1.1 a 

combination of materials with certain values of bandgap is needed to build an efficient 

multi-junction solar cell. Shown in Figure 1.5, III-V semiconductor alloys can cover the 

required bandgap range while providing high absorption and fast carrier transport. 

However, all lattice constants of alloys in the certain sets are not usually matched to the 

lattice constant of commercially available wafers such as Si, Ge, GaAs, InP, GaSb, InAs, 

etc. The lattice mismatch can cause a large density of dislocations in the monolithic 

epitaxial growth of the multi-layer heterostructure beyond the critical thickness of each 

layer, and the dislocation degrades the solar cell efficiency by enhancing non-radiative 
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recombination in the device. In particular, high quality materials near 1eV that are closely 

lattice matched to GaAs or Ge wafers which are essential for building efficient multi-

junction solar cells with more than three junctions are hardly available. Therefore, 

because of the limitation in availability of material, in practice, efficiency of quadruple 

(or more) junction cells is still far below the efficiency of the triple junction solar cell. 

[11] 

 

Figure 1.5 Relation between bandgap and lattice constant of ternary and quaternary III-V 
compound semiconductors (adopted from [12]) 

Due to the lack of lattice matched 1 eV materials, currently available triple 

junction solar cells are fabricated in three configurations: (1) lattice matched (LM) 

structure (2) upright metamorphic (MM) structure, and (3) inverted metamorphic (IMM) 

structure [13, 14].  Details of each structure are illustrated in Figure 1.6. In the LM 
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structure, lattice constants of all sub-cells are closely matched to the Ge substrate, but 

current matching conditions cannot be satisfied because the bandgaps of sub-cells are not 

the optimal values, especially in the bottom Ge cell. To balance the current from each 

sub-cell, the bandgaps of the top and middle cells of the MM structure are reduced, 

providing a combination of better theoretical efficiency with the Ge substrate. However, 

the bandgap of each sub-cell is still not the optimum value, and a precise buffer layer is 

required between the Ge bottom cell and the InGaAs middle cell to avoid misfit 

dislocations due to the lattice mismatch between these two layers. To minimize the effect 

of lattice mismatch in the epitaxial growth, the IMM structure is introduced, in which the 

lattice mismatched bottom layer is grown last. On the GaAs wafer, lattice matched InGaP 

(top) and GaAs (middle) layers are grown first, and then a precise buffer layer is grown 

to avoid misfit dislocations in the following InGaAs (bottom) layer. The final epitaxial 

structure is separated from the GaAs wafer, and the thin film is mounted to a handling 

substrate in reverse. With this fabrication method, high quality top and middle layers can 

be grown despite the lattice mismatch of the bottom layer, and materials with bandgaps 

close to the optimal value can be chosen. In addition, the thin-film technology allows for 

reducing material usage, resulting in lower fabrication costs.   

Recently, GaInNAs has been introduced as a bottom sub-cell, the bandgap of 

which is close to 1 eV while being lattice matched to GaAs. However, this material still 

has the problem of short diffusion length (shorter than 0.4µm) causing a low short-circuit 

current (Jsc) [15], so the efficiency of the triple junction solar cell (GaInP/GaAs/ 

GaInNAs) is not enhanced substantially compared to other triple junction solar cells. 
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(a) 

 

(b) 

Figure 1.6 (a) Bandgaps and lattice parameters of composite semiconductors and (b) 
voltage and current for each sub-cells in the triple junction solar cells (adopted from [14]) 
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Optimization of the Band Gap 
 

In the present structure using a Ge bottom cell, 
combination of the band gap is not optimal. Too much 
current generated in the bottom cell is wasted due to the 
series connection, as shown in Fig. 3.�There are two main 
approaches to attaining current balance and improving 
efficiency. One way is reducing the band gap of both the 
top and middle cells. Combining the InGaP top (1.7 eV), 
InGaAs middle (1.2 eV), and Ge bottom (0.65 eV) is 
thought to be optimal. This lattice mismatch configuration 
is called a metamorphic (MM) structure. In the MM 

structure, short-circuit current is expected to be improved 
compared to that of the present structure. The other way is 
increasing the band gap of the bottom cell. An optimal 
combination of band gaps is obtained by changing the 
bottom cell from Ge to InGaAs (1.0-0.97 eV) with a lattice 
mismatch of about 2%. This is called an inverted 
metamorphic (IMM) structure [2]. In the IMM structure, the 
Voc is expected to be improved over that of the present 
structure. On the other hand, in the new structure using an 
InGaAs bottom cell with a band gap of 0.97 eV, generated 
currents in the top, middle, and bottom cells are well 
balanced. By changing the bottom cell from Ge (0.67 eV) 
to InGaAs (0.97 eV), the Voc is improved without reducing 
short-circuit current, as shown in Fig. 3. 
 
Cell Fabrication Process for the IMM Structure 
 

The fabrication process of a� cell� with the IMM 
structure is shown in Fig. 4. Solar cell layers are grown 
using the MOCVD method on a GaAs substrate. InGaP 
top and GaAs middle cell layers that are lattice matched to 
the substrate are grown first and then a lattice-
mismatched InGaAs bottom cell is grown by inverting the 
order. As a result, good crystal quality is attained in at 
least the top and middle cells. The structure and growth 
condition of a buffer layer between the middle and bottom 
cells is optimized to avoid introducing any threading 
dislocations in the bottom cell. After the growth of the cell 
layers, they are separated from the substrate, flipped over, 
and mounted to a handling substrate. In this present 
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Figure 2 Change in (a) IV curve, (b) Spectral 
response and (c) Surface morphology in GaAs cell 
on GaAs and Ge, and 1%-InGaAs cell on Ge.  
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Figure 3 Combination of band-gaps and lattice 
parameters for three types of triple junction 
cell. Voltage and current for sub-cells are also 
shown. 
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In the present structure using a Ge bottom cell, 
combination of the band gap is not optimal. Too much 
current generated in the bottom cell is wasted due to the 
series connection, as shown in Fig. 3.�There are two main 
approaches to attaining current balance and improving 
efficiency. One way is reducing the band gap of both the 
top and middle cells. Combining the InGaP top (1.7 eV), 
InGaAs middle (1.2 eV), and Ge bottom (0.65 eV) is 
thought to be optimal. This lattice mismatch configuration 
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structure, short-circuit current is expected to be improved 
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increasing the band gap of the bottom cell. An optimal 
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metamorphic (IMM) structure [2]. In the IMM structure, the 
Voc is expected to be improved over that of the present 
structure. On the other hand, in the new structure using an 
InGaAs bottom cell with a band gap of 0.97 eV, generated 
currents in the top, middle, and bottom cells are well 
balanced. By changing the bottom cell from Ge (0.67 eV) 
to InGaAs (0.97 eV), the Voc is improved without reducing 
short-circuit current, as shown in Fig. 3. 
 
Cell Fabrication Process for the IMM Structure 
 

The fabrication process of a� cell� with the IMM 
structure is shown in Fig. 4. Solar cell layers are grown 
using the MOCVD method on a GaAs substrate. InGaP 
top and GaAs middle cell layers that are lattice matched to 
the substrate are grown first and then a lattice-
mismatched InGaAs bottom cell is grown by inverting the 
order. As a result, good crystal quality is attained in at 
least the top and middle cells. The structure and growth 
condition of a buffer layer between the middle and bottom 
cells is optimized to avoid introducing any threading 
dislocations in the bottom cell. After the growth of the cell 
layers, they are separated from the substrate, flipped over, 
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Figure 2 Change in (a) IV curve, (b) Spectral 
response and (c) Surface morphology in GaAs cell 
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parameters for three types of triple junction 
cell. Voltage and current for sub-cells are also 
shown. 
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As an alternative solution to the “1 eV material problem” of the multi-junction 

solar cells, a type-II GaAsBi/GaAsN superlattice is presented in CHAPTER 2, the 

effective lattice constant of which is the same as the GaAs lattice constant. Electronic and 

optical characteristics of the material system are studied to estimate its benefit in 

photovoltaic applications. 

1.4. Intermediate band solar cells 

Intermediate band solar cells (IBSC) have been developed to surmount the 

Shockley-Queisser limit of a single junction solar cell by accommodating sub-bandgap 

photon absorption via absorption bands within the bandgap of the host material while 

preserving the open circuit voltage (Voc). As Figure 1.4 (b) shows, after one sub-bandgap 

photon excites an electron from the valence band to the intermediate band, another sub-

bandgap photon excites the electron in the intermediate band to the conduction band. In 

principle, the final potential energy of the electron-hole pair from the two successive 

excitations is same as the electron-hole pair created by the photon above the bandgap 

energy in a single junction solar cell of the host material. Therefore, the short circuit 

current (Jsc) can increase through the additional absorption process of sub-bandgap 

photons while maintaining the same Voc as the single junction solar cell of the host 

material. The detailed balance limit of the IBSC with one intermediate band is 63.1% 

under full concentration, assuming an electronically isolated IB and no overlap in 

absorption spectra between the three transitions [16]. Although the theoretical maximum 

efficiency is comparable with that of the triple junction solar cell under full 

concentration, the limit efficiency of the IBSC can be realized with only one junction 

providing the advantage of simple fabrication. Moreover, the current matching condition 
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in the IBSC is less constricted than in the multi-junction solar cell, resulting in less 

spectral sensitivity because the sub-bandgap photon process occurs in parallel with the 

normal single junction solar cell operation of the host material. However, in practice, 

most intermediate bands are not electronically isolated from the conduction or valence 

bands of the host material at room temperature [17], and the coefficients of non-

overlapping absorption of all transitions in the IBSC are difficult to realize, which are 

automatically achieved in the vertically stacked multi-junction solar cell. 

To introduce intermediate bands within a bandgap, two approaches have been 

proposed [18]: (1) employing highly mismatched semiconductor alloys (HMA) as an 

absorption layer and (2) incorporating quantum dots (QDs) inside the semiconductor. In 

the HMA, the band-anticrossing model suggests that interaction between impurity states 

and the conduction (valence) band leads to the split of the conduction (valence) band into 

E+ and E-, shown in Figure 1.7 [19]. In this band structure, E- can be the intermediate 

band because it has a narrow density of states and is located in between two extended 

bands, E+ and Ev. Examples of the HMAs are GaNxAs1-x-yPy and Zn1-yMnyOxTe1-x. 

Recently, IBSCs made of GaAsN (2.4% of N) [20] and ZnTe:O [21] have been reported, 

and optical transitions from IB (or E-) to the conduction band (or E+) and from the 

valence band to IB have been demonstrated with the results from the electroluminescence 

measurement [20]. However, the efficiencies of HMA-IBSCs are still far below those of 

their reference cells. 
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Figure 1.7 The calculated energy of band structure (left) and density of states (right) for 
Zn0.88Mn0.12O0.01Te0.99 based on the band anticrossing model (adopted from [19]) 

In the QD approach, the confined states of QDs can be the intermediate band of 

an IBSC described in Figure 1.8, because of their discrete atomic-like density of states. 

Recently, InAs/GaAs QD-IBSC [22] and GaSb/GaAs QD-IBSC [23] have demonstrated 

the sub-bandgap response and enhancement in Jsc. However, the efficiency of the most 

successful QD-IBSC made of InAs/GaAs QD-IBSC was 13.8% [22], and that value is 

still far below of the efficiency of a single junction GaAs solar cell (28.3% under one 

sun). One of the biggest challenges of the InAs/GaAs QD-IBSC is a strong thermal 

connection between the conduction band and the QD [17] levels due to excessive thermal 

emission rates of carriers in QDs leading to Voc degradation. In addition, mismatches in 

optical transition rates associated with the IB (fast transition rate from the IB to 

PLM with different energy fluences. We note here that x
decreases with increasing energy fluence higher than the
melt threshold (!0:08 J=cm2), possibly due to the longer
melt duration and/or dilution through the deeper melt
depth. The energy positions of the two transitions as
predicted by the BAC model are plotted as solid lines.

Here, since the values of x were calculated from the E"
transition no error bars are given for E". Given the broad
linewidths of the E# transitions, they agree reasonably
well with the calculated values for samples with various
O mole fractions.

The new diluted II-VI oxide has technological poten-
tials for photovoltaic applications. Efforts to improve the
efficiency of solar cells have led to extensive experimental
and theoretical studies of new materials and cell designs.
To date, the highest power conversion efficiency of !33%
have been achieved with multijunction solar cells based
on standard semiconductor materials [16–18]. It was rec-
ognized over 30 years ago that the introduction of states
in a semiconductor band gap presents an alternative to
multijunction designs for improving the power conversion
efficiency of solar cells [19–21]. It was argued that deep
impurity or defect states could play the role of the inter-
mediate states for this purpose. Detailed theoretical cal-
culations indicate that a single-junction cell with one and
two properly located bands of intermediate states could
achieve power conversion efficiencies up to 62% [20] and
71:7% [21], respectively. However, difficulties in control-
ling the incorporation of high concentrations of impurity
or defect states have thwarted prior efforts to realize such
materials.

With multiple band gaps that fall within the solar
energy spectrum, Zn1"yMnyOxTe1"x provides a unique
opportunity for the assessment of the proposed multi-
band solar cell. The energy band structure and the density
of states for the case of Zn0:88Mn0:12OxTe1"x alloy (with
x! 0:01) are shown in Fig. 4. An O derived narrow
band of extended states E" is separated from the upper
subband E# by about 0.7 eV. Three types of optical

FIG. 3. The energy positions of E" and E# for the
Zn0:88Mn0:12OxTe1"x alloys plotted against the O mole frac-
tions x. The values of E" and E# calculated according to the
band anticrossing model are plotted as solid lines.

FIG. 4. The calculated energy band structure (left panel) and
density of states (right panel) for Zn0:88Mn0:12OxTe1"x with x!
0:01. The three possible optical transitions are indicated in the
left panel.

FIG. 2. PR spectra from Zn0:88Mn0:12Te samples implanted
with 3:3% O followed by PLM with 0:15 J=cm2 and rapid
thermal annealing (RTA) for 10 sec at annealing temperatures
from 300–700 $C.

P H Y S I C A L R E V I E W L E T T E R S week ending
12 DECEMBER 2003VOLUME 91, NUMBER 24

246403-3 246403-3
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conduction band and slow transition rate from valence band to the IB) makes the two 

photon processes via the intermediate band inefficient, resulting in suppression of Jsc 

improvement. To mitigate these problems, GaSb/GaAs QDs with a type-II band 

alignment are proposed in this project. Because of a deep potential well in the type-II 

band alignment, the thermal emission rate of carriers in GaSb QD is expected to be lower 

than in the InAs QDs with type-I band alignment. In addition, two optical transition rates 

associated with the IB in the type-II alignment can be better matched to each other 

because of the spatial separation of electrons and holes. The electronic and optical 

properties of the QDs, thermal emission rates of carriers in the QDs, and the intermediate 

band solar cell fabricated with the material system are reported in CHAPTER 3, 

CHAPTER 4, and CHAPTER 5, respectively. 

 

Figure 1.8 Schematic diagram of an IBSC constructed by InAs/GaAs QDs 

IB
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1.5. Thesis outline 

In CHAPTER 2, the miniband structure and effective bandgap for strain-balanced 

GaAsBi/GaAsN superlattices with effective lattice match to GaAs are calculated for alloy 

compositions up to 5% Bi and N using the k.p method. Based on the results, the joint 

density of states and optical absorption of a 40Å/40Å GaAs0.96Bi0.04/GaAs0.98N0.02 

superlattice are reported, demonstrating a ground state transition at 1.005eV and first 

excited transition at 1.074eV. 

In CHAPTER 3, details of electronic structure and optical properties of the GaSb 

QDs are studied based on 8-band k.p model, and the some of results are compared with 

the previously reported experimental results to validate the assumptions and theoretical 

methods used in this study. 

In CHAPTER 4, the electronic structure and thermal emission of carriers from the 

QD states are studied for the type-II GaSb/GaAs quantum dots using the admittance 

spectroscopy measurement. The measured thermal emission rates are compared to the 

optical transition rates from the VB to the QD states under the various concentration of 

the solar irradiation. 

In CHAPTER 5, GaSb/GaAs QD-IBSCs are fabricated to present the utilization 

of the type-II QDs on the solar energy conversion in the IBSCs, and the device structure 

optimization are presented to improve the conversion efficiency of the solar cells. 
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CHAPTER 2  

Band structure of strain-balanced  

GaAsBi/GaAsN superlattices on GaAs 

2.1. Introduction 

Semiconductor alloys compounds with large electronegativity variation, often 

termed highly mismatched alloys, possess dramatic changes in electronic and optical 

properties with only small alloy concentrations. High-mismatched alloys of GaAsBi and 

GaAsN have received much attention due to their wide range of achievable bandgap 

energy. GaAsN with dilute nitrogen content has demonstrated materials with desired 

narrow bandgap properties [24] resulting from shifting the conduction band edge relative 

to GaAs, though their use in device applications has been limited due to substantial 

degradation of electron mobility in the material [25]. GaAsBi similarly offers a means of 

shifting the bandgap relative to GaAs [26], primarily through altering the valence band 

edge. Heterojunctions of GaAsN/GaAsBi are expected to have a type-II band lineup, and 

provide a further range of bandgap energy and a means of engineering carrier transport 

[27]. Furthermore, GaAsBi/GaAsN superlattices would offer a means for strain-balanced 

structures on technologically important GaAs substrates due to compressive/tensile strain 

for GaAsBi/GaAsN materials. The bandgap versus lattice constant relationships for 

GaAsBi and GaAsN and schematic concept for the GaAsBi/GaAsN superlattice are 
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shown in Figure 2.1. In this work, the bandstructure of strain-balanced GaAsBi/GaAsN 

are calculated using for varying alloy composition and superlattice layer thickness to 

determine realistically achievable effective bandgap energies for this material system. 

The results of the bandstructure calculations are then used to determine the near-

bandedge density of states and optical absorption coefficient.  

 

Figure 2.1 Bandgap energy versus lattice constant for GaAsN [28] and GaAsBi [29, 30] 
dilute alloys and (inset) schematic of strain-balanced GaAsBi/GaAsBi superlattice with 
effective lattice match to GaAs.   

2.2. Methods 

2.2.1. Overview 

The electronic bandstructure of GaAsBi/GaAsN strain-balanced superlattices with 

(001) crystal orientation was calculated using an 8-band k.p method, and compared to the 

self-consistent solution to the Schrodinger and Poisson equations [31]. Superlattice 

period and thickness were varied for structures that were strain-balanced with an effective 
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lattice match to GaAs, for Bi and N content up to 5%. Details for the calculation methods 

and material parameters are described in the following.  

2.2.2. Material parameters 

Lattice constants and elastic constants of GaAsBi and GaAsN layer were obtained 

using the virtual crystal approximation with the parameters of GaAs [32], GaN [32], and 

GaBi [33]. Results of theoretical studies were used for GaBi, where experimental data is 

on this material is generally lacking [33]. It should be noted that the alloy compositions 

studied in this work are well within the range of previously achieved values of 5% for 

GaAsN [34, 35], 10% for GaAsBi [36], and agree with prior experiments that follow the 

band anticrossing model [29, 37]. GaAs material with dilute concentrations of Bi results 

in a bandgap reduction primarily resulting from a valence band shift, which may be 

explained by the valence-band anticrossing (VBAC) model [29], The valence band 

maximum for GaAsBi was calculated by applying the VBAC model  

 
  
EV =

EBi + HGaAs + (HGaAs − EBi )
2 + 4CBi−GaAs

2 x
2

  (2.1) 

with 

 
   
HGaAs = − 

2

2m0

[(kx
2 + ky

2 )(γ 1 + γ 2 )+ kz
2(γ 1 − 2γ 2 )]+ ΔEVBM x   (2.2)  

where 0.4BiE eV= , 1.55Bi GaAsC eV− = , and 0.8VBME eVΔ = . Concurrently, the conduction 

band minimum of GaAsBi layer was approximated using the virtual crystal 

approximation 

 ( )C g CBME E GaAs E x= −Δ   (2.3) 
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where ( ) ( ) 2.1CBM C CE E GaAs E GaBi eVΔ = − = − . In contrast, GaAs with dilute nitrogen 

concentration results in a bandgap reduction primarily resulting from a shift in the 

conduction band minimum. The bandgap energy and band alignment can be similarly 

described by the conduction-band anticrossing (CBAC) model given by[37] 

 
2 2

, ,( ) 4
2

N C GaAs N C GaAs N GaAs
C

E E E E C x
E −+ − − +

=   (2.4) 

where 1.65NE eV=  and 2.7N GaAsC eV− = . The GaAsBi/GaAsN superlattice has a 

corresponding type-II band lineup with a potential well for electrons and holes in GaAsN 

and GaAsBi layers, respectively. It should be noted that GaAsN exhibits significant 

deviations from the BAC model due to disorder in the alloy system, where N-cluster 

states and related interactions between N-states alter the bandstructure. A closer fit to 

experimental data is provided by the linear combination of resonant nitrogen states 

(LCINS) model [38-40], Similar behavior may also occur for GaAsBi, though the 

materials growth technology is still in its infancy. The BAC model was employed in this 

work in order to provide a more direct interpretation of trends related to the type-II 

superlattice bandstructure that are not clouded by deviations related to effects described 

in LCINS and similar models, or deviations related to material synthesis methods. 

Furthermore, the BAC model has been shown to provide excellent agreement for the 

bandgap energy of both GaAsN [37] and GaAsBi [29] relevant to the superlattice 

calculations presented in this work. 

2.2.3. Strain balanced criteria 

Strain-balanced superlattices were investigated for structures with individual layer 

thickness of up to 100Å, which is below the critical thickness predicted by the Matthews-
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Blakeslee model [41]. Alternating layers of tensile (GaAsN) and compressive (GaAsBi) 

strain can be used to minimize the total average strain energy of the superlattice, where 

the condition of zero average in-plane can be achieved based on the relations [42] 

 1 1 1 2 2 2 2 1 0t A a t A aε ε+ =  (2.5) 

 
2 2

1 1 1 2 2 2 2 1
0 2 2

1 1 2 2 2 1

At a a A t a aa
At a A t a

+=
+

 (2.6) 

 
2
12

11 12
11

2CA C C
C

= + −  (2.7) 

where a0, a1, and a2 represent lattice constants 1 0 2( )a a a> >  for the substrate with 

constant 0a , and t1 and t2 define the thickness of each layer. According to these relations, 

strain-balanced GaAsBi/GaAsN superlattices with effective lattice match to GaAs can be 

obtained by controlling the thickness of GaAsBi and GaAsN layers. Figure 2.2 shows a 

series of Bi and N compositions in GaAsBi and GaAsN, respectively, which satisfy the 

strain-balanced criteria in the superlattice for several ratios of layer thickness. In the 

following calculations, 4% Bi and 2.1% N is chosen under the strain-balanced condition 

corresponding to equivalent thickness of the GaAsBi and GaAsN layers. 
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Figure 2.2 Strain balanced composition of Bi and N for several thickness ratios of 
GaAsBi and GaAsN layers. 

2.2.4. Band-structure calculation by the k.p method 

The energy band structure and wave functions of the superlattice were calculated 

using 8-band k.p perturbation theory within the envelope function approximation, which 

is suitable for describing the band structure near the zone center where the envelop 

function is slowly varying [43, 44]. The k.p methodology has been similarly applied to 

GaInNAs [45] and type-II GaAsN/GaAsSb [46] quantum wells demonstrating good 

agreement with experimental measurements. In future work, the k.p model may also be 

adapted to account for interactions between nitrogen (or bismuth) states based on 

experimental or first-principles calculations; as has been done previously for 

GaInAsN/GaAs quantum wells [47]. In this approximation, two 8x8 k.p Hamiltonian 
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matrices describing the band structure of the bulk constituent material satisfy the 

relation[48]  

 
,

( ) ( )
, , ,

i
j j j

i GaAsBi GaAsN
H e

j CB HH LH SO
=⎧ ⎫

Ψ = Ψ               ⎨ ⎬=⎩ ⎭
r r  (2.8) 

in each layer, where terms representing energy band offsets and hydrostatic and shear 

strain effects were included in the matrix elements. The wave function ( )jΨ r  was 

expanded in the basis set of cell-periodic wave function expressed by  

 ( ) ( )exp( )exp( ) |j j x y
j
f z ik x ik y jΨ = 〉∑r  (2.9) 

where ( )jf z  is the envelope function of j-th band of the superlattice and | j〉  is the Kane 

basis function of the zinc-blend structure satisfying the relation 

 ( ) exp( ) ( )iΨ + = ⋅ Ψr d q d r  (2.10) 

where d is period of the superlattice and q is the superlattice wave vector. In addition, the 

envelope function and the first derivative of ( )jf z  are required to be continuous at the 

interface between the constituent materials of the superlattice. In this work, additional 

assumptions of the Hamiltonian parameters for the conduction band Kane parameter F, 

Kohn-Luttinger parameter γ1, γ2, and γ3, and the matrix elements of the momentum 

operator between conduction and valence band | |xs p x〈 〉  were assumed to be equivalent 

to GaAs [32] due to lack of available data for GaAsBi and GaAsN, and expectation that 

variation in these parameters would be insignificant across the range of dilute alloy 

compositions studied.  

The envelope function approach of the 8-band k.p method provides a set of eight 

coupled second order differential equation in the variable z, where kz is replaced by 
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/i z− ∂ ∂ .  The equations were solved numerically using a transfer-matrix algorithm [48]. 

The coupled differential equations may be written as 

 
28

2
1

( ) ( ) 1,2,...,8ij ij ij j i
j
A iB C f z f z i

z z
ε

=

⎡ ⎤∂ ∂− + =             =⎢ ⎥∂ ∂⎣ ⎦
∑  (2.11) 

and modified to first order coupled differential equations using a new 16x1 column 

vector, Φ(z) given by 

 8

1

( ) 1,2,...,8
( )

( )

i

ji
ij ij j

j

f z i
fz

A iB f z i
z=

                                        =⎧
⎪ ∂Φ = ⎨ − −                  = 9,10, ...,16⎪ ∂⎩
∑

 (2.12) 

satisfying the relation 

 
1 1( ) ( )

0
iA B Az z

z Cε

− −⎛ ⎞− −∂Φ = Φ⎜ ⎟∂ −⎝ ⎠
 (2.13) 

Because the solution of the first order homogeneous differential equation is 

exponential, the solution of equation (2.13) can be described by the exponential matrix  

 
1 1

( ) exp (0)
0

iA B A
z z

Cε

− −⎡ ⎤⎛ ⎞− −
Φ = Φ⎢ ⎥⎜ ⎟−⎢ ⎥⎝ ⎠⎣ ⎦

 (2.14) 

where the solution is continuous at the interface between the layers. Energy eigenvalues, 

ε, are obtained according to the translational symmetry of the superlattice. If d is a period 

of the superlattice, ( )zΦ  and the wave function of the superlattice should follow the 

relation  

 ( ) exp( ) (0)d iqdΦ = Φ  (2.15) 

where q is the superlattice wave vector in the growth direction. The eigenvalue problem 

may then be described by 
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exp −iA−1B −A−1

ε −C 0

⎛

⎝
⎜

⎞

⎠
⎟ d

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
Φ(0) = exp(iqd)Φ(0)  (2.16) 

to calculate the energy band structure and wave functions for the superlattice.   

2.2.5. Mini-band structure with Self-consistent solution of Schrödinger-Poisson equations 

The spatial dependence of mini-bands in superlattices with finite periods was also 

investigated using one-dimensional calculation of the self-consistent solution of 

Schrödinger-Poisson equations [31, 49]. The superlattice mini-band profile was 

determined in this method including strain effects, where the Schrödinger equation was 

solved to obtain energy eigenvalues and wavefunctions of the superlattice based on the 

transfer matrix formulation. The superlattice structure was divided by N segments, where 

the time independent Schrödinger equation for the i-th segment is written as [50] 

 
   
d 2

dz2 Ψ i(z) + κ i
2Ψ i(z) = 0        (zi−1 ≤ z ≤ zi )  (2.17) 

with the boundary conditions 

 1 1 1( ) ( )i i i iz z− − −Ψ =Ψ  (2.18) 

 1 1 1* *
1

1 1( ) ( )i i i i
i i

d dz z
m dz m dz− − −

−

Ψ = Ψ  (2.19) 

where 
   
κ i =

2mi
*

2 (E −Vi )  and *
im is the effective mass of charge carriers in i-th layer. 

Considering the boundary conditions and combining all relations between two adjacent 

layers, the 0-th and (N+1)-th layer can be related as 

 
0 0 1 1

0 0 1 1* *
0 1

( ) ( )
1 1( ) ( )

N N

N N
N

z z
d dz z

m dz m dz

+ +

+ +
+

Ψ Ψ⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟= ×⎜ ⎟ ⎜ ⎟Ψ Ψ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠

M  (2.20) 
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M =
cos( κ i ⋅di ) −

mi
*

κ i

sin( κ i ⋅di )

κ i

mi
* sin( κ i ⋅di ) cos( κ i ⋅di )

⎛

⎝

⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟

i=1

N

∏  (2.21) 

to determine Ψ and E. In this work, the numerical calculation of the transfer method 

formulation was performed using the argument principle method [50]. 

The results from the Schrödinger equation solution can be used to calculate the 

carrier distribution in the superlattice and may then be incorporated in the Poisson 

equation [49] 

 
  

d
dz

ε s(z) d
dz

⎛
⎝⎜

⎞
⎠⎟
φ(z) = − q

ε0

[n(z)]  (2.22) 

where ( )s zε  is dielectric constant and ( )zφ  is electrostatic potential distribution which 

satisfies the relation  

 ( ) ( ) ( )V z q z E zφ= − +Δ  (2.23) 

where EΔ  defines the band offset at the interfaces of the superlattice. The calculations 

were performed iteratively until the results of the Schrödinger and Poisson equations 

converged.  

The electron effective mass of GaAsBi and the hole effective mass of  GaAsN 

were assumed to be equal to GaAs effective mass values since the conduction band and 

valence band are almost unchanged when small amount of Bi and N are incorporated in 

GaAs, respectively [51, 52]. The electron effective mass of GaAsN was obtained based 

on the relation [37] 

 
  
meff

* (E) = mGaAs
* 1+

CN−GaAs
2 x

(EN − E)2

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
 (2.24) 
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The hole effective mass of GaAsBi is not well known, where predictions have 

only estimated that the values would be higher than that of GaAs [26]. In this work, the 

heavy hole and light hole effective mass were assumed to be *
hhm =0.55 and *

lhm = 0.10, 

respectively.   

2.2.6. Absorption coefficient 

The near-band edge density of states and optical absorption coefficient were 

studied due to their major importance for device applications. The calculations of these 

parameters were all based on the results from the k.p bandstructure calculations. From the 

dispersion relations, constant transition energy surface in k-space can be obtained. By 

evaluating the volume between two adjacent surfaces which represent transition energy 

E  and E dE+  , and dividing it by the volume in which each electron state occupies, the 

joint density of states of the superlattice was obtained. The absorption coefficient is given 

by [53] 

 
    
α (ω ) = 2π


e2

m0
2


2ωnrcε0

⎛

⎝⎜
⎞

⎠⎟
dK n,K px n ',K∫

n,n '
∑

2
δ (En(K)− En ' (K)− ω )  (2.25) 

neglecting the Coulomb interaction between electrons and holes, and considering only x-

polarized light (normal incidence to the superlattice). The delta function in the integration 

was evaluated by counting the number of states at K , and the number of states was 

multiplied by the matrix element of momentum operator, , ',xn p nK K . With the 

envelope function approximation of the superlattice wavefunction, the matrix element of 

the momentum operator can be written as [54] 

 *
, ', '0

, '
, ', , ', ' ( , ) ( , )

d

x x j n j n
j j

n p n j n p j n f z f z dz=∑ ∫K K K K  (2.26) 
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where the xp  is the momentum operator i
x
∂−
∂

h , and , ( )j nf z  represents the envelope 

function of the j-th basis of the n-th band. For the term , ', 'xj n p j n , only the xx p s  

term is a nonzero, and was assumed to be equivalent to GaAs for the small composition 

of Bi and N in this work. The value of the matrix element for the momentum operator 

was obtained from  

 
2

0

2
p xE x p s
m

=  (2.27) 

where pE  for GaAs was assumed to be 28.8eV from Ref. [32].    

2.3. Results and Discussion 

2.3.1. Bandstructure 

A representative bandstructure for a GaAs0.96Bi0.04/GaAs0.979N0.021 superlattice 

with 80Å period thickness calculated by the k.p method is shown in Figure 2.3. The 

conduction band contains one confined miniband (CB1) and a continuum of states at the 

edge of the conduction band offset. The valence band contains confined minibands 

corresponding to the first heavy hole (HH1), the first light hole (LH1), and the second 

heavy hole (HH2). The effective bandgap energy for this superlattice, defined as the 

energy separation between lowest energy states in the conduction and valence band 

(CB1-HH1), shows a value of 1eV. It should be noted that this effective bandgap energy 

has not been previously achieved for a lattice matched III-V system to GaAs. While 

strained quantum well and quantum dot systems have succeeded in achieving such 

narrow bandgap materials on GaAs, they do not offer a means for achieving sufficiently 

thick active layers that are required for devices such as solar cells and photodetectors. 
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The energy-momentum relations are shown for both the in-plane directions and the 

direction normal to the superlattice. For the in-plane direction, the bandstructure is 

isotropic for xk  and yk , while the curvature differs dramatically for the direction normal 

to the superlattice. The range of effective bandgap energies achievable for the 

GaAsBi/GaAsN superlattice were investigated by varying the alloy composition up to 5% 

and superlattice period up to 100Å with equivalent thickness for the GaAsBi and GaAsN 

layers. The variation in effective bandgap spans from 0.89eV to 1.32eV in this range, as 

shown in Figure 2.4. The superlattice bandstructure was found to be primarily dependent 

on the superlattice period, strain parameters, and bandgap energy and band offsets of the 

materials. These parameters have a high degree of certainty for these calculations.  

Uncertain parameters for the k.p calculations include the matrix element of the 

momentum operator EP and Kohn-Luttinger parameters γ1, γ2, and γ3, which may be 

significantly altered in GaAsN and GaAsBi dilute alloys.  Calculations were performed 

with large variations in these parameters to determine their influence on the calculated 

bandstructure and effective bandgap. Varying parameters EP (for GaAsN, conduction 

band states) γ1, γ2, and γ3 (for GaAsBi, valence band states) by up to a factor of 2 for the 

GaAs0.096Bi0.04 /GaAs0.979N0.021 superlattice results in a similar result, with a deviation of 

<5% for the effective bandgap.The small deviation suggests a relatively low sensitivity of 

the results presented to the chosen k.p parameters. 
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Figure 2.3 Miniband structure of 40Å/40Å GaAs0.96Bi0.04/GaAs0.979N0.021 superlattice 
with effective bandgap energy of 1eV. 

 

Figure 2.4 Effective bandgap energy for GaAsBi/GaAsN superlattices with matched layer 
thickness, varying period thickness and variable alloy composition. 
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2.3.2. Effective mass  

The electron and hole effective masses in the superlattice growth direction can be 

calculated for these structures assuming parabolic relationships near the band edge 

according to the relation 

 
2

* 2 2

1 1 d
m dk

ε=
h

 (2.28) 

The effective mass of electrons and holes increases as the superlattice period 

increases, as shown in Figure 2.5. This increase is consistent with a decrease in tunneling 

probability with increasing layer thickness. This trend is more pronounced in the valence 

band for the range of composition and period examined, with an increasing dependence 

on period for larger Bi/N alloy compositions. The effective mass for the conduction band 

demonstrates a cross-over point at a period of approximately 60 Å, reflecting the 

transition from smaller effective mass dominated by GaAsN behavior at small period 

thickness to larger effective mass dominated by decreased tunneling probability at large 

period thickness. 

2.3.3. Spatial Distribution of Wavefunctions 

Varying finite total thickness of the superlattices was investigated between 5 to 15 

periods using the Schrödinger-Poisson self-consistent solution in order to evaluate the 

influence of finite structures and number of periods on effective bandgap. The spatial 

distribution of wave-functions for a 10 period (80Å period) GaAs0.096Bi0.04/ 

GaAs0.979N0.021 superlattice with GaAs layers at both ends are shown in Figure 2.6. The 

effective bandgap energy of the superlattice is 1eV, with four confined states in the 

bound state region (CB1, HH1, LH1, and HH2). The conduction and the first heavy hole 
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band levels are in agreement with the results of the k.p calculations, while the first light 

hole and the second heavy hole band levels differ by approximately 30meV. The 

discrepancy for the position of the first light hole and the second heavy hole states is 

attributed to assumed values for the hole effective mass in GaAsBi required to evaluate 

the Schrödinger equation using the transfer-matrix formalism, while these values are not 

required for the k.p calculations. Although the hole effective mass of GaAsBi is expected 

to be larger than the hole effective mass of GaAs, the value is still unknown due to lack 

of theoretical and experimental data. In this work, the hole effective mass of GaAsBi was 

used as a fitting parameter to match the transition energy for effective bandgap energy 

obtained by k.p, resulting in values of 0.55 m0 and 0.10 m0 for heavy hole and light hole 

mass, respectively. In addition, the effective bandgap energy is found to match the k.p 

prediction of 1.000eV, with a variation of approximately 1.001eV to 1.004eV varying 

between 5 and 15 periods.  

The spatial dependence of the wavefunctions is also examined using results of the 

k.p method due to the importance on optical properties. The square of the envelope 

function of the superlattice at 0x yk k q= = =  is shown as a function of the superlattice 

normal direction in Figure 2.7. The s component of the conduction band and x component 

of the valence band envelope functions are shown, corresponding to the primary 

components that are coupled with optical radiation at normal incidence to the superlattice. 

The s and x designation indicate the component of the zinc-blend zone-center cell-

periodic basis function.  The electrons and holes are primarily confined in the GaAsN and 

GaAsBi layers, respectively, with significant overlap near the GaAsBi/GaAsN interfaces. 



 

 33 

 

Figure 2.5 Effective masses of ground state minibands (me
* for CB1 and mhh

* for HH1) 
for GaAsBi/GaAsN superlattices with matched layer thickness, varying period thickness 
and variable alloy composition. 

 

Figure 2.6 Miniband structure for 10 period 40Å/40Å GaAs0.96Bi0.04/GaAs0.979N0.02 
superlattice using self-consistent Schrödinger-Poisson calculations. 
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Figure 2.7 Squared envelope function of the 40Å/40Å GaAs0.96Bi0.04/GaAs0.979N0.02 
superlattice. Characters s and x in the figure represent the symmetry character of the 
envelop function. 

2.3.4. Optical Properties 

The joint density of states for the superlattice including the transitions from HH1 

to CB1 and LH1 to CB1 is shown in Figure 2.8 for a GaAs0.96Bi0.04/GaAs0.979N0.021 

superlattice with 80Å period thickness. The curve has a step-like shape due to the 

quantum confinement in the superlattice, with a smooth transition in the vicinity of the 

effective bandgap due to the miniband dispersion. The joint density of states for the LH1 

to CB1 transition results in a shallower transition due to the large curvature of the LH1 

band in the out of plane direction. The optical absorption coefficient of the superlattice 

for x-polarized light incident in the growth direction is shown in Figure 2.9, assuming a 

full valence band and empty conduction band. The absorption spectrum follows the step-

like shape of the joint density of states, altered by the oscillator strength of the optical  
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Figure 2.8 Joint density of states of a 40Å/40Å GaAs0.96Bi0.04/GaAs0.979N0.02 superlattice. 

 

Figure 2.9 Absorption coefficient of of a 40Å/40Å GaAs0.96Bi0.04/GaAs0.979N0.02 
superlattice.  
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transition in this type-II structure. In these calculations, the Coulomb interaction between 

electrons and holes was not considered, which would otherwise result in excitonic peaks 

below the effective bandgap energy. The magnitude of the optical absorption coefficient 

is approximately one order of magnitude smaller than bulk GaAs due to the spatially 

indirect transition, with approximately the same magnitude for joint density of states. 

2.4. Conclusions 

In conclusion, the miniband structure for strain-balanced GaAsBi/GaAsN with 

effective lattice match to GaAs were calculated, demonstrating a range of effective 

bandgap of 0.89eV - 1.32eV for Bi,N composition of less than 5% and period thickness 

of up to 100Å. The energy-momentum dispersion relations show a general trend of 

increasing carrier effective mass with increasing period due to reduced tunneling 

probability, and a compositional dependence that contains a crossover point for electron 

effective mass due to competing mechanisms of the superlattice period and host material 

properties. The calculated miniband structure by the k.p method is consistent with the 

Schrodinger-Poisson technique, where further efforts to determine carrier effective mass 

are required in order to provide improved accuracy and agreement for excited state 

transitions. The GaAsBi/GaAsN superlattices have a joint density of states similar to 

GaAs and an optical absorption coefficient that is approximately one order of magnitude 

lower than GaAs due to the spatial separation of electron and hole wavefunctions in the 

type-II structure. This superlattice structure may provide a narrow bandgap material 

system that is lattice-matched to GaAs with optical response suitable for optoelectronic 

devices requiring optically thick active regions, such as a spectral band in a multi-
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junction solar cell. Further theoretical and experimental work is desired to realize these 

materials and to determine optical transitions and charge transport properties. 
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CHAPTER 3  

Electronic structures of GaSb/GaAs quantum dots 

3.1. Introduction 

GaSb/GaAs quantum dots (QDs) introduce unique opportunities for the 

applications of photovoltaic devices [23, 55], infrared light emitting diodes [56], 

semiconductor lasers [57, 58], and charge storage devices [59, 60] because of the 

staggered (type-II) band alignment of the heterostructures, where holes are confined 

within the GaSb QD while electrons are in the surrounding GaAs. In this band 

configuration, the spatially indirect optical transition of carriers between the QD confined 

states and the conduction band (CB) of GaAs leads to a long radiative lifetime of carriers 

on the order of nanoseconds[61], and the overlap between the electron and hole 

wavefunctions can be controlled by optimizing QD structures or charge injections within 

the QD states enabling the modulation of the optical transition rate [62]. In addition, the 

deep potential well on the valence band is favorable for reducing thermal connections 

between the QD confined states and the valence band (VB). These distinctive intrinsic 

properties of the type-II GaSb QD can provide better thermal stability, longer carrier 

storage time [60], suppressed Auger-recombination of non-equilibrium carriers [63], and 

finer tuning of operating wavelengths in the device applications [64], which are difficult 

to achieve in the type-I heterostructures such as InAs/GaAs QDs. Specifically, the type-II 
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GaSb/GaAs QDs can be applied to intermediate band solar cells (IBSCs) to build the 

intermediate band (IB) with the confined states of the QDs. In this application, the low 

thermal emission rates of the type-II QDs are beneficial to the quasi-Fermi level 

separation between the IB and the valence band (VB) of GaAs [17], and the 

changeable/reduced optical transition rates from the QD states to the CB of GaAs provide 

an opportunity to closely match them to the rates of the optical transition from the VB to 

the QD states.  

In this work, details of electronic structures and optical properties of the 

GaSb/GaAs QDs are studied based on the 8-band k.p model, and some of the results are 

compared with the previously reported experimental results in order to validate the 

assumptions and theoretical methods used in this study. 

3.2. Methods 

3.2.1. Quantum dot structures 

In the device applications, the GaSb QDs are embedded in the GaAs crystal in order to 

create confined states of discrete density of states. The structure of the buried QDs has 

been investigated by cross-sectional scanning tunneling microscopy (XSTM) [65, 66] and 

atom probe tomography (APT) [67], and various sizes and shapes of the QDs have been 

reported due to strong intermixing between As and Sb. However, QD peaks in the 

photoluminescence data do not much differ from each other, with the value of the peak 

locations being almost 1.1 eV (regardless of the QD structure), suggesting that the 

physical structure is not the most critical factor affecting the electronic structure of the 

GaSb/GaAs QDs. Therefore, in this study, the GaSb QDs grown on a GaAs (100) surface 

are assumed to have the plat dome shape reported in ref [67], with a diameter of 25 nm 
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and a height of 3.6 nm, shown in Figure 3.1, and a 1ML wetting layer is included as 

illustrated in Figure 3.2. 

 

Figure 3.1 Contour plots of varying Sb concentrations composed from atom probe 
tomography data within the GaSb/GaAs QD layers of the sample, as seen from the (001) 
surface (adopted from [67]) 

 

Figure 3.2 Model structure of a GaSb QD with 1ML GaSb wetting layer on (100) surface 
embedded in GaAs matrix, together with the axes referred to in the text 
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3.2.2. Strain distribution 

Because the lattice constant mismatch between GaSb and GaAs is approximately 

7.8%, the band structure of the self-assembled GaSb/GaAs QDs can be significantly 

affected by the strain. In order to determine the strain tensors of the dome shaped GaSb 

QDs buried in the GaAs matrix, the Valence Force Field (VFF) strain model of Keating 

[68] and Martin [69] is employed, which can provide a reasonable description of the 

elastic properties of III-V materials. In the semi-empirical model, the total elastic energy 

is given by [69] 

   (3.1) 

where  and   represent the distance vector from a certain atom (i) to one of the 

nearest neighbors (j) and the equilibrium bond length of these atoms ( , where 

  is the lattice constant), respectively. The bond-stretching and bond-bending constants, 

 and , are given in Table 3.1, and  is defined by  [70]. In this work, only 

the changes in the bond length and angle with the first nearest neighbors are considered, 

corresponding to the first and the second summation terms in the equation (3.1), and the 

effect of long-range Coulombic interaction is ignored. The whole configuration of the 

atoms in the model structure is defined by iteratively solving the three-coupled 

differential equations 
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for all atomic positions until the total elastic energy U of the system reaches the 

minimum value [70]. The final displacement ( , , ) of the atoms can be directly 

converted to the strain tensors,  ( ), based on the following relations [71]: 

   (3.3) 

where , , and  ( , the four nearest neighbors) stand for , , 

and , respectively. 

Table 3.1 Parameters used in the VFF calculations [69] 

 α (N/m) β (N/m) a (Å) 

GaAs 41.19 8.95 5.6533 

GaSb 33.16 7.22 6.0959 

3.2.3. Electronic structures 

In order to calculate the single carrier states of the self-assembled GaSb/GaAs 

QDs, the 8-band k.p method is applied within the envelope function approximation. In 

this approximation, the wavefunction, , can be expanded in the form 

   (3.4) 

where  is the Γ point Bloch functions of the conduction, heavy-hole, light-hole, and 

spin-orbit bands corresponding to Γ6, Γ7, and Γ8 of the zinc-blend crystal, and  is 
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the envelope function of the i-th basis [72, 73]. The wavefunction satisfies the time-

independent Schrödinger equation,                                                                                                                                     

   (3.5) 

with the Hamiltonian given by 

   (3.6) 

where   and  are the 8×8 matrices corresponding to the second order eight-band 

Kane Hamiltonian with the modified Luttinger-like parameters and the strain 

Hamiltonian, respectively. All k.p parameters used in this calculation are given in Table 

3.2. The strain Hamiltonian can be constructed by the strain tensor   from 

the VFF calculations described in the section 3.2.2 and the deformation potentials listed 

in Table 3.3. 

Table 3.2 Parameters used in the 8-band k.p calculation [74-76] 

 Eg (eV) Ev,av (eV) Δ0 (eV) γ1 γ2 γ3 Ep (eV) 

GaAs 1.5192 -6.92 0.341 -6.95 -2.10 -2.90 22.71 

GaSb 0.813 -6.25 0.82 -13.4 -4.70 -6.00 22.88 

 

Table 3.3 Deformation potential parameters used in the 8-band k.p calculation [76] 

 ac (eV) av (eV) b (eV) d (eV) 

GaAs -7.17 1.16 -1.7 -4.50 

GaSb -6.85 0.79 -2.0 -4.8 

 

According to North et al. [77], the conduction band offset of the type-II 

GaSb/GaAs heterointerface derived from the model-solid theory of van der Walle [76]  

 H
r( )Ψ r( ) = EΨ r( )

 H
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r( ) + Hs
r( )

H0 Hs
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   (3.7) 

(0.63 eV) deviates substantially from the experimental results measured by ballistic 

electron emission microscopy (0.08 ± 0.02eV) [78]. In order to be consistent with the 

experimental results, the Kane Hamiltonian in the equation (3.5) is modified by shifting 

down the conduction, heavy-hole, light-hole and spin-orbit bands of GaSb by 0.53 eV 

from their original positions defined by the model-solid theory, replicating the method 

used by North et al. [77]. To solve the eigenvalues and eigenfunctions of the secular 

equation of the 8-band k.p Schrödinger equation, the finite-difference method is 

employed on the 3-dimensional uniform square mesh, the spacing of which is the lattice 

constant of GaAs, 5.6533 Å, in all directions.  

In addition, the fully occupied QD states are calculated by considering the 

Coulomb charging energy as perturbations to the single particle structure. The matrix 

element of the Coulomb interaction is  

   (3.8) 

where  is the normalized wavefunction of the i-th confined state in the GaSb QD 

with a single particle [79-81]. In this approximation, only the repulsive Coulomb force 

between the holes in the QD states is considered, while the attractive Coulomb force 

between the holes in the QD states and the electrons on the CB of the surrounding GaAs 

is ignored because the spatial distance between the electrons and the confined holes is 

distinctly greater than the distance between the holes in the QD states [64]. Also, the 

quantum confinement effect of the triangle potential on the CB established at the 

interface between GaAs and GaSb under the high carrier injection condition, which 
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causes blueshift of the photoluminescence (PL) peak from the type-II QDs with 

increasing excitation density [61, 64], is not considered. 

3.2.4. Optical transition 

In this work, the optical capture cross sections of the transitions from the QD 

ground state to the GaAs CB and from the GaAs VB to the QD ground state are 

calculated based on the relation [82] 

   (3.9) 

where  

   (3.10) 

and the inhomogeneous broadening of the QD states is accounted in terms of the 

Gaussian function 

   (3.11) 

The linewidth of the transition, , is assumed to be 20meV [83]. The wavefunction of 

the QD ground state needed to calculate the matrix element, , is obtained from 

the 8-band k.p calculation. However, for the sake of reducing calculation power, the 

wavefunctions of the CB and VB of the surrounding GaAs matrix where the influence of 

the remote bands are insignificant are calculated by the single-band Schrödinger equation 

in the effective mass approximation  
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where  is the density of states effective mass of electrons (holes), and  

corresponds to the CB (VB) profile obtained from the 8-band k.p calculation.   

The differential equation is solved numerically by applying the finite-element method on 

the 3-dimensional uniform square mesh, the spacing of which is the lattice constant of 

GaAs, 5.6533 Å, in all directions. The periodic boundary condition is assumed in the x, y, 

and z directions. 

3.3. Results 

3.3.1. Electronic structure 

The strain distributions in the QDs calculated from the VFF strain model are 

shown in Figure 3.3, Figure 3.4, and Figure 3.5. According to the diagonal components of 

the strain tensors (  and ) shown in Figure 3.3, the tensile strain permeates deep into 

the GaAs layer in the [001] direction, suggesting that the GaAs spacer requires some 

degree of thickness in order to avoid the strain accumulation in a stack of multiple QD 

layers, which is usually incorporated in the device application. The hydrostatic and the 

biaxial strains can be expressed in terms of the diagonal components of the strain tensors, 

 and , respectively, and these directly affect the profile of 

the electron, heavy-hole, and light-hole potentials in the GaSb/GaAs QDs. The negative 

hydrostatic strain inside the QD shifts the conduction band (CB) and the valence band 

(VB) of GaSb upward and downward, respectively, resulting in the larger bandgap than 

the bandgap of bulk GaSb (0.75 eV). In addition, the positive biaxial strain inside the QD 

splits the heavy-hole and the light-hole band. Shown in Figure 3.6, the light-hole band of 

GaSb is pushed down while the heavy-hole band moves upward.  

 meff
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2
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           (a)      (b) 

 
         (c)       (d) 

 
   (e)      (f) 

Figure 3.3 The strain distribution of the GaSb QD embedded in the GaAs matrix, 
calculated using the VFF strain model: (a) εxx at the xy-plane (0.5nm above the base of 
the QD), (b) εxx at the xz-plane (crossing the center of the dot), (c) εzz at the xy-plane 
(0.5nm above the base of the QD), (d) εzz at the xz-plane (crossing the center of the dot), 
and εxx and εzz along (e) [100] direction (0.5nm above the base of the dot) and (f) [001] 
direction through the center of the dot 
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          (a)      (b) 

 
         (c)       (d) 

 
   (e)      (f) 

Figure 3.4 The strain distribution of the GaSb QD embedded in the GaAs matrix, 
calculated using the VFF strain model: Hydrostatic strain (a) at the xy-plane (0.5nm 
above the base of the QD) and (b) at the xz-plane (crossing the center of the dot), biaxial 
strain (c) at the xy-plane (0.5nm above the base of the QD) and at the xz-plane (crossing 
the center of the dot), and the hydrostatic and biaxial strain plotted along (e) [100] 
direction (0.5nm above the base of the dot) and (f) [001] direction through the center of 
the dot 
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          (a)      (b) 
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          (g)      (h) 

Figure 3.5 The strain distribution of the GaSb QD embedded in the GaAs matrix, 
calculated using the VFF strain model (shear strain): εxy (a) at the xy-plane (0.5nm above 
the base of the QD) and (b) at the xz-plane (crossing the center of the dot), εyz (c) at the 
xy-plane (0.5nm from the base of the QD) and at the xz-plane (crossing the center of the 
dot), εzx (c) at the xy-plane (0.5nm from the base of the QD) and at the xz-plane (crossing 
the center of the dot), and the shear strain tensors plotted along (e) [100] direction (0.5nm 
above the base of the dot) and (f) [001] direction through the center of the dot 

The off-diagonal components of the strain tensors εxx, εyz, and εzx, shown in 

Figure 3.5, can induce piezoelectric polarization, , in the GaSb/GaAs QD structure 

given by 

   (3.13) 

where  is the one existent piezoelectric coefficient for zinc-blende structures. 

According to Figure 3.5, the shear strain is only noticeable at the QD surface and is 

negligible inside the dot and surrounding GaAs compared to the diagonal components of 

the strain tensors. Therefore, in this work, the impact of the piezoelectric field on the 

electronic structure of the QD is ignored.  

Figure 3.6 shows the electron, heavy-hole, and light-hole potential profiles along [100] 

direction after considering the band alteration caused by the strain. The confined energy 

Ppz

Pi
pz = e14ε jk ,  ( j ≠ k)

e14
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states in the QD obtained from the 8-band k.p model are also imposed in the band 

diagram. The results show that the spacing between the confined hole states of the GaSb 

QD is much closer that the spacing between the electron states in the InAs/GaAs QD 

system because of the larger effective mass of a hole than that of an electron. The two 

major optical transitions that can occur in the GaSb/GaAs QD system (from the GaAs CB 

to the QD ground state, and the band-to-band transition in the GaAs barrier) and the 

corresponding transition energy values are indicated in the plot. The transition energy 

values agree well with the location of the peaks in the measured photoluminescence 

spectra shown in Figure 3.7. The contour plots of squared wavefunctions, |Ψ|2, of the first 

eight energy levels in the QD at the xy-plane 0.5 nm above the base of the QD are shown 

in Figure 3.8, and the corresponding energy spectra of the wavefunctions are indicated in 

the plots.  

Finally, the energy spectra of the fully occupied GaSb/GaAs QD system are 

shown in Figure 3.9. After incorporating the Coulomb charging effect, the number of 

confined states in the QD reduces to 8 levels, implying that 16 holes can fill a 

GaSb/GaAs QD completely. This result is in accordance with the results of Geller et al., 

who derived that a GaSb/GaAs QD (with an average QD base width of about 26 nm, and 

an average height of about 3.5 nm, and an areal density of about 3×1010 cm-2) can be 

filled completely with 15 holes from the capacitance-voltage measurement [84]. 
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Figure 3.6 The electron, heavy-hole, and light-hole potential profile along [100] direction 
through the center of QD (0.5nm above the base of QD) imposed by the hole states 
calculated by the 8-band k.p model. (The hole states in the grey area near LH band are 
too close to show their spacing clearly.) 

 

Figure 3.7 Photoluminescence spectra of the GaSb/GaAs QDs  (from Tim Saucer and 
Vanessa Sih, Physics, University of Michigan)  
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             (a)             (b)    (c)    (d) 

             

          (e)              (f)    (g)    (h) 

Figure 3.8 Contour plots of squared wavefunctions, |Ψ|2, of the first eight energy levels in the GaSb/GaAs QD at the xy-plane 
0.5nm above the base of the QD. The energy level of each wavefucntion is indicated in the corresponding plot. 
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Figure 3.9 Hole states and the energy spectra in the GaSb QD when the dot is fully 
occupied by holes  

3.4. Conclusions 

In conclusion, the electronic structures of the self-assembled GaSb QDs 

embedded in the GaAs matrix are calculated based on the VFF and the 8-band k.p model. 

The strain distributions in the QD derived by the VFF model show that the negative 

hydrostatic strain in the QD alters the position of the electron, heavy-hole, and light-hole 

potential profile, resulting in the larger bandgap of the QD than that of bulk GaSb, and 

the positive biaxial strain splits the HH and LH band significantly. The confined hole 

states of the QD in the single-particle condition are calculated based on the 8-band k.p 

model with the strain Hamiltonian directly constructed by the strain tensor from the VFF 

calculation, showing that there is substantially closer spacing between the states because 

of the large effective mass of holes. The transition energy from the CB edge of the GaAs 

barrier to the ground state of the QD agrees well with the location of the QD peak in the 
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PL spectra.  In addition, the fully occupied QD states are calculated by considering the 

repulsive Coulomb energy between the confined holes in the QD as a perturbation, and 

the results show that 16 holes can fill a QD completely, which closely matches the results 

from the capacitance-voltage measurement.  
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CHAPTER 4  

Thermal emission in type-II GaSb/GaAs quantum dots and prospects 

for intermediate band solar energy conversion 

4.1. Introduction 

Large confinement potential and the spatial separation of electron and hole 

wavefunctions in type-II heterostructures lend themselves to unique applications in 

electronic and optoelectronic devices. Among these devices is the intermediate band solar 

cell (IBSC), where confined states in quantum structures may enhance absorption via 

multi-photon transitions below the bandgap energy, while maintaining a voltage that 

tracks the bandgap energy of the host material [85]. The IBSC has been demonstrated in 

quantum dot (QD) systems including InAs/(Al,Ga)As [86] and (In,Ga)As/Ga(As,P) [87, 

88]. While QD IBSCs have demonstrated sub-bandgap response and enhanced photo 

current, the conversion efficiency of these devices has not exceeded that of GaAs single 

junction solar cells due to a mismatch in optical transition rates between confined hole 

levels and electron levels within QDs (~109 sec-1) and transitions from QD confined 

electron levels to the continuum band of the host material (~103 sec-1) [89]. Increased 

carrier lifetime has been observed in type-II QDs [90-92] and may provide a better match 

for optical transitions via the intermediate band, thereby improving photocurrent 

generation in IBSC devices (analogous to current matching requirements in multi-
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junction cells). An intermediate band based on a type-II system has been demonstrated 

using GaSb/GaAs QDs [93, 94], where enhanced photocurrent is observed, but efficiency 

is still limited by a significant drop in the VOC. A possible source of reduced VOC for an 

IBSC is coupling between the intermediate states and the conduction/valence band by 

thermal capture/emission processes[87, 95, 96]. Thermal emission behavior in QD 

materials with type-II band lineups such as GaSb/GaAs have competing mechanisms 1) 

large confinement potential that may enhance energy quantization and suppress thermal 

emission, and 2) large effective mass in the valence band that may reduce energy 

quantization and enhance thermal emission. These competing mechanisms motivate a 

detailed study of thermal emission rates to determine dominant behavior.  

Previously, thermal emission in GaSb/GaAs quantum dots have been reported 

using deep level transisent spectroscopy (DLTS) for materials grown by molecular beam 

epitaxy (MBE) [97]  and metal-organic chemical vapor deposition [98], with activation 

energies in the range of EA = 150 – 450 meV and thermal capture cross section in the 

range of σth = 10-16 – 10-12 cm2. Similar results have been reported for GaSb/GaAs QDs 

using admittance spectroscopy [60]. The results reported for thermal emission 

characteristics in GaSb/GaAs QDs are somewhat variable, where the source of the 

differences (e.g. growth technique, QD dimensions) and detailed study of the bias-

dependence remains unclear. In this paper, the carrier population dependence of thermal 

hole emission in GaSb/GaAs QDs grown by MBE are described, where the implications 

of the observed behavior on the operation of an IBSC are analyzed. 
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4.2. Methods 

Three Schottky diode structures were used for this study, consisting of structures 

grown by MBE on p+ GaAs(001) substrates. The three structures are (1) a GaAs control, 

(2) 1.0 monolayer (ML) GaSb quantum well (QW), and (3) a single layer of GaSb QDs 

with a nominal thickness of 2.3 ML. The material structures include an initial p-GaAs 

layer with thickness of 600 nm. The GaSb QDs were grown via the Stranski-Krastanov 

growth mode, where details of the growth and resulting structural properties are reported 

elsewhere [99]. Samples were subsequently capped with 200 nm of p-doped GaAs. The 

control GaAs sample consisted of 800 nm of p-doped GaAs grown at a rate of 1.0MLsec-

1. Ti/Au Schottky contacts of diameter 240 µm were deposited, and Pd/Zn/Pd/Au ohmic 

contacts were deposited on the backside of the substrate. AC capacitance and 

conductance measurements were performed using a Keithley 4200-SCS Semiconductor 

characterization system with 30 mV RMS over a temperature range of T = 20 K – 300K 

and frequency range of 100 kHz – 1 MHz.  

4.3. Results 

The Capacitance-Voltage (C-V) characteristics of the three Schottky diode 

samples measured at 300 K and f = 1 MHz are shown in Figure 4.1 (a). The control 

sample exhibits a conventional V-1/2 dependence. A plateau region is observed for the 

QW and QD samples between approximately 1 – 3 V reverse bias, consistent with charge 

accumulation in the quantum confined layers [100, 101]. The hole accumulation at the 

QD and QW layer can be shown clearly by calculating the depth-dependent majority 

carrier distribution [102] 
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where W = εsε0A/C, with results shown in Figure 4.1 (b). The control GaAs sample 

exhibits a constant hole concentration of p = 1.37×1017 cm−3, consistent with the intended 

value of 1×1017 cm−3.  The QW and QD exhibit peaks corresponding to the QD and QW 

locations occurring at approximately 0.17 µm from the top metal/semiconductor 

interface. The number of holes in the QD structure can be  estimated from the C-V 

characteristics according to the relation [101], Q ≈ CpΔV / NQD, where Cp and ΔV define 

capacitance value and voltage range of the plateau region, respectively, and NQD 

represents the areal density of the QD layer. The QD areal density is approximately 

3.5×1010 cm−2 based on atomic force microscopy studies on independent samples grown 

under similar conditions, resulting in 39 holes per QD.   

Representative data of conductance versus temperature for the three structures are 

compared in Figure 4.2 (a). The QD structure demonstrates a unique conductance peak 

that is not observed in the QW and GaAs control samples. This observation provides 

unambiguous identification of conductance behavior associated with GaSb QD states, 

distinct from a 2-D GaSb wetting layer or defect states in GaAs. The bias-dependence of 

conductance versus temperature is shown in Figure 4.2 (b), which exhibits a peak shift to 

higher temperature under increasing reverse bias. The shift of the conductance peak to 

higher temperature with increasing reverse bias suggests the presence of Coulomb 

charging effects [103]  or state-filling in the QDs [104], behavior that provides further 

support that the observed conductance behavior is related to thermal emission and capture 

processes via QD states. The distinct plateau region in the C-V curve and conductance 

peak and its characteristics observed in this work, which do not appear in control GaAs 
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and QW samples, demonstrate a more obvious response from GaSb/GaAs QD states in 

comparison to prior reports [60, 97], providing high confidence in the data and ability to 

attribute measured data to QD response without ambiguity. Following the identification 

of the signal from the QD states, the remainder of the article will exclusively discuss 

results and analysis of the QD structure.  

 

 

Figure 4.1 (a) Capacitance-Voltage characteristics measured at 300K under AC bias at f = 
1 MHz (data is offset vertically by 0.03 µF/cm2 for clarity), and (b) majority carrier 
distribution of the Schottky diode samples. 
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(a) 

 

 

(b) 
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(c) 

 

 

(d) 

Figure 4.2 (a) Temperature-dependent conductance of QD, QW, and GaAs control 
samples measured at V = 1.4 V and f = 1 MHz, (b) temperature-dependent conductance 
of the QD sample at f = 1MHz and varying bias, (c) temperature-dependent conductance 
of the QD sample at V = 1.4V and varying frequency, and (d) band diagram under 
reverse bias at 0.8V (left) and at 2.0V (right) 
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The maximum value of the conductance versus temperature occurs when the 

thermal emission rate for holes satisfies the condition [105] 

 2
th exp

2
A

n
B

Ee T
k T

ωσ γ
⎛ ⎞

= − =⎜ ⎟
⎝ ⎠

 (4.2) 

where σth, EA, γ and ω represent thermal capture cross section, hole activation energy of a 

QD, a temperature-independent factor and the frequency of the AC bias, respectively. 

The activation energy and thermal capture cross section may be determined for a given 

bias by the Arrhenius relation [105] 

 ( )th2ln lnA

m B m

E
T k T
ω γσ

⎛ ⎞
= − +⎜ ⎟

⎝ ⎠
 (4.3) 

where Tm and γ represent peak temperature of the conductance curve and temperature 

independent constant, respectively. The resulting data under varying bias are shown in 

Figure 4.3 (a). Extracted values of the bias-dependent activation energy are shown in 

Figure 4.3 (b). The analysis presented here assumes a singular energy level within the QD 

states. A more realistic model would include variability in confined QD energies 

associated with the inhomogeneous distribution of QD size, and also account for all 

confined states within the QDs. Analysis using the model presented in this work, 

however, will provide an accurate description of the average behavior of thermal 

emission and capture among all confined states in the ensemble of QDs. 

The activation energy extracted for the QDs increases with reverse bias, 

indicating a possible decrease in Coulomb charging energy in the QDs as holes are 

depleted with increasing reverse bias. The Coulomb charging energy of  n holes in a disk 

shaped QD is given by EN = (n −1/2)e2/4εrε0D [103], where D represents the QD 

diameter, estimated to be approximately 40 nm from independent cross-sectional 
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transmission electron microscopy analysis. The Coulomb charging energy can be 

estimated by C-V analysis.  The activation energy obtained by subtracting the calculated 

Coulomb charging energy is also shown in Figure 4.3 (b), where a range of EA = 0.231eV 

– 0.337 eV is obtained. This energy corresponds to the separation between confined QD 

states and the top of the GaAs valence band. The extracted activation energy is also 

consistent with photoluminescence results, where an energy separation of 0.34 eV is 

observed [99] between the GaAs bandedge emission and the type-II optical transition 

from the GaAs conduction band to confined GaSb QD states.  

 

(a) 
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(b) 

 

 

(c) 

Figure 4.3 (a) Arrhenius plots constructed from peak conductance to extract activation 
energy and thermal capture cross section, and (b) activation energy and (c) thermal 
capture cross section extracted from Arrhenius plots and obtained by substracting 
Coulomb charging energy. 
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4.4. Discussions 

The thermal capture cross section of the QDs was extracted to be σth = 2.0×10-16 

cm2 – 1.2×10-13 cm2 for the bias range between 0.8 V and 2.6 V. The increasing thermal 

capture cross section of the QDs with increasing reverse bias may be due to reduced 

Coulomb charging effects or reduced state filling in the QDs. Thermal capture cross 

section of holes in GaSb/GaAs QDs are orders of magnitude smaller than the reported 

thermal capture cross section of electrons in InAs/GaAs QDs [106-108], which have been 

reported in the range from 10-10 cm2 to 3×10-12 cm2. The thermal emission rate of holes 

from QD states to the GaAs valence band may be compared to the optical generation rate; 

a comparison of primary importance for an IBSC. The thermal emission rate measured in 

these experiments is 2.851×107 sec-1 at 300 K. The thermal emission rate in the 

GaSb/GaAs QDs is significantly smaller than previous reports of electron emission for 

InAs/GaAs QD system [106-108] (note that hole emission is quoted for GaSb/GaAs since 

the intermediate band transition is near valence band, while electron emission is quoted 

for InAs/GaAs since the intermediate band transition is near conduction band). The 

optical generation rate is given by eop = σopΦ where Φ is the photon flux and σop is the 

optical capture cross section [109], The photon flux is given by the irradiance from the 

solar spectrum that would excite transitions between the GaSb QD states and GaAs 

valence band. In the solar spectrum, the energy range between the QD activation energy 

0.337 eV and the energy separation between the QD confined state and the GaAs 

conduction band 1.087 eV. The optical cross-section for GaSb/GaAs QDs is not well 

characterized, but may be approximated by measurement results from Ge/Si QD with an 

activation energy of 310 meV, where σop = 2×10-13 cm2 [110]. The resulting optical 
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emission rate is 2.963×104 sec-1 under AM1.5 sunlight and 1.365×109 sec-1 under full 

solar concentration [111]. A comparison of the optical and thermal emission rates and 

under varying solar concentration is shown in Figure 4.4, where thermal emission is 

dominant in for AM1.5 illumination, while optical generation becomes dominant under 

full solar concentration. For a thermal emission rate of eth = 3×107 sec-1 measured in this 

work, optical emission in the GaSb/GaAs QDs (EA = 0.33eV) is predicted to dominant at 

solar concentration of approximately 1000X and higher. The thermal emission rate may 

be further reduced in these structures by incorporating barrier layers in proximity of the 

GaSb/GaAs QDs, where a decrease in cross section is expected for approaches such as 

the “DFENCE” structure (decrease from 2.6×1012 sec-1 to 3×109 sec-1 through 

incorporation of AlGaAs barriers in the InAs/GaAs system) [112], where optical 

emission rates will become dominant at lower solar concentration. 

 

Figure 4.4 Optical (red) and thermal (blue) emission rates of holes in GaSb/GaAs QDs 
under different solar concentration 

Thermal emission 
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4.5. Conclusions 

In conclusion, the activation energy and thermal capture cross section of 

GaSb/GaAs QDs were measured by admittance spectroscopy. The activation energy is in 

the range of 0.0657 eV – 0.323 eV and exhibits a bias dependence that is consistent with 

Coulomb charging effects. Activation energy of 0.231 eV – 0.337 eV is obtained that is 

attributed to the energy separation from the GaSb QD ground state to the GaAs valence 

band maximum. The thermal capture cross section exhibits a bias-dependence in the 

range of σth = 2.0×10-16 cm2 – 1.2×10-13 cm2. The measured thermal emission rate is 

significantly lower than prior reports for InAs/GaAs type-I QDs, and is estimated to be 

lower than the optical generation rates in an IBSC under solar concentration. The reduced 

thermal emission rates in the GaSb/GaAs QDs also motivates the study of other material 

systems with a similar type-II band lineup for future IBSCs.  
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CHAPTER 5  

GaSb/GaAs quantum dot intermediate band solar cells 

5.1. Introduction 

Intermediate band solar cells (IBSCs) have been developed to surmount the 

Shockley-Queisser limit of a single junction solar cell by accommodating sub-bandgap 

photon absorption via absorption bands within the band gap of the host material while 

preserving the open circuit voltage (Voc). The theoretical estimation of the maximum 

efficiency of the IBSC is 63.1% under fully concentrated solar irradiation [16], which is 

comparable to the upper limit of the efficiency of triple-junction solar cells. The IBCSs 

present one possible way to build a photovoltaic device with multiple energy levels in a 

single junction while achieving substantial enhancement in the efficiency of the solar 

energy conversion. Therefore, this strategy can mitigate challenges presented by the 

multi-junction solar cells that require complicated device structures and fabrication 

processes.  

The intermediate band (IB) can be introduced by confined states in quantum dots 

(QDs), and InAs/GaSb QD-IBSCs have demonstrated sub-bandgap response and 

enhancement in photocurrents [22]. However, the excessive thermal emission rates of 

carriers in the type-I QDs prevent quasi-Fermi level splitting between the conduction 

band (CB) and the IB, causing the Voc degradation of the IBSC [17] , and a substantial 
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mismatch in the optical transition rates associated with the IB (fast transition rate from 

the IB to conduction band,  ~ 109 sec-1, and slow transition rate from the valence band 

(VB) to the IB, ~103 sec-1 [89]), which is not favorable for enhancing the sub-bandgap 

response).  

To overcome these problems in the type-I QDs, GaSb/GaAs QDs with a type-II 

band alignment are proposed because (1) the thermal emission rates of carriers in the QD 

are substantially lower (on the order of 107 sec-1) [84, 97, 113] than the rate of the type-I 

QDs (on the order of 1012 sec-1) [106-108] due to a large confinement potential, and (2) 

the optical interband transition rates in the QDs (from the QD levels to the GaAs CB) can 

be controlled because of the spatial separation of the electron and hole wavefunctions in 

the type-II band alignment, allowing better matched optical transition rates. 

Previously, GaAs p-i-n solar cells containing layers of GaSb self-assembled 

QD/quantum rings (QRs) in an unintentionally doped intrinsic region have been reported 

[23, 55]. Laghumavarapu and co-authors [55] have presented GaAs p-i-n solar cells with 

ten layers of the GaSb QDs formed by the interfacial misfit array (strain-free) growth 

mode, and enhanced spectral response with the inclusion of the QDs in the intrinsic layer 

has been demonstrated. However, the open circuit voltage (Voc) apparently decreased, 

and the overall device performance was not improved. Carrington and co-authors [23] 

also have reported a GaAs p-i-n solar cell with five layers of GaSb QDs/QRs in an 

intrinsic region showing improvement in the short circuit current (Jsc) and the sub-

bandgap response. However, the Voc was reduced compared to a GaAs control cell, and 

the efficiency of the solar cell with the GaSb QD/QR layers did not exceed the efficiency 

of the control cell without QD/QR layers.  
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5.2. GaSb/GaAs quantum dot growth 

In this study, GaSb QDs grown on an Sb-terminated (2×8) surface reconstruction 

are incorporated in a GaAs p+n junction in order to introduce an intermediate band in the 

bandgap of GaAs. All samples used in this work have been grown by Andrew J. Martin 

and Joanna Millunchick (Material Science and Engineering in the University of 

Michigan, Ann Arbor) using the molecular beam epitaxy [99]. In order to reconstruct the 

Sb-terminated (2×8) surface on the GaAs layer, the GaAs surface is exposed to an Sb flux 

of 0.6 monolayer (ML) sec-1 at T = 580 °C. Once the surface is exposed under Sb 

overpressure, the temperature of the sample needs to be lowered to the QD growth 

temperature, T = 460 °C, at a rate of 30 °Cmin-1. During the cooling process, the Sb-

terminated (2×8) surface is constructed, forming a 1.0 ML GaSb wetting layer on the 

GaAs surface because the Sb replaces the As on the surface through the anion exchange 

process. Due to the additional wetting layer, a total wetting layer of 2.0 ML is formed 

after completing the GaSb QD growth. The GaSb QD layers are grown via the Stranski-

Krastanov growth mode at T = 460 °C and at a GaSb deposition rate of 0.3 MLsec-1 with 

a V/III ratio of 2, resulting in a GaSb layer of 2.3 ML nominal thickness. According to 

the atomic force microscopy analysis, shown in Figure 5.1, the average QD diameter and 

height are 34 nm and 2.3 nm, respectively, and the areal density of the QDs is 5.3x1010 

cm-2. The photoluminescence (PL) spectra measured at 10K, shown in Figure 5.2, have a 

split QD peak at 1.13 eV and 1.18 eV and a WL peak at 1.35 eV. The split QD peak can 

result from the disintegration of the GaSb QDs upon GaAs capping. [67] 
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Figure 5.1 AFM images of the uncapped 11th layer of QDs grown on the (2×8) surface 
with a height scale of 8 nm (adopted from ref [99]) 

 

Figure 5.2 Photoluminescence spectra measured at 10K for a sample with ten layers of 
GaSb QD grown on the (2×8) surface (adopted from ref [99]) 
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5.3. Experimental procedure 

GaAs p+n junctions with five layers of the GaSb QDs are grown by MBE on 

heavily n-doped GaAs (001) substrates. The growth of the epitaxial layers starts with a 

200 nm thick Si doped n-type GaAs buffer layer grown at T = 590 °C and at a growth 

rate of 1.0 MLsec-1, followed by the growth of a 150 nm thick n-type Al0.3Ga0.7As back 

surface field (BSF) layer with doping density of 1×1018 cm-3. Subsequently, a total 3µm 

thick lightly doped n-type GaAs layer with five layers of the GaSb QDs is grown. The 

QD growth method is described in section 5.2. All QD layers are immediately capped by 

a 30 nm GaAs layer, the first 15 nm of which is grown at T = 460 °C at a growth rate of 

0.3ML sec-1, and the last 15 nm of which is grown at T = 590 °C at a growth rate of 0.3 

ML sec-1 in order to grow a defect-free GaAs layer. The transmission electron 

microscopy image in Figure 5.3 shows the QD layers embedded in the GaAs solar cell. 

Finally, a 500 nm thick Be doped p-type GaAs layer with doping density of 4×1018 cm-3 

is grown, followed by the growth of a 30 nm thick p-type Al0.8Ga0.2As window layer with 

doping density of 4×1018 cm-3. On the window layer, a 200 nm heavily doped p-type 

GaAs layer is grown in order to reduce resistivity at the interface between the top metal 

grid and the semiconductor, so this layer is etched away during the following fabrication 

process except the area underneath the top metal grid contact. For comparison, a GaAs 

p+n control sample is also fabricated, which has the same device structure described 

above but uses five layers of the GaSb QDs.  
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(a) 

 

(b) 

Figure 5.3 (a) A complete structure of GaAs p+n solar cell with five layers of GaSb QD 
and (b) scanning transmission electron microscope image of the QD layers in the solar 
cell (from Sung Joo Kim and Xiao Pan, Material Science Engineering, University of 
Michigan)   
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Unlike in previous reports [23, 55] studying the p-i-n GaAs solar cells with the 

GaSb QD layers in the intrinsic GaAs layer, we place the GaSb QD layers in the lightly 

doped n-GaAs layer in order to balance the optical transitions of carriers from the VB to 

the QD levels and from the QD levels to the CB. According to the results from the 

admittance measurement and the deep level transient spectroscopy measurement, the 

thermal emission/capture rates of the carriers in the GaSb QDs at room temperature are 

much faster than the optical transition rates from the VB to the QD states under 

unconcentrated solar irradiation. Under this condition, therefore, electrons need to be 

intentionally injected into the QD confined states by n-type doping in order to enhance 

the sub-bandgap response of the IBSC.  

The MBE grown GaAs p+n junctions are fabricated into the square solar cells of 

area 0.25cm×0.25 cm, and all devices are mesa isolated. Pd/Zn/Pd/Au and 

Ni/Ge/Au/Ti/Au Ohmic contacts are deposited on the top p+-GaAs and backside n+-

GaAs, respectively, followed by rapid thermal annealing at 400 °C. On the top surface of 

the solar cells, ZnS and MgF2 layers are deposited successively as an Anti-reflection 

coating [114]. 

 The current density-voltage (J-V) characterisitics of the solar cells are measured 

under simulated Atomosheric Mass 1.5 Global (AM 1.5G) illumination at 1 sun 

(100mW/cm2) intensity, and a National Renewable Energy Laboratory certified Si 

reference photovoltaic cell is used to calibrate the optical power intensity. The external 

quantum efficiencies (EQE) of the solar cells are measured in wavelengths ranging from 

400 nm to 1100nm by a setup composed of a tungsten lamp, monochromator, light 

chopper, and lock-in amplifier. To validate the measurement EQE data, the integration of 
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the EQE spectrum with the AM1.5G spectrum is compared to the short circuit current 

obtained from the J-V characteristics while recognizing the discrepancy arising from the 

lack of EQE data in the range of wavelengths shorter than 400 nm.  

5.4. Results and discussion 

In order to examine the effect of the electric field crossing the QD layers, a GaAs 

p+n solar cell with five layers of the GaSb QDs placed in the flat band region of the n-

GaAs (QD-IBSC) is fabricated along with a control sample without the GaSb QD layers, 

where the internal electric field does not exist at the equilibrium. The details of the solar 

cell structure and the band diagram are described in Figure 5.4. The measured J-V under 

the 1 sun (AM 1.5G simulated solar irradiation) of the QD-IBSC and the control sample 

are shown in Figure 5.6 (a), and the device characteristics obtained from the curves are 

listed in Table 5.1. In addition, the diode parameters of the curves in Figure 5.5 (a) are 

obtained by fitting the data numerically based on a simple diode model defined by 

   (5.1) 

where Jph, J0, nd, Rs, and Rsh represent the photogenerated current, the reverse saturation 

current, the diode ideality factor, the series resistance, and the shunt resistance, 

respectively. In this work, the implicit function (5.1) is converted to an explicit function 

using the Lambert W-function  
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in order to avoid unnecessary numeric approximations and reduced calculation power. 

Fitting results are also plotted in Figure 5.5 and the diode parameters of the curves are 

listed in Table 5.1. 

The Voc and the efficiency of the QD-IBSC are 0.89 eV and 13.01%, increases of 

0.27 eV and 1.61% relative to the previous results [23], respectively. However, although 

the diode parameters of the QD-IBSC are comparable to those of the control cell, the 

presence of the GaSb QD leads to significant Jsc degradation, which is not consistent with 

the previous results. In addition, the EQE spectrum at the equilibrium (0V) shown in 

Figure 5.6 (a) shows a significant drop in the EQE in the range of the wavelengths from 

about 650 nm to about 900 nm (labeled ‘zone 2’), and the sub-bandgap response does not 

appear in the range of wavelengths longer than the cutoff wavelength of the GaAs 

bandgap (labeled ‘zone 3’). In order to analyze the origins of the drop in EQE, the 

contributions to the EQE from different cell regions (emitter, space charge region, and 

base) are fitted based on the excessive minority carrier diffusion equation in a p-n 

junction  

 d 2Δn x( )
dx2

−
Δn x( )
L2 x( ) = −

g x( )
D

  (5.3) 

where Δn(x) is the excessive minority carrier, and L and D represent the minority carrier 

diffusion length and diffusion coefficient. The generation profile, g(x), is expressed by 

 g(x) =αF 1− R( )exp −α x( )   (5.4) 

with α the absorption coefficient, F the photon flux from the sun, and R the reflectivity of 

the front surface of the cell. In this study, the reflectivity R of the stack of the anti-

reflection coating and the window layer (105nm MgF2 / 45 nm ZnS / 30 nm Al0.8Ga0.2As) 

is calculated based on the transfer-matrix method. With the solution of the equation (5.3) 
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and the photon flux from the sun, the contribution of the emitter and the base to the EQE 

can be expressed by 

   (5.5) 

    (5.6) 

where SE and SB represent the surface recombination velocity of the front and the back 

surfaces, respectively, and wE, wSCR, and wB stand for the thickness of the emitter, the 

space charge region and the base. The contribution of the space charge region can be 

described by assuming that recombination in the region can be ignored: 

   (5.7) 

Finally, the total EQE can be obtained by adding all the contributions 

   (5.8) 

The EQE fitting results of the control cell and the QD-IBSC are shown in Figure 5.6 (b) 

and Figure 5.6 (c), respectively, along with the measured data. According to the fitting 

results shown Figure 5.6 (c), the contribution from the base where the GaSb QD layers 

are placed has almost disappeared in the EQE of the QD-IBSC. 
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(a) 

 

(b) 

Figure 5.4 (a) Details of the GaAs p+n solar cell structure and (b) the band diagram of the 
device at the equilibrium and under the reverse biases of 1V, 2V, 3V, and 4V.  
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(a) 

 

(b) 

Figure 5.5 Current density vs voltage (J-V) characteristics measured (a) under the 1 sun, 
AM 1.5G simulated solar irradiation and (b) the dark condition 



 

 81 

 

(a) 

 

(b) 
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(c) 

Figure 5.6 (a) EQE spectra at the equilibrium and under the reverse biases of 1V, 2V, 3V, 
and 4V of the GaAs p+n solar cell with the five layers of GaSb QDs and the control cell 
without the QD layers. (b) Contributions of the emitter, space charge region, and the base 
to EQEs of the control and (c) the QD-IBSC 

The possible reasons for the loss of the base contribution to the EQE and the sub-

bandgap response can be explained with Figure 5.7. Unlike the minority carriers 

generated by the short wavelength photons absorbed almost completely near the surface 

of the device described in Figure 5.7 (a), the minority carriers generated by the long 

wavelength absorbed in the base need to be diffused across the QD layers to be collected 

by the topmost p-contact described in Figure 5.7 (b). In this case, many of the carriers can 

be captured into the QDs’ confined states, resulting in a reduction of the contribution of 

the base to the EQE. In addition, although the sub-bandgap photon absorption occurred 

via the QD states, the sub-bandgap response can be quenched if the electron-hole pairs 
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generated within the QDs are captured back to the QD states before they escape to the 

GaAs junction, as shown in Figure 5.7 (c).  
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(c) 

Figure 5.7 Schematic illustration of the carrier transport in the GaAs p+n junction with 
the GaSb QD layers under the irradiation of (a) short-wavelength photons, (b) long-
wavelength photons, and (c) photons with energy less than the GaAs bandgap 

A reverse bias is applied to the QD-IBSC to extend the space charge region of the 

device into the region where the QD layers are placed in order to introduce an electric 

field across the QD layers. The EQE spectra under the various reverse biases are given in 

Figure 5.6 (a), showing that the EQE spectra in zone 2 recover close to the EQE spectrum 

of the control cell, and the sub-bandgap response starts to appear to be increasing the 

reverse bias. The results imply that the electric field across the QD layers can improve 

carrier transport across the QD layers and alleviate the thermal capture of the carriers into 

the QD confined states. However, according to the dark J-V results of the QD-IBSC 

shown in Figure 5.5 (b), the Voc may decrease as the QD layers are placed close to the 
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space charge region because the reverse saturation current of the QD-IBSC increases 

abruptly as the reverse bias increases.  

Based on the above results, another GaAs p+n solar cell with five layers of the 

GaSb QDs placed in the graded doping region is fabricated in order to build the internal 

electric field across the QD layers while keeping them away from the space charge 

region. Shown in Figure 5.8, the n-GaAs base layer is composed of three regions: (1) a 

flat band region with constant doping of 1×1017 cm-3 (bottom), (2) a region with doping 

concentration gradually decreasing from 1×1017 cm-3 to 1×1016 cm-3 where five layers of 

the GaSb QDs are placed with a spacing of 30 nm (middle), and (3) a completely 

depleted region with constant doping of 1×1016 cm-3 (top). The thickness of the layer (3) 

is chosen to locate the QD layers at the edge of the space charge region in order to retain 

the higher Voc of the previous QD-IBSC than the Voc of the p-i-n QD-IBSCs.  

Figure 5.9 shows that the Jsc and the EQE of the QD-IBSC with the graded 

junction are improved compared to the device described in Figure 5.4, and the sub-

bandgap response appears in the EQE spectrum. In particular, the Jsc of the QD-IBSC 

with the graded junction exceeds that of the control cell. However, the Voc decreases to 

0.73V. (The device characteristics and diode parameters of the device are listed in Table 

5.1.) Therefore, the location of the QD layers in the n-GaAs base needs to be optimized 

to minimize the Voc degradation while maintaining the Jsc enhancement in order to 

improve the conversion efficiency of the solar cell. In addition, the details of the 

mechanisms of the Voc drop, which generally appears in the QD-IBSCs, need to be 

examined in order to improve the overall solar cell performance of the QD-IBSCs. 
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(a) 

 

(b) 

Figure 5.8 (a) Device structure and (b) the band diagram of the GaAs p+n solar cell with 
the five layers of GaSb QDs placed in the graded junction 
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(a) 

 

(b) 
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(c) 

Figure 5.9 Current density vs voltage (J-V) characteristics measured under (a) the 1 sun, 
AM 1.5G simulated solar irradiation and (b) the dark environment, and (c) EQE spectra 
of the GaAs p+n solar cell with the five layers of GaSb QDs placed in the graded junction 
(results from Figure 5.5 and Figure 5.6 are also plotted for comparison) 
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Table 5.1 Solar cell characteristics measured under the AM 1.5G spectrum 

 Control 
QD-IBSC 

(QD in the flat band) 

QD-IBSC 

(graded junction) 

Jsc (mA/cm2) 23.67 18.56 24.28 

Voc (V) 0.97 0.89 0.73 

Fill Factor 0.84 0.79 0.71 

Efficiency (%) 19.22 13.01 12.61 

nd 1.55 1.54 1.83 

J0 (mA/cm2) 6.64 × 10-10 4.05 × 10-9 4.23 × 10-6 

Rs  (Ω) 1.91 × 10-2 9.08 × 10-3 1.62 × 10-2 

Rsh (Ω) 5.34 × 101 3.44 × 102 7.74 

 

5.5. Conclusions 

In conclusion, the GaSb/GaAs QD IBSCs with various structures are fabricated to 

demonstrate that the sub-bandgap response occurred through sub-bandgap photon 

absorption via the QD confined states. In order to enhance the sub-bandgap response 

where the thermal capture/emission of carriers to the GaSb QD confined states is 

dominant over the optical transition at room temperature, the QD layers are incorporated 

in the lightly n-doped base of the p+n GaAs junction to compensate for the carrier loss 

through the thermal process by intentionally injecting electrons with n doping. According 

to the J-V and EQE characteristics of the devices fabricated in this work, the location of 

the GaSb QD layers can affect the Voc, Jsc, and the overall conversion efficiency. If the 

GaSb QD layers are placed far away from the edge of the space charge region of the 
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junction, the degradation of the Voc can be minimized while the sub-bandgap response 

disappears and the QD layer can disturb carrier transport. On the other hand, if the QD 

layers are completely inside of the space charge region of the junction, the sub-bandgap 

response is enhanced while Voc is degraded. Therefore, the trade-off between Voc and the 

sub-bandgap response can be optimized by adjusting the location of the QD layers in the 

space charge region in order to improve the overall conversion efficiency of the solar 

cells. In addition, by introducing the internal electric field across the QD layers with 

guardedly doped junction, the sub-bandgap response can be improved while minimizing 

the Voc degradation.  
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CHAPTER 6  

Conclusion 

6.1. Summary of present work 

6.1.1. Strain-balanced GaAsBi/GaAsN superlattice on GaAs 

GaAs alloys with dilute content of Bi and N provide a large reduction in bandgap 

energy with increasing alloy composition. GaAsBi/GaAsN heterojunctions have a type-II 

band alignment, where superlattices based on these materials offer a wide range of 

possibilities for designing effective bandgap energy by varying superlattice periods and 

alloy compositions. The miniband structure and effective bandgap for strain-balanced 

GaAsBi/GaAsN superlattices with effective lattice matches to GaAs are calculated for 

alloy compositions up to 5% Bi and N using the k.p method. The effective bandgap for 

these superlattices is found to vary between 0.89eV to 1.32eV for period thicknesses 

ranging from 10Å-100Å. The joint density of states and optical absorption of a 40Å/40Å 

GaAs0.96Bi0.04/GaAs0.98N0.02 superlattice are reported, demonstrating a ground state 

transition at 1.005eV and first excited transition at 1.074eV. The joint density of states is 

similar in magnitude to GaAs, while the optical absorption is approximately one order of 

magnitude lower due to the spatially indirect optical transition in the type-II structure. 

The GaAsBi/GaAsN system may provide a new material system with a lattice matched to 
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GaAs in a spectral range of high importance for photovoltaic devices, especially for the 

multi-junction solar cells that use the materials near 1 eV bandgap.    

6.1.2. Type-II GaSb/GaAs self-assembled quantum dots 

The strain distribution and electronic structure for type-II GaSb/GaAs self-

assembled quantum dots are calculated using the valence force field model and the k.p 

method. The strain distributions in the QD obtained by the VFF mode are applied to 

derive the position of the electron, HH, and LH potential profile, showing the larger 

bandgap of the QD than that of bulk GaSb and the significance of the HH and LH band 

split on the VB of GaSb. According to the 8-band k.p calculations, the single-particle 

confined states in the QDs are closely spaced compared to the electron states of the InAs 

QDs because the effective mass of holes is greater than that of electrons. The energy of 

the QD peak in the PL spectra is in accordance with the transition energy from the CB 

edge of GaAs to the ground state of the QD. The fully occupied QD states are also 

calculated with the single-particle wavefunctions by considering the repulsive Coulomb 

energy between the confined holes in the QD as a perturbation, and the number of states 

in the fully occupied QD agrees well with the number of holes within the fully occupied 

QD derived from the capacitance-voltage measurement.  

The thermal carriers’ capture and escape mechanisms and the activation energy of 

the process are studied for GaSb/GaAs quantum dots with a type-II band alignment using 

admittance spectroscopy. Clear signatures are observed corresponding to confined 

quantum dot states with extracted activation energy of 0.337 eV and the thermal capture 

cross section in the range from 2.10×10-16 cm2 to 1.19×10-13 cm2. The thermal emission 

rates in the GaSb/GaAs quantum dots are significantly lower than prior reports for type-I 
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systems, where optical emission is predicted to be the dominant process in an 

intermediate band solar cell under solar concentration.   

Finally, the GaSb/GaAs QD IBSCs are fabricated, and the sub-bandgap response 

via the GaSb/GaAs QD is demonstrated. In this work, GaAs p+n junctions are employed, 

and the multiple layers of GaSb QDs are incorporated in the lightly doped n-layer in 

order to compensate for carrier loss in the QDs through the thermal emission/capture 

process by intentionally injecting electrons with n doping at room temperature. The J-V 

and EQE characteristics from the devices show that the location of the QD layers and the 

electric field crossing the QD layers can affect the Voc, Jsc, and the overall conversion 

efficiency. The results from the QD-IBSC with the QD layers placed in the flat band 

region of the n-GaAs layer where the electric field crosses the QD layer are negligible, 

showing the least degradation of the Voc while the sub-bandgap response disappears and 

the QD layers disturb the carrier transport. On the other hand, the results from the QD-

IBSC with the QD layers placed inside of the depletion region of the junction where the 

internal electric field of the junction crosses the QD layers show the substantial 

enhancement of the sub-bandgap response while Voc is degraded. Based on the results, 

the GaAs spacer with the graded doping profile [need a verb here but I'm not sure what; 

perhaps “was used”? Or “is preferable”? in order to introduce the internal electric field 

across the QD layers while keeping the QD layers outside of the junction. The results 

from the device show the enhanced sub-bandgap response and the less degraded Voc. 
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6.2. Future works 

6.2.1. Strain compensation layers 

According to the VFF calculation in section 3.2.2, the biaxial strain (tensile strain) 

penetrates deep into the GaAs capping layer. If the capping layer is not thick enough to 

release the strain before growing the next GaSb QD layer, the strain energy accumulates 

in the stack as more QD layers grow. At some point, the accumulation of strain energy 

starts to introduce dislocations in the epitaxial layers in order to release the strain energy, 

shown in Figure 6.1. Once the dislocations are formed in the solar cell, the device 

performance degrades because the defects increase the non-radiative recombination in the 

device.  

On the other hand, if the GaAs capping layer is too thick, some of the QD layers 

will be placed out of the electric field region, and those layers can interfere with the 

carrier transport and the energy conversion process of the sub-bandgap photons via the 

QD confined states. 

In order to avoid the strain accumulation in the multiple QD layer structure while 

keeping the GaAs spacer thickness thin, we suggest incorporating a strain compensation 

layer in the middle of the GaAs spacer. By insulting adding the thin layer with a larger 

lattice constant than that of GaAs within the spacer layer, a compressive strain can be 

introduced, resulting in strain compensation with the tensile strain originating from the 

GaSb QD. This strategy has been introduced in the InAs/GaAs QD IBSCs and 

demonstrated improvement in the device performance [22]. Bailey and co-authors 

introduced very thin Ga(As)P strain compensating layer in the middle of the GaAs spacer 
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of the InAs/GaAs QD-IBSCs, and the device has demonstrated near 1eV Voc and 

enhanced Jsc compared to the control sample without the InAs QD layers. 

 

 

Figure 6.1 Scanning transmission electron microscope images of the QD layers in the 
solar cell that have dislocations due to the strain accumulation from the QD layers (from 
Sung Joo Kim and Xiao Pan, Material Science Engineering, University of Michigan)   
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6.2.2. Quantum-dot-in-a-fence (DEFENCE) heterostructure 

In order to reduce the thermal emission/capture rate in the QD, we suggest  

incorporating the Quantum-dot-in-a-fence (DEFENCE) heterostructure [112]. Although 

the thermal emission rates of the GaSb QD are lower than the rate of type-I InAs/GaAs 

QDs, the rates exceed the optical transition rates from the VB of GaAs to the GaSb QD 

confined states at room temperature. In this condition, the thermal emission/capture 

process in the GaSb QDs results in a substantial thermal connection between the QD 

confined states and the VB of GaAs, preventing the quasi-Fermi level splitting between 

these levels, which is required to preserve the Voc of the IBSC. Therefore, the thermal 

emission/capture rates at room temperature need to be reduced further below the 

intrasubband optical transition rates in the QDs. One of the possible methods is 

introducing a quantum-dot-in-a-fence (DEFENCE) heterostructure in the IBSCs. Wei and 

Forrest [112] have theoretically shown that including the thin fence barriers (AlxGa1-xAs) 

surrounding InAs QDs can reduce thermal emission rates of the carriers in the QDs and 

enhance photocarrier generation without affecting Voc.  

For the type-II GaSb/GaAs QD IBSC, a thin layer of Ga0.51In0.49P can be a 

promising candidate for the DEFENCE heterostructure. According to Figure 6.2, the 

lattice constant of Ga0.51In0.49P is matched to that of GaAs, and the band gap of 

Ga0.51In0.49P is 0.49 eV higher than that of GaAs [75]. In addition, the band alignment of 

Ga0.51In0.49P/GaAs is more suitable to the type-II GaSb/GaAs QD system than that of 

AlGaAs/GaAs because the valence band offset (VBO) between Ga0.51In0.49P /GaAs (0.31 

eV) is greater than the conduction band offset (CBO) of the heterostructure (0.18 eV), 

introducing a barrier to the holes in the QD confined states on the valence band while 
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decreasing the effect of an undesirable barrier on the conduction band that can interfere 

electron transport. A schematic structure of the Ga0.51In0.49P DEFENCE is illustrated in 

Figure 6.3 (a), and the expected band diagram is plotted in Figure 6.3 (b) based on the 

material parameters provided in ref [75]. 
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(a) 

 

(b) 

Figure 6.2 (a) Conduction band offsets and (b) valance band offsets of the III-V 
semiconductors as a function of lattice constant (adopted from ref [75]) 
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tablished the well-known 65:35 split between the conduction
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average the results obtained for GaAs/AlGaAs by various
measurement methods717,724–743 to obtain the relative VBO
between GaAs and AlAs. The result is #Ev!0.53 eV
!0.34#Eg , which is the best known value for all of the
III–V semiconductors and is well within the uncertainty lim-
its of most experiments.

Ref. 717 presented a compilation of early theoretical re-
sults for the GaAs/AlAs band offset. While our composite
experimental value agrees quite well with the predictions of
first-principles calculations by Christensen,744 Lambrecht
et al.,745 and Wei and Zunger,746 the model-solid theory of
Van de Walle129 obtained a slightly larger offset of #Ev
!0.59 eV and the transition-metal impurity theory of Langer
et al. yielded a smaller value of 0.453 eV.747 Similarly small
values were also predicted by the dielectric midgap energy
models of Cardona and Christensen748 and Lambrecht and

FIG. 10. Conduction !filled" and valence !open" band offsets for the 12
binaries. The $-valley energy gap for a given binary corresponds to the
difference between the conduction and valence band positions, i.e., the
length of the vertical line connecting the filled and open points. Similarly,
the conduction !valence" band offset between two distinct binaries corre-
sponds to the energy difference between their respective conduction or va-
lence band positions on the absolute energy scale of the figure.

FIG. 11. Valence band offset as a function of lattice constant. The offsets
for binaries and lattice-matched ternaries are indicated by points, offset
variations with composition for lattice-mismatched ternaries !not including
strain effects" are given by dashed curves, and the VBO ranges for quater-
nary alloys lattice matched to a particular substrate material !GaAs, InP,
InAs, or GaSb" are given by the vertical solid lines.

FIG. 12. Conduction band offsets corresponding to the VBOs in Fig. 11.
The various points and curves have the same meaning as in that figure.

5855J. Appl. Phys., Vol. 89, No. 11, 1 June 2001 Appl. Phys. Rev.: Vurgaftman, Meyer, and Ram-Mohan

Downloaded 24 Jul 2012 to 141.213.172.210. Redistribution subject to AIP license or copyright; see http://jap.aip.org/about/rights_and_permissions

no reports of temperature variations that exceed the experi-
mental uncertainties, in all cases we will take the valence
band offsets to be independent of T.

Recommended valence band offsets !VBOs" !open
points" and conduction band offsets !CBOs" !filled points"
for all 12 of the binaries are summarized in Fig. 10. The
extent of the energy gap for each material is indicated by the
vertical line. Relative positions of the CBOs and VBOs in
this figure may be compared to determine the offset for any
given heterojunction combination.

The recommended VBOs for materials lattice matched
to the common substrate materials of GaAs, InP, InAs, and
GaSb are shown in Fig. 11. The points indicate offsets for
binary and ternary compounds, while the vertical lines sig-
nify VBO ranges that are available using lattice-matched
quaternaries. Since a linear variation with composition is as-
sumed for all quaternaries, simple interpolation between the

end point offsets yields the VBO for any desired quaternary
alloy. The dashed lines illustrate VBO variations in a number
of important lattice-mismatched ternary alloys. Correspond-
ing conduction-band offsets are given in Fig. 12. Although
strain effects are neglected in these plots, they are relatively
strong and must be included to determine the correct CBO.
Note also that since the band gap variation with composition
is in general nonlinear !and sometimes double valued", a
given point on one of the vertical lines in Fig. 12 does not
necessarily map to a single, distinct quaternary alloy compo-
sition.

A. GaAsÕAlAs

The GaAs/AlAs heterojunction, which is unique among
the III–V semiconductors in terms of growth quality and
lattice match, is also the one that has received the most in-
tensive investigation over the years. Although the early work
by Dingle et al.720,721 suggested that nearly all of the discon-
tinuity was in the conduction band, later measurements es-
tablished the well-known 65:35 split between the conduction
and valence bands, respectively.717 Batey and Wright exam-
ined the full range of AlGaAs compositions and found that a
linear variation of the band offset with Al fraction fitted the
results quite well.722 Although other reports have implied a
slight deviation from linearity,723 we will take the small bow-
ing to occur entirely in the CBO. With this assumption, we
average the results obtained for GaAs/AlGaAs by various
measurement methods717,724–743 to obtain the relative VBO
between GaAs and AlAs. The result is #Ev!0.53 eV
!0.34#Eg , which is the best known value for all of the
III–V semiconductors and is well within the uncertainty lim-
its of most experiments.

Ref. 717 presented a compilation of early theoretical re-
sults for the GaAs/AlAs band offset. While our composite
experimental value agrees quite well with the predictions of
first-principles calculations by Christensen,744 Lambrecht
et al.,745 and Wei and Zunger,746 the model-solid theory of
Van de Walle129 obtained a slightly larger offset of #Ev
!0.59 eV and the transition-metal impurity theory of Langer
et al. yielded a smaller value of 0.453 eV.747 Similarly small
values were also predicted by the dielectric midgap energy
models of Cardona and Christensen748 and Lambrecht and

FIG. 10. Conduction !filled" and valence !open" band offsets for the 12
binaries. The $-valley energy gap for a given binary corresponds to the
difference between the conduction and valence band positions, i.e., the
length of the vertical line connecting the filled and open points. Similarly,
the conduction !valence" band offset between two distinct binaries corre-
sponds to the energy difference between their respective conduction or va-
lence band positions on the absolute energy scale of the figure.

FIG. 11. Valence band offset as a function of lattice constant. The offsets
for binaries and lattice-matched ternaries are indicated by points, offset
variations with composition for lattice-mismatched ternaries !not including
strain effects" are given by dashed curves, and the VBO ranges for quater-
nary alloys lattice matched to a particular substrate material !GaAs, InP,
InAs, or GaSb" are given by the vertical solid lines.

FIG. 12. Conduction band offsets corresponding to the VBOs in Fig. 11.
The various points and curves have the same meaning as in that figure.

5855J. Appl. Phys., Vol. 89, No. 11, 1 June 2001 Appl. Phys. Rev.: Vurgaftman, Meyer, and Ram-Mohan

Downloaded 24 Jul 2012 to 141.213.172.210. Redistribution subject to AIP license or copyright; see http://jap.aip.org/about/rights_and_permissions



 

 99 

 

(a) 

 

(b) 

Figure 6.3 (a) Structure of the quantum-dot-in-a-fence barrier with Ga0.51In0.49P and (b) 
the expected band diagram of the heterostructure 
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APPENDIX A 

Eight-band k.p model within the envelope function approximation 

The eight-band k.p model within the envelope function approximation is widely 

used to calculate the electronic structure of semiconductor heterostructures when the 

coupling between the conduction, heavy-hole, light-hole, and spin-orbit bands needs to be 

considered carefully in the electronic structure of the system.  

In the formula, the wavefunction can be expanded in terms of the basis , 

   (A.1) 

where  is the Γ point Bloch functions of the conduction, heavy-hole, light-hole, and 

spin-orbit bands corresponding to Γ6, Γ7, and Γ8 of the zinc-blend crystal  
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and  is the envelope function of the i-th basis. The wavefunction satisfies the time-

independent Schrödinger equation  

   (A.3) 

with the Hamiltonian 

   (A.4) 

where   and  are the 8×8 matrices corresponding to the second order eight-band 

Kane Hamiltonian with modified Luttinger-like parameters and the strain Hamiltonian, 

respectively. has the form 
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where 

   (A.6) 

with the modified Luttinger-like parameters are given by 

   (A.7) 

where γ1, γ2, and γ3 are the Kohn-Luttinger valence band  parameters,  and Eg is the 

bandgap. Ep can be obtained from the matrix element for the momentum operator based 

on the relation 
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where m0 is the free-electron effective mass. 
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 can be written as 

(A.9) 

 

with 

   (A.10) 

where  is the strain tensor, and , , b, and d are the deformation potentials for the 

conduction band and the valence band.  
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APPENDIX B 

GaAs solar cell fabrication procedures 

1. Top grid metal deposition  

1.1. Immerse the sample in heated Acetone for 5 min 

1.2. Immerse the sample in isopropyl alcohol (IPA) for 5 min 

1.3. Dry the sample under a stream of nitrogen 

1.4. Lithography  

1.4.1. Bake the sample at 130 °C for 2 min to remove the solvent residue 

1.4.2. Spin coat the photoresist (PR) (SPR 220-3.0 positive photoresist) at 4000 

rpm for 30 sec 

1.4.3. Bake the sample at 115 °C for 90 sec (soft bake) 

1.4.4. Expose the sample under UV light intensity of 20 mW/cm2 in hard 

contact mode for 5 sec 

1.4.5. Bake the sample 115 °C for 90 sec (hard bake) 

1.4.6. Immerse and stir the sample in MF-319 developer for 1 min – pattern 

will appear 

1.5. Etch away PR residues on the exposed GaAs surface under oxygen plasma  

1.6. Immerse the sample in HCl solution (HCl:H2O = 1:1) for 1 min to remove native 

oxide on the exposed GaAs surface  
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1.7. Deposit metal layers using E-beam evaporator 

1.8. Lift-off  

1.8.1. Immerse the sample in Acetone until the grid metal pattern appears 

completely 

1.8.2. Rinse the sample in IPA 

1.8.3. Dry the sample under a stream of nitrogen 

2. Mesa isolation 

2.1. Lithography – back to 1.4 

2.2. Phosphoric acid etch (H3PO4:H2O2:H2O = 3:1:25) 

2.2.1. Fill the beaker with DI water 

2.2.2. Pour hydrogen peroxide (H2O2) in to the beaker 

2.2.3. Add phosphoric acid (H3PO4) into the beaker 

2.2.4. Immerse the sample in the solution (etch rate is approximately 0.3 

µm/min) 

2.2.5. Rinse sample in DI water 

2.2.6. Dry the sample under a stream of nitrogen 

3. Bottom ohmic contact deposition  

3.1. Deposit metal layers using E-beam evaporator 

3.2. Remove the PR layer on top using Acetone 

3.3. Rinse the sample in IPA 

3.4. Dry the sample under a stream of nitrogen 

4. Top contacting GaAs layer removal 
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4.1. Etch away the top GaAs layer by reactive ion etching (RIE) with BCl3 and Ar-

based plasma 

4.2. Citric acid etch (Citric Acid:H2O2:H2O = 3:1:150) – GaAs residue removal 

4.2.1. Fill the beaker with DI water 

4.2.2. Pour hydrogen peroxide (H2O2) in to the beaker 

4.2.3. Add citric acid into the beaker 

4.2.4. Immerse the sample in the solution  

4.2.5. Rinse sample in DI water 

4.2.6. Dry the sample under a stream of nitrogen 

5. Annealing 

5.1. Anneal the sample at 400 °C for 60 second by rapid thermal processing (RTP) 

6. Anti-reflection coating 

6.1. Deposit ZnS/MgF2 bilayer using E-beam evaporator 
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