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Chapter One

Introduction

1.1 Interfacial Water

The rates of chemical reactions in the aqueous phase are often influenced by the dynamics of the solvent surrounding the reactants making the study of solvent dynamics of particular interest. For biological reactions and processes, the rates and dynamics of a reaction \textit{in vitro} will differ from those \textit{in vivo} due to the cytosol of a living cell being crowded with biological macromolecules (e.g. proteins, lipid membranes, RNA, and fibrils) that account for more than 300 mg/ml. Hydrated biological macromolecules induce a restructuring of water's hydrogen bonding network leading to lost hydrogen bonds as well as constraints on the dynamics of water at the interface of biological macromolecules. Understanding the influence biomacromolecules have on the dynamics of interfacial water are therefore of an interest in biophysical research, but are difficult to measure experimentally, where one
requires both the capability of measuring subpicosecond dynamics and the ability to probe the interfacial water selectively.

In recent years, multiple experimental techniques have been developed to measure the dynamics at the biomacromolecule-water interface. Probing tryptophan residues, time resolved fluorescence up-conversion can site specifically measure the dynamics of interfacial water neighboring the tryptophan7,8. NMR spectroscopy, using nuclear Overhauser effect (NOE), can measure the interfacial water of a protein encapsulated within reverse micelles9, while the recently developed Overhauser effect dynamic nuclear polarization (ODNP) technique can be used to measure the dynamics of water within 1.5 nm of a nitroxide radical moiety bound to the lipid membrane10. Additionally, molecular dynamics simulations have been used to model the interfacial water of a lipid membrane, finding the choline lipid head groups and the interfacial water to form a “clathrate” shell11. Additionally, these studies found the choline head group to be as important as the phosphate group for absorbing water12. Vibrational spectroscopy is a promising experimental technique capable of measuring the subpicosecond dynamics of water due to its ultrafast capabilities and the inherent relationship between spectral dynamics and solvent dynamics (vide infra).

Vibrational spectroscopy has long been used to study the dynamics of bulk water by measuring the spectral diffusion of the OH and OD stretches of HOD in D2O and H2O respectively, which found the spectral diffusion time constant of OH and OD to be 1.6 and 1.1 ps respectively13-15. These spectral diffusion time constants are thought to represent the time scales of the hydrogen bond network reorganization for D2O and
Although these methods are capable of studying the bulk dynamics of water, measuring the reorganization of the hydrogen bond network at the interface of a biological macromolecule requires an experiment capable of exclusively probing the interfacial water. One method of accomplishing this task is by eliminating the bulk altogether such as water confined in a reverse micelle.

A reverse micelle has three primary component parts – a nonpolar solvent and water separated by a surfactant (Fig. 1.1) – where the size of the micelle is determined by the ratio of surfactant to water. Generally, the size of the micelle is small enough, 1-6 nm in diameter, such that the majority of the water molecules encapsulated by the surfactant are at the interface of the surfactant. Both the Elsaesser and Fayer groups have taken this approach in studying the interfacial water dynamics of a membrane with ultrafast vibrational spectroscopy. The work of Costard et al. of the Elsaesser group found the vibrational lifetime of the OH stretch, which the authors attribute to the spectral diffusion of the OH stretch, is dependent on the size of the micelle\textsuperscript{16}. Fenn et al.
of the Fayer group also studied the OH stretch of HOD in D₂O in reverse micelles, but rather than studying the lifetime, they directly measured the spectral diffusion through lineshape analysis of 2DIR spectra. Similar to the findings of Costard, as micelle size increased, the spectral diffusion accelerated. These findings suggest that as the size of micelle decreases, the hydrogen bond network of the interfacial water spans the length of the micelle.

1.2 Site Specific Labeling

An alternative to eliminating the bulk water is to site specifically label the interface of a biological macromolecule with a vibrational probe sensitive to the dynamics of water. The phosphate group is capable of probing the dynamics of the interfacial water, but is located in a cluttered region of the spectrum. Metal carbonyls are excellent vibrational labels due to their exceptionally large transition dipole moment that is located in a relatively uncluttered region of the spectrum (~2000 cm⁻¹) and their high sensitivity to solvent fluctuations. King and Kubarych labeled the interface of hen egg white lysozyme (HEWL) with the ruthenium dicarbonyl at the structured α-domain. These studies first measured the spectral diffusion time constant of CORM-2 and PI-CORM ([CO]Fe[N₅C₂₂H₂₁]) in bulk D₂O (denoted CORM due to their carbon monoxide releasing abilities) and found the spectral diffusion time constants to be nearly identical to the spectral diffusion time constant of the OH stretch of HOD in D₂O, 1.5 ± 0.3 ps and 1.6 ± 0.4 ps respectively indicating that the spectral diffusion of a metal carbonyl is a direct measure of the hydrogen bond network restructuring. The spectral
diffusion time constant of the ruthenium dicarbonyl coordinated at the interface of HEWL, in comparison, is roughly a factor of two slower, 2.7 ± 0.4 ps, indicating that constraining effects of HEWL slow the dynamics of the interfacial water. Additionally, the authors measured the spectral diffusion of coordinated ruthenium dicarbonyl in a series of glycerol mixtures (0-80%) and found that despite a 100 fold increase in viscosity, the spectral diffusion of the interfacial water only exhibits a three fold slow down, which suggests a weak coupling between the hydration water and the bulk solution.

Although the work of King and Kubarych demonstrate that ruthenium dicarbonyl adequately probes the ultrafast dynamics of the interfacial water of HEWL, the utility of ruthenium dicarbonyl as an interfacial probe is limited to proteins with a surface histidine. In chapter four of this thesis we demonstrate how the interfacial water of a lipid membrane can be probed with a metal carbonyl label. We accomplish this by first synthesizing the novel probe, (cholesteryl benzoate) chromium tricarbonyl (chol-BCT), through the use of a simple esterification with hydroxyl group of cholesterol, which we subsequently embed into a lipid bilayer. A full characterization of chol-BCT and its orientation can be found in chapter four. Additionally, we find this esterification to be capable of labeling multiple biologically relevant hydroxyl groups suggesting that it may be used as a universal labeling method.

1.3 Nanoconfinement

In chapter five, we directly test how confinement alters the spectral diffusion
time constant with the model system of cyclopentadienyl manganese tricarbonyl (CMT) motif confined in the simple β-cyclodextrin ring. Measuring the spectral diffusion time constant in a series linear alcohols, we found the spectral diffusion of confined CMT always to be faster than that of CMT in neat alcohol, which was surprising because molecular dynamics (MD) simulations of β-cyclodextrin in methanol measured the reorientation correlation function near β-cyclodextrin to decay slower than that of neat methanol. We propose that the faster spectral diffusion time constants of CMT complexed with β-cyclodextrin arise from the β-cyclodextrin excluding solvent molecules, which in turn reduces the size of the conformational space. To test the dependence of the spectral diffusion time constant on the number of solvating alcohol molecules, we compared the spectral time constants of CMT and CMT in β-cyclodextrin to dimanganese decacarbonyl (DMDC) and implemented a simple Monte Carlo simulation finding that both tests support the hypothesis that the spectral diffusion time constant is dependent on the size of the conformational space. Because the size of the conformational space is related to entropy, it is possible that the spectral diffusion time constant could be related to the entropy of its surroundings but further work is required to make this connection rigorous. It is not uncommon to relate conformational dynamics to the conformational entropy. For biological macromolecules, the NMR relaxation constant is related to the interaction vector autocorrelation function through the Lipari and Szabo model-free formalism, which then can be related to the conformational entropy.
1.4 Accelerated Data Acquisition

If the spectral diffusion time constant were to be used to measure dynamics as a function of thermodynamic properties, it would be advantageous to rapidly measure the spectral diffusion so that a series of measurement can be made scanning a single variable (e.g. temperature) while holding all other variables constant. Currently, the most accurate method of measuring spectral diffusion is with two-dimensional infrared (2DIR) spectroscopy. Although 2DIR is a powerful spectroscopic technique, 2DIR requires measurements along two spectroscopic dimensions making data acquisition time consuming. In the Kubarych group data acquisition and processing of a single spectral diffusion measurement requires ~3 hrs, while others in the field require multiple days to acquire a single spectral diffusion measurement. In chapter two we demonstrate how the pulse sequence of 2DIR can be altered to rapidly acquire the spectral diffusion (RASD) and process the data in less than 3 min. A full tutorial of how to use RASD in the laboratory can be found in chapter seven. In chapter six we demonstrate the ability of RASD by measuring the internal rotation of BCT and find that the internal rotation does not have a solvent dependence. Although RASD is capable of accelerating the data acquisition time, it also loses the ability to measure other physical phenomena such as intramolecular vibrational redistribution (IVR) and chemical exchange. In chapter three, we demonstrate how compressed sensing (CS) is capable of reducing the data acquisition time while maintaining the ability to measure all of the experimental observables of a 2DIR spectrum including IVR and chemical exchange.
In summary, this thesis describes in detail the methods needed to site specifically measure the dynamics of the interface between a biological macromolecule and its hydration water. Chapters two and three describe novel spectroscopic techniques to accelerate the data acquisition time while in Chapter four, we demonstrate how a simple esterification can be used to label the membrane-water interface of a lipid bilayer. In chapter five we explore how the spectral diffusion time constant is potentially related to entropy. Lastly, chapter six is an implementation of the RASD technique and chapter seven is a tutorial of how RASD is implemented in the Kubarych group.

1.5 Vibrational Spectroscopy

Vibrational spectroscopy has proven to be a powerful tool in the study of biological phenomena. A simple linear FTIR spectrum of a chromophore in the condensed phase can offer insightful information on the environment experienced by the chromophore. For instance, the analysis of the spectral width can measure the distribution of the chromophore’s local environments\textsuperscript{23, 24} while the location of the peak can be a measure of the magnitude of the electric field at the chromophore\textsuperscript{25, 26}. Adding complexity to a linear vibrational spectroscopy can help extract additional information from a chromophore; the measure of polarized attenuated total reflectance (ATR) is used to determine the orientation of a peptide at the surface of a lipid\textsuperscript{27, 28}, adding an ultraviolet pulse allows measurements of the bonding at a protein’s active site\textsuperscript{29-31}, and chemical triggering a protein reaction with a denaturant can probe its structural changes.

Similar to NMR spectroscopy, the introduction of multiple interactions to
vibrational spectroscopic techniques correlates frequencies over spectral dimensions. Specific to vibrational spectroscopy, multiple dimensional vibrational spectroscopy is used in experiments such as chemical exchange, intramolecular vibrational energy redistribution (IVR), and spectral diffusion. The work presented in this thesis focuses on the use of spectral diffusion and in the remainder of this chapter, I will give an overview of the theoretical and historical developments of spectral diffusion.

1.6 Spectral Diffusion

Vibrational modes have finite spectral widths that arise from homogeneous and inhomogeneous broadening. All chromophores experience some amount of homogeneous broadening that arises from the Fourier transform limit of the chromophore’s free induction decay (FID) whose dephasing arises from the random phase kicks of the environment. Generally, the variance in homogeneous width of a given vibrational mode from solvent to solvent is small. Conversely, a chromophore only experiences inhomogeneous broadening when exposed to a multiplicity of complex environments. Therefore, not all spectral widths exhibit inhomogeneous broadening and those that do are highly dependent on the solvent.

Consider an ensemble of chromophores in the condensed phase; at any given moment this ensemble will have a distribution of transition frequencies due to differences in their local microenvironments. As these microenvironments fluctuate due to the dynamics of their surroundings, the transition frequency will also fluctuate. If the microenvironment fluctuations are much slower than the homogeneous dephasing time,
the line shape will simply represent the distribution of microenvironments available to
the ensemble of chromophores. At the other limit, where the microenvironment
fluctuations are much faster than the homogeneous dephasing such that all
chromophores experience all of the microenvironments available within homogeneous
dephasing time, the spectral width will be “motionally narrowed” and will only exhibit
homogeneous broadening in the linear spectrum. This process of the transition
frequency diffusing with the fluctuations of the surrounding solvent molecules is
known as spectral diffusion, and its inherent correlation to dynamics of the solvents
allows spectral information to report on solvent dynamics.

Consider the O-H stretch of water as an example; because the frequency of a
hydrogen bonded water molecule will be red-shifted relative to a water molecule
lacking a hydrogen bond, the O-H stretch is inhomogeneously broadened. Because each
water molecule is continuously breaking and forming hydrogen bonds with its
neighbors, the instantaneous frequency will constantly fluctuate, leading to spectral
diffusion.

Spectral diffusion is quantified through the normalized frequency-frequency
correlation function (FFCF):

$$\tilde{C}(t) = \frac{\langle \delta \omega(0) \delta \omega(t) \rangle}{\langle \delta \omega^2 \rangle}$$  \hspace{1cm} (1)

Where $\delta \omega(t)$ are the frequency’s fluctuations from the average, $\delta \omega(t) = \omega(t) - \langle \omega \rangle$, and
because $\tilde{C}(t)$ is normalized, it will range from 1 to -1 and is unitless. A sum of
exponentials is often used to describe the FFCF giving the form$^{21,39,40}$:
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\[ C(t) = \frac{\delta(t)}{T_2} + \sum_i \Delta_i^2 e^{-t/\tau_i} \]  \hspace{1cm} (2)

Where \( T_2 \) represents the pure homogeneous dephasing time, \( \Delta_i^2 \) is the amplitude of the frequency fluctuations, \( \tau_i \) is the spectral diffusion time constant, and the delta function represents the motional narrowing. In the work presented here, it is often the spectral diffusion time constant, \( \tau_s \), that is of highest interest because it reflects the dynamics of the solvent.

1.7 Measuring Spectral Diffusion

1.7.1 Spectral hole burning. Utilizing a chromophore’s transition dipole moment’s ability to diffuse due to its fluctuating microenvironment has long been a tool in measuring the solvent dynamics with spectral hole burning experiments\(^{41}\). Because of the role that water dynamics play in many biological reactions, one system of particular interest is the OH stretch of water. Water has an exceptionally broad width of 235 cm\(^{-1}\) at the full width half maximum (FWHM) and is centered at 3400 cm\(^{-1}\). More than 20 years ago, Graener et al. used spectral hole burning to measure the spectral dynamics of water by first burning a hole in the OH width with a narrow bandwidth, \( \sim 20 \) cm\(^{-1}\) FWHM and 11 ps in duration, and then probing with a second broad band pulse delayed by \( t_D \). By measuring the peak shape of the probe as a function of \( t_D \), the OH spectral dynamics were measured on the picosecond time scale\(^{42}\). Because the pump pulse requires a spectrally narrow bandwidth, and is therefore long in duration, the time scales that the spectral hole burning experiment is capable of measuring is limited by the inverse of the pump linewidth, which is narrower than the inhomogeneous
width of the transition frequency. Four wave-mixing techniques and their use of sub-picosecond pulses allowed for the measurement of spectral diffusion with sub-picosecond resolution.

1.7.2 Four wave-mixing techniques. Multiple third order experiments are capable of measuring the spectral diffusion of a chromophore, all of which require interaction with three infrared pulses $E_1$, $E_2$, and $E_3$ separated by the three time delays $t_1$, $t_2$, and $t_3$ (Fig. 1.2). These fields induce a nonlinear polarization in the chromophore represented as:

$$P^{(3)}(t) = \int_{-\infty}^{\infty} dt_3 \int_{-\infty}^{\infty} dt_2 \int_{-\infty}^{\infty} dt_1 R^{(3)}(t_1, t_2, t_3) E(t)^3$$  (3)

Where $R^{(3)}$ represents the third order response function and $E(t)$ the laser generated fields. Typically, infrared spectroscopy is modeled through the use of response functions that assume the second-order cumulant approximation, where the bath potential surface is assumed to be harmonic, and under the short time approximation, a commonly used approximation in vibrational spectroscopy, where the dephasing times, $t_1, t_3$, are assumed to be short relative to the $t_2$ dependent correlation function. The laser generated pulses in the experiments of this manuscript are $\sim 100$ fs. Hence, it is common to invoke the impulsive limit, and take the signal to be proportional to the response function. The signal generated by the nonlinear polarization after interacting with the three fields is the experimentally observed measurement, $E_s(t_3)$, in all third order experiments. A large difference between the various third order experiments that measure spectral diffusion are the time delays $t_1$, $t_2$, and $t_3$ that are scanned during the experiment.

The chromophore begins every experiment in the ground state population, $\rho_{0,0}$,
and each interaction with a field will cause the chromophore to evolve alternatively between a coherence, \( \rho_{k,j} \), and a population, \( \rho_{i,l} \) (Fig 1.2). Assuming a two level system, four pathways are available to the chromophore that are separated into two possible phase matching conditions, rephasing (\( \mathbf{k}_R = -\mathbf{k}_1 + \mathbf{k}_2 + \mathbf{k}_3 \)) and nonrephasing (\( \mathbf{k}_N = \mathbf{k}_1 - \mathbf{k}_2 + \mathbf{k}_3 \)) (Fig. 1.2). For rephasing, the \( t_1 \) and \( t_3 \) coherences evolve with conjugate phases allowing the \( t_3 \) coherence to undo the dephasing acquired during \( t_1 \) (hence the name rephasing), while the nonrephasing coherences evolve with the same frequency which causes the \( t_3 \) coherence to increase the dephasing acquired during the \( t_1 \) coherence. The ability of the rephasing to reverse the dephasing will increase the magnitude of the rephasing signal relative to the nonrephasing signal when the vibrational mode is inhomogeneously broadened. This phenomena allows the difference between the rephasing and nonrephasing signal amplitude to be a measure of the inhomogeneous broadening. If the chromophore experiences spectral diffusion during \( t_2 \) it will lose its ability to rephase and therefore the \( t_2 \) dependence of the signal amplitude can be used

**Figure 1.2** The experiment consists of three fields that are separated by the time delays \( t_1 \), \( t_2 \), and \( t_3 \). Beginning in the ground \( \rho_{0,0} \), and will alternate between a coherence and population after each interaction with a field (J. Olgilvie and K. Kubarych 2009).
as a measure of spectral diffusion.

1.7.3 Stimulated photon echo. The inhomogeneous dephasing time of a chromophore can be measured using the stimulated photon echo (PE) experimental technique that measures the amplitude of the rephasing signal at a series of $t_1$ delays while the $t_2$ delay remains at zero throughout the experiment (Fig. 1.4A). When a vibrational mode is inhomogeneously broadened, the chromophore’s ability to rephase will shift the maximum amplitude of the rephasing signal to a positive $t_1$ delay (Fig. 1.5). When the vibrational mode does not experience any inhomogeneous broadening, the maximum

\[Figure\ 1.3\ The\ double\ sided\ Feynman\ diagram\ representing\ the\ Louisville\ pathways\ available\ to\ a\ two\ level\ system.\ A\ and\ B\ represent\ the\ “rephasing”\ pathways\ while\ C\ and\ D\ represent\ the\ non\ rephasing\ pathways.\]
amplitude of the rephasing signal will be at $t_1 = 0$ fs. Plotting the log of the rephasing signal amplitude against the $t_1$ delay, the slope of the decay of the rephasing signal amplitude can be used as a measure of the dephasing time constant. Using the PE experiment to study the O-H stretch of HOD in D$_2$O, the dephasing time of O-H, $T_2$, was found to be 90 fs, which suggests that the inhomogeneous width of O-H is 66 cm$^{-1}$.
Figure 1.5 Amplitude of the rephasing signal as a function of the $t_1$ delay time at three spectral positions ($\circ$: instantaneous response in CaF$_2$; $\star$: response of HDO in D$_2$O). The solid line in (a) represents the global fit of the water data, the dotted line the fit of the instantaneous response. Note, the peak maximum is at a positive $t_1$ delay time (Stenger 2001).

in D$_2$O$^{45}$.

1.7.4 Three-pulse photon echo peak shift. Measuring the FFCF with a third order technique was first accomplished with the three-pulse photon echo peak shift (3PEPS) experiment by measuring the rephasing signal maximum amplitude shift along $t_1$ seen in the PE experiment as a function of the $t_2$ delay. The experimental setup of 3PEPS is similar to that of PE, but requires the that both the $t_1$ and $t_2$ delays be stepped (Fig 1.4B)$^{46}$ independently creating a two-dimensional matrix, $t_1$ and $t_2$ being the dimensions, of the rephasing signal amplitude. The peak shift can be extracted at each $t_2$ delay to measure the ability of the chromophore to rephase at that $t_2$ delay. Because a chromophore that undergoes spectral diffusion during the $t_2$ delay time will lose its
ability to rephase, the $t_2$ dependence of peak shift is a measure of the chromophore’s spectral diffusion. The 3PEPS experimental technique measured the tail of the spectral diffusion process of O-H stretch in D$_2$O to have a time constant of 5-15 ps time scale$^{47}$, which, although interesting, lacks the information of the hydrogen bond dynamics that occur on the femtosecond time scale.

1.7.5 Heterodyne detected stimulated photon echo. Similar to 3PEPS, the heterodyne detected stimulated photon echo (HSPE) experiment utilizes the ability of the chromophore to rephase as a measure of the FFCF. Rather than using $t_1$ peak shift as a measure of rephasing, HSPE utilizes the delay of the photon echo after $E_3$ as a proxy for rephasing (Fig 1.4C)$^{48,49}$. The photon echo delay arises because the time required for rephasing during the $t_3$ coherence is inherently equal to the dephasing time of the $t_1$ coherence. Measuring the time delay of the photon echo requires a fourth pulse, the local oscillator $E_{LO}$, used for heterodyne detection. The time delay of the photon echo is determined by measuring the rephasing signal at a series of $\tau_{LO}$ delays. As before, if the chromophore experiences spectral diffusion during $t_2$ it loses the ability to rephase, which for the HSPE experiment will cause the delay of the photon echo to decrease. The FFCF decay times of the O-H stretch of HOD in D$_2$O measured by HSPE was found to be 130 and 900 fs, assigned to the lifetime of a single hydrogen bond and the relaxation of the hydrogen bond network respectively$^{50}$.

1.7.6 Two-dimensional infrared spectroscopy. Spectral interferometry and its ability to ability to measure the phase of the signal generated by the third order polarization$^{51}$, $P^{(3)}$, allowed for the innovation of a new third order experiment, two-dimensional
infrared spectroscopy (2DIR). The acquisition of the data for single 2DIR spectrum requires the rephasing or nonrephasing signal to be measured at a series of $t_1$ delay times while holding the $t_2$ delay constant (Fig 1.4), but unlike the experiments described above that allow for the signal to be measured by a single pixel detector, spectral interferometry requires the signal to be spectrally resolved before being measured by a pixel array detector. After the data is acquired, the 2DIR spectrum is generated by performing spectral interferometry on the acquired data followed by a Fourier transform along the $t_1$ axis.

The 2DIR spectrum generated through this process correlates the frequencies of the coherences during $t_1$ and $t_3$ by plotting their corresponding frequencies, $\omega_1$ and $\omega_3$, against each other. This ability of 2DIR to measure the frequency correlation during two separate time periods gives it the inherent ability to measure the FFCF of spectral diffusion by measuring a 2DIR spectrum at a series of $t_2$ delay times. At an early $t_2$ time delay, the frequencies during $t_1$ and $t_3$ are highly correlated causing the peak to be elongated along the diagonal; while at a large $t_2$ delay that allows for spectral diffusion, the frequencies during $t_1$ and $t_3$ lose correlation causing the peak to take a rounded shape (Fig 1.6). The FFCF can be extracted through a variety of features of an absorptive 2DIR spectrum. For example, Lazonder et al. demonstrated that the ellipticity of the fundamental transition frequency band can be related to the FFCF$^{52,53}$, and Asbury et al. showed that the FFCF can be related to the line width of a single frequency$^{39}$, $\omega_3$. Eaves et al. and Loparo et al. measured the dynamics of hydrogen bonding using the nodal line slope (NLS) to measure the FFCF of the O-H stretch of HOD in D$_2$O and found that
strained hydrogen bond configurations do not persist for an extended period of time and a hydrogen bond will reform in less than 150 fs\textsuperscript{13,54,55}. Using the center-line slope (CLS) Park \textit{et al.} measured the same FFCF and found it to have a fast, 400 fs, and slow component, 1.7 ps, representing the hydrogen bond fluctuations (i.e. wobbling in a cone) and the hydrogen bond network randomization respectively\textsuperscript{15}.

Despite the differences between 2DIR and the experiments previously described, measuring the FFCF with 2DIR is also dependent on the ability of the chromophore to rephase during the $t_3$ coherence to reverse the inhomogeneous dephasing incurred during $t_1$ coherence. The absorptive 2DIR spectrum (\textbf{Fig. 1.6}) is the sum of the rephasing and nonrephasing 2DIR spectra, which are elongated along the diagonal and anti-diagonal respectively. When a chromophore experiences inhomogeneous broadening,
the magnitude of the rephasing spectrum will be larger than the nonrephasing spectrum causing the absorptive spectrum to be elongated along the diagonal. Roberts and coworkers developed the inhomogeneous index to extract the FFCF from the rephasing and nonrephasing 2DIR spectrum amplitude rather than from the absorptive spectrum:

\[
\text{II} = \frac{A_R - A_N}{A_R + A_N}
\]  

(4)

Where II is the inhomogeneous index and \(A_R\) and \(A_N\) are the amplitudes of the rephasing and nonrephasing spectrum. Much of the work presented in this thesis uses the inhomogeneous index as a measure of the FFCF including the development of a novel third order technique that greatly reduces the experimental data acquisition time.

1.8 Summary

To make significant progress in exploring the interfacial dynamics of both hydration water and the biomolecules it solvates, we need new chemical probes as well as ultrafast, multidimensional optical techniques that we can interpret in terms of fundamental molecular dynamics. This thesis describes efforts to introduce both new metal carbonyl based vibrational probes of membrane-water interfaces, as well as fundamental studies of these labels in more simple environments. To increase experimental throughput and ensure robust experimental trends, we developed new experimental approaches for measuring ultrafast dynamics that extract specifically the key spectral diffusion observable of interest that can be linked to fast molecular motion in bulk, nanoconfined, and interfacial contexts.
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Chapter Two

Developing Accelerated Spectroscopic Techniques: Rapidly Acquired Spectral Diffusion

The work of this chapter has been published as the following article:


2.1 Introduction

Condensed phase chemical dynamics are, in principle, encoded in the linear and nonlinear optical response functions that underlie vibrational and electronic spectroscopy. Extracting the dynamical information, however, is generally complicated due to the inability of one-dimensional methods to separate homogeneous and inhomogeneous contributions to broadened line shapes. As the local microenvironment of a chromophore in the condensed phase changes due to the dynamics of the solvent, the transition frequency also changes, a process known as “spectral diffusion,” which
gives rise to the decay of the frequency-frequency correlation function (FFCF) of a given spectroscopic transition. The FFCF is defined as \( C(t) = \langle \delta \omega(0) \delta \omega(t) \rangle \), where \( \delta \omega(t) \) represents an instantaneous frequency fluctuation from the average \( \langle \omega \rangle \), such that \( \delta \omega(t) = \omega(t) - \langle \omega \rangle \). Experimentally measuring this FFCF has long been a goal of ultrafast optics and multidimensional spectroscopy.

Three-pulse Photon echo peak shift (3PEPS) is a well known experimental method that utilizes rephasing induced asymmetry to measure the FFCF, but global fitting of the data is needed to extract the FFCF from the spectroscopic features, requiring previous knowledge of the system\(^1\)\(^-\)\(^3\). Moreover, in a conventional 3PEPS experiment, both the coherence time \( (t_1) \) and the waiting time \( (t_2) \) must be scanned, resulting in a two (time) dimensional data set that requires significant acquisition times. In the past decade, two-dimensional infrared spectroscopy (2DIR) has proven to offer a robust means for measuring the FFCF\(^4\)\(^-\)\(^10\). The FFCF can be extracted through a variety of absorptive 2DIR spectroscopic features. Kwak \textit{et al.}, for example, proposed the use of

![Figure 2.1](image.png) Figure 2.1 The time ordering conventions of the four-wave mixing experiments presented here. The three pulses generated by the laser give rise to the polarization that produces the signal \( E_s(t_3) \) are separated by \( t_1 \), \( t_2 \), and \( t_3 \).
the center line slope to report the FFCF\textsuperscript{11}, while Lazonder \textit{et al.} demonstrated that the ellipticity of the fundamental transition frequency band can be related to the FFCF\textsuperscript{12,13}, and Asbury \textit{et al.} showed that the FFCF can be related to the line width of a single frequency, $\omega_3$\textsuperscript{14}. These spectroscopic features in the absorptive 2DIR spectrum arise from differences in amplitude between the rephasing and nonrephasing Liouville space pathways\textsuperscript{15}. Roberts \textit{et al.} proposed an alternative method of extracting the FFCF by comparing the rephasing and nonrephasing amplitudes directly using 2D-IR absolute magnitude spectra\textsuperscript{16}. Here, we refer to this approach as the 2DIR “peak volume inhomogeneous index” (PVII).

Recently, Park \textit{et al.} proposed that the chromophore’s ability to rephase, and therefore the FFCF, could be measured without scanning the coherence time ($t_1$, see Fig. 2.1 for ordering conventions), denoting their approach “$t_1$ resolved transient grating” (TRTG)$^{17}$. By avoiding the $t_1$ scan, data acquisition and processing time is greatly reduced. Although a promising method of rapidly measuring the FFCF, TRTG does not ideally measure the FFCF. The TRTG setup uses two photodiodes to measure the rephasing and nonrephasing spectra simultaneously in a background free direction. By detecting the rephasing and nonrephasing spectrum simultaneously, the magnitude of $t_1$ for the rephasing and nonrephasing signal is inherently the same, but, in practice, by using two independent detectors it is not possible to measure the static inhomogeneity and the use of a photodiode makes it difficult to measure the FFCF of a single mode in a cluttered spectrum since there is no spectral selection of the signal. Replacing the two photodiodes with a spectrograph and an array detector affords spectral resolution of
the signal, but with considerably added experimental complexity. Nevertheless, one could imagine recording the rephasing and nonrephasing signals on two different regions of the same CCD detector.

Reduced dimensionality approaches have been long used in NMR spectroscopy, where recording full multidimensional spectra can require significant measurement times.\textsuperscript{18,19} For instance, methods such as accordion spectroscopy make use of scanning both $t_1$ and $t_2$ simultaneously though at different rates over different time ranges, resulting in a distorted 1D spectrum where the kinetics of chemical exchange are encoded in the spectral line widths.\textsuperscript{20} Here, we demonstrate that a central observable of ultrafast 2D spectroscopy, the FFCF, can be measured with good fidelity without scanning $t_1$, but by utilizing the inhomogeneous index for the spectrally resolved, heterodyne detected signal. Additionally, we demonstrate how to accurately duplicate the $t_1$ delay so that the rephasing and nonrephasing signals can be measured on a single detector, in principle allowing measurements of the static inhomogeneous component. To test the utility of rapidly acquired spectral diffusion (RASD) we first explore the theory of the method and then compare the experimentally measured FFCF of one of the carbonyl stretching bands of cyclopentadienyl manganese tricarbonyl (CMT) using alternatively RASD and PVII. We find that the RASD directly measures the FFCF and the experimentally measured PVII and RASD are comparable. Without the need to scan $t_1$, the FFCF can be measured orders of magnitude faster, with two orders of magnitude more data points representing the FFCF, while avoiding potential phase errors that are common to 2DIR and create uncertainties in the measurements.
2.2 Methods

CMT, methanol, and butanol were purchased from Sigma Aldrich and were used without further purification. Sample solutions were made to give a concentration of ~3 mM. The sample cell consisted of two 3mm thick CaF$_2$ windows that were separated by a 100 mm Teflon spacer.

The experimental setup and data acquisition used here has been reported previously$^{21}$. Briefly, three 100 fs infrared pulses are generated by a white light seeded b-barium borate optical parametric amplifier (OPA) and difference frequency generation (DFG). The signal, $E_s(t_3)$, is collinearly mixed with a slightly delayed local oscillator. We measure dispersed single shot $E_s(t_3)$ and local oscillator with a 1340x100 pixel CCD camera after $E_s(t_3)$ and local oscillator are upconverted to the visible using sum-frequency generation with a chirped 800-nm pulse$^{22}$. Single shot detection enables $t_1$ and $t_2$ to be scanned continuously during data acquisition, and for each frame of the scan, the absolute $E_s(t_3)$ is integrated over the frequency range of interest. For 2DIR spectroscopy, diagonal peaks are differentiated from cross peaks by Fourier transforming with respect to $t_1$, giving $\omega_1$. By not performing this Fourier transform over $t_1$ we are effectively integrating over $\omega_1$. This lack of discrimination between Liouville pathways that would give rise to cross and diagonal peaks is manifested in $t_1$ scans as a signal modulation. A $t_1$ time scan refers to scanning $E_1$ in the negative time direction while $E_2$ and $E_3$ remain stationary while a $t_2$ time scan refers to $E_3$ being scanned to positive times while $E_1$ and $E_2$ remain stationary. For the $t_1$ time scan data
presented here, both the rephasing and nonrephasing data are averaged over 5 scans while they are averaged over 10 scans for the $t_2$ scans. We use zinc selenide, $n_D=2.6$, wedge pairs (7° apex angle) to manipulate the $t_1$ delay time. These wedges are calibrated to account for deformities prior to the experiment using spectral interferometry as described in our previous work. The linear encoders on the motors controlling the wedge position are capable of achieving 7.3724 nm resolution. In practice we find that the minimum displacement achievable is 36.86 nm. A movement of 36.86 nm will increase the zinc selenide optical path by 4.525 nm which results in a time delay resolution of 0.025 fs. Making our time delay resolution more than 500 times smaller than the optical cycle. Due to the unreliability of early $t_2$ times, where pulse overlap is not entirely eliminated, the fits exclude the first 250 fs of $t_2$.

2.3 Theory
2.3.1 Nonlinear optics. The experiments presented here are third-order nonlinear optical processes that require the sample to interact with three infrared fields separated in time by $t_1$, $t_2$, and $t_3$ (Fig. 2.1). These three fields create a third-order nonlinear polarization $P^{(3)}(t)$

$$P^{(3)}(t) = \int_{-\infty}^{\infty} dt_3 \int_{-\infty}^{\infty} dt_2 \int_{-\infty}^{\infty} dt_1 R^{(3)}(t_1,t_2,t_3) E(t)^3$$

that generates the measured signal field, $E_s(t_3)$. Due to conservation of momentum, the rephasing and nonrephasing signals are emitted in the $-k_1 + k_2 + k_3$ and $k_1 - k_2 + k_3$ directions, respectively, allowing us to detect the rephasing and nonrephasing signal separately in a background free direction. The distinction between rephasing and
nonrephasing arises from the evolution of the phase during $t_1$ and $t_3$. In a linear spectrum, which results from the interference of the linear free-induction decay signal and transmitted excitation field, dephasing arises from both (i.e. homogeneous) pure dephasing, which is inherently irreversible, and from inhomogeneities, which are, at least in principle, reversible. For a system with some degree of inhomogeneous broadening, which may be either static or dynamic, a rephasing echo leads to a larger amplitude signal relative to the nonrephasing signal provided the same inhomogeneity is present during the second coherence time ($t_3$). If the vibrational frequencies of the chromophores become altered during the waiting time ($t_2$) the rephasing pulse sequence will be less effective at producing an echo, and the rephasing and nonrephasing signals will be of similar amplitude. As $t_2$ is increased, the solvent molecules creating the microenvironment have more time to reorient and reduce the amplitude of the rephasing signal, and at large $t_2$ times, where $C(t_2)$ is fully decayed, the rephasing signal amplitude matches that of the nonrephasing signal amplitude. It is this difference in amplitude, the inhomogeneous index (II) that we use to determine the FFCF.

$$II = \frac{A_r - A_n}{A_r + A_n}$$

(2)

2.3.2 Response function. Typically, infrared spectroscopy is modeled through the use of response functions where the linear response function under the second-order cumulant approximation, the bath potential surface is assumed to be harmonic, is represented as\textsuperscript{10,15}:

$$R^{(2)}(t) = |\mu_{0,1}|^2 \exp[-g(t) - i\omega_{0,1}t]$$

(3)

The orientational relaxation, vibrational lifetime, and the homogeneous dephasing can
be added to eq. 3 phenomenologically but are omitted for simplicity. \(g^{(1)}(t)\) is the line shape function:

\[
g^{(1)}(t) = \langle \delta \omega^2 \rangle \int_0^t d\tau_1 \int_0^{\tau_1} d\tau_2 \tilde{C}(\tau_1)
\]

where \(\tilde{C}(t) = \langle \delta \omega(t)\delta \omega(0) \rangle / \langle \delta \omega^2 \rangle\), that we seek to extract through experimental methods. The form of \(\tilde{C}\) has been discussed extensively elsewhere\textsuperscript{23,24}, but is generally treated as being a sum of exponentials, though we have observed examples of nonexponential FFCFs in probe chromophores in glass forming liquids.

The third-order nonlinear response function \(R^{(3)}(t_1,t_2,t_3)\) used to model absorptive 2DIR is the sum of the rephasing and nonrephasing response functions. Under the short time approximation, a commonly used approximation in vibrational spectroscopy\textsuperscript{11,16}, where the dephasing times, \(t_1, t_3\), are assumed to be short relative to the \(t_2^2\) dependent correlation function,

\[
g^{(1)} = \frac{1}{2} \langle \delta \omega^2 \rangle t^2
\]

For CMT in methanol and butanol, the FWHM of the linear absorption is 16 cm\(^{-1}\), which, assuming a Gaussian line shape and dephasing, corresponds to a dephasing time of 320 fs. The dephasing time of 320 fs is significantly faster than the measured correlation time scales presented below. The rephasing and nonrephasing response functions of a two level system can be written as:
where \( l \) is the solvation reorganization energy.

2.3.3 Inhomogeneous index. Here, we develop the theoretical formulation of the frequency-frequency correlation function (FFCF) that can be measured from a nonlinear experiment without scanning \( t_1 \). The amplitudes of the rephasing and nonrephasing signals are the time integrals (over \( t_3 \)) of the absolute third-order response functions.

First we take the absolute value of the response function:

\[
|R_r^{(3)}| = \exp \left[ -\frac{\langle \delta \omega^2 \rangle}{2} \left( t_1^2 + t_3^2 - 2t_1 t_3 \bar{C}(t_2) \right) \right]
\]

\[
|R_n^{(3)}| = \exp \left[ -\frac{\langle \delta \omega^2 \rangle}{2} \left( t_1^2 + t_3^2 + 2t_1 t_3 \bar{C}(t_2) \right) \right]
\]

We then integrate over \( t_3 \):

\[
\int_0^\infty R_r^{(3)} | dt_3 = \exp \left[ -\frac{\langle \delta \omega^2 \rangle}{2} t_1^2 \right] \int_0^\infty \exp \left[ -\frac{\langle \delta \omega^2 \rangle}{2} \left( t_3^2 - 2t_1 t_3 \bar{C}(t_2) \right) \right] dt_3
\]

\[
\int_0^\infty R_n^{(3)} | dt_3 = \exp \left[ -\frac{\langle \delta \omega^2 \rangle}{2} t_1^2 \right] \int_0^\infty \exp \left[ -\frac{\langle \delta \omega^2 \rangle}{2} \left( t_3^2 + 2t_1 t_3 \bar{C}(t_2) \right) \right] dt_3
\]
\[ b = \frac{\langle \delta \omega^2 \rangle}{2} \quad g = 2t_1 \bar{C}(t_2) \] (13)

The integral can be simplified as:

\[ \int_0^\infty R_r^{(3)} dt_3 = \exp[bt_1^2] \int_0^\infty \exp[bt_3^2 + bg t_3] dt_3 \] (14)

\[ \int_0^\infty R_n^{(3)} dt_3 = \exp[bt_1^2] \int_0^\infty \exp[bt_3^2 - bg t_3] dt_3 \] (15)

Performing the integral, and defining \( A \) as \( \int_0^\infty R_s dt_3 \), \( A \) is defined as:

\[ A_r = \int_0^\infty R_r^{(3)} dt_3 = \frac{\sqrt{\pi} \exp[bt_1^2 + g^2 b/4] \left[ 1 + \text{erf} \left( \frac{g \sqrt{b}}{2} \right) \right]}{2 \sqrt{b}} \] (16)

\[ A_n = \int_0^\infty R_n^{(3)} dt_3 = \frac{\sqrt{\pi} \exp[bt_1^2 + g^2 b/4] \left[ 1 - \text{erf} \left( \frac{g \sqrt{b}}{2} \right) \right]}{2 \sqrt{b}} \] (17)

If \( H \) and \( Q \) are defined as:

\[ H = \frac{\sqrt{\pi} \exp[bt_1^2 + g^2 b/4]}{2 \sqrt{b}} \quad Q = \text{erf} \left( \frac{g \sqrt{b}}{2} \right) \] (18)

\( A^+ \) and \( A^- \) become:

\[ A_n = H (1 - Q) \quad A_r = H (1 + Q) \] (19)

The inhomogeneous index, \( II \), is defined as:

\[ II = \frac{A_r - A_n}{A_r + A_n} \] (20)

Making the inhomogeneous index of the RASD experiment defined as:
\[ II = Q \]  

Reintroducing the $Q$, $b$ and $g$, the inhomogeneous index becomes:

\[ II = \text{erf} \left( t_1 \bar{C}(t_2) \sqrt{\frac{\langle \delta \omega^2 \rangle}{2}} \right) \]  

Where erf is the error function. Finally, we solve for the FFCF:

\[ \bar{C}(t_2) = \frac{\text{erf}^{-1}(II) \sqrt{2}}{t_1 \sqrt{\langle \delta \omega^2 \rangle}} \]  

For small values of $II$ the FFCF is directly proportional to $II$, scaled by $\frac{1}{t_1 \sqrt{\langle \delta \omega^2 \rangle}}$.

Therefore, the FFCF can be directly measured by setting $t_1$ to a specific delay and then scanning $t_2$.

### 2.4 Experimental

#### 2.4.1 Setting $t_1$. Correctly measuring the FFCF with a single detector using RASD requires the delay between the first two pulses, $t_1$, to be duplicated for both the rephasing and nonrephasing, $\delta t_1 = t_1^{\text{rep}} - t_1^{\text{non}} = 0$, which requires an accurate determination of $t_1 = 0$. We first approximate $t_1 = 0$ by scattering $E_1$ and $E_2$ through a pinhole and detecting the spectral interferogram as $E_1$ is scanned relative to $E_2$. Due to the finite precision of pinhole scattering$^{27}$, which is 20 mm, we more accurately identify $t_1 = 0$ by using features from the recorded $t_1$ scan. In the presence of multiple IR active modes, the excited coherences will cause modulations of the signal as $t_1$ is scanned (Fig. 2.2A). Although the rephasing and nonrephasing response functions have opposite phases during $t_1$ the envelope of the low frequency beatings in the rephasing and
nonrephasing response functions will have identical phases, and because we only analyze the absolute value, the high frequency oscillations will also appear to be of the same phase. We set the final $t_1 = 0$ by adjusting $t_1$ such that the maximum of the $t_1$ beats in the rephasing and nonrephasing become overlapped. We find that the $t_1 = 0$ approximated by the pinhole scattering differs by $\sim 50$ fs from that of the maximum of the beatings.

Once $t_1 = 0$ is set, we select the single $t_1$ time used for the RASD scan that will maximize the signal-to-noise ratio by recording the inhomogeneous index over the $t_1$ scan (Fig. 2.2B). At early $t_1$ times, the inhomogeneous index has the form of the error function, and at latter $t_1$ times, the inhomogeneous index decays back to zero as the signal decays. Here, we maximize the signal-to-noise ratio of the RASD by selecting the

Figure 2.2 (A) The $t_1$ time delay is continuously scanned while $E_s(t_3)$ is measured and integrated over the asymmetric stretch of CMT. The high frequency oscillations along $t_1$ arise from interference between $E_1$ and $E_2$ and the beatings arise being excited at the symmetric stretch during $t_1$ and the asymmetric stretch during $t_3$. (B) The inhomogeneous index along $t_1$ is taken to determine the $t_1$ value that maximizes the signal to noise ratio to be used while measuring the FFCF. The high frequency oscillations are removed using a low pass filter and are plotted for various $t_2$ delays.
$t_1$ time with the largest inhomogeneous index magnitude. To demonstrate the $t_2$ time dependence of the inhomogeneous index, we plot the $t_1$-scanned inhomogeneous index at various $t_2$ times. Applying a low pass filter, we remove the inhomogeneous index high frequency oscillations, which will be discussed below. Note, comparing the $t_1$ of the maximum inhomogeneous index, $t_1^{\text{max}}$, for three different $t_2$ times, we find that the $t_1^{\text{max}}$ time does not significantly change as a function of $t_2$.

Another consideration that can be used while selecting the single $t_1$ time is the ability to selectively excite the transition of interest\textsuperscript{28}. The excitation probability is the product of the chromophore’s absorption spectrum and the power spectrum of the first two pump pulses, which has frequency domain modulations due to the non-zero $t_1$ time delay.\textsuperscript{29} Figures 2.3C-D demonstrate the $t_1$ time dependence of exciting the symmetric and asymmetric modes of CMT (Fig. 2.4). To quantify the ability to selectively excite a single transition, we define a contrast ($G$) of excitation between the symmetric and asymmetric modes as:

\begin{align}
\Gamma_s &= \frac{A_s - A_a}{A_s} \quad (13) \\
\Gamma_a &= \frac{A_a - A_s}{A_a} \quad (14)
\end{align}

where $A_s$ and $A_a$ are the probabilities of excitation integrated over the symmetric and asymmetric modes respectively at a given $t_1$ time (Fig. 2.3A-B). At later $t_1$ times, the magnitude of the contrast is more than an order of magnitude less than it is as early times, indicating the ability to selectively excite a specific transition is reduced. This loss of selectivity is due to the higher frequency of oscillations of the temporal streaking of the electric field’s interference pattern in the later $t_1$ times (Fig. 2.3F) relative to early $t_1$ times (Fig. 2.3E), an effect that is largely independent of the details of the molecular
2.5 Results and Discussion

2.5.1 Technique calibration. Cyclopentadienyl manganese tricarbonyl (CMT) is a well-studied piano stool metal carbonyl complex. The carbonyls have three modes that are Raman and IR active while the linear spectrum consists of two bands (Fig. 2.4); the low
frequency band is composed of two degenerate asymmetric stretches, and the high frequency band is a symmetric stretch that is blue shifted by ~80 cm$^{-1}$. Comparing the widths of the symmetric stretch bands, we see only a minimal solvent dependence, 8.07 and 8.14 cm$^{-1}$ for methanol and butanol respectively, while the asymmetric band of methanol is slightly broader than that of butanol, 17.92 and 15.78 cm$^{-1}$ respectively. Figure 2.5 shows the absorptive spectrum, which is the sum of the rephasing and nonrephasing spectrum, of the asymmetric stretch of CMT in methanol at two $t_2$ times of 0.25 ps and 5.0 ps. The ground state bleach (GSB) and stimulated emission (SE) band (red) arises from the 0-1 transitions, and the opposite-singed band (blue) is due to excited state absorption (ESA) into the anharmonically red-shifted second excited state. At early times, while the $w_1$ and $w_3$ frequencies are strongly correlated, the fundamental transition is somewhat elongated along the diagonal and the nodal line separating the GSB/SE and ESA bands is slanted; the anti-diagonal width of the fundamental transition arises from the homogeneous broadening. At latter times, when the $\omega_1$ and $w_3$ frequencies have lost correlation due to spectral diffusion, the

Figure 2.4 The linear FTIR spectra of CpMn(CO)$_3$ in methanol and butanol normalized to the symmetric band area.
The absorptive spectrum of the asymmetric band of cyclopentyldienyl manganese tricarbonyl (CMT) in methanol at (A) $t_2 = 0.25$ ps and (B) $t_2 = 5$ ps. The fundamental peak is the positive going peak (red) while the first excited transition is negative going (blue). Changes in the spectroscopic features over $t_2$ arise from spectral diffusion.

fundamental band acquires a rounded shape while the nodal line is no longer slanted.

We measure the spectral diffusion of the asymmetric stretch of CMT in methanol and butanol using the 2DIR peak volume inhomogeneous index (Fig. 2.6). The time constant from a single-exponential fit to spectral diffusion in butanol yields $4.2 \pm 0.74$ ps, which is more than twice that of the value in methanol, $1.86 \pm 0.13$ ps. This pronounced difference is in stark contrast to the nearly identical spectral widths of the linear spectra, where the width of the asymmetric band only varies by about 12%. The linewidth in the linear spectrum is only a measure of the maximum frequency fluctuations, $\Delta \nu$, available to the chromophore, but does not give any information on the number of microenvironments available to the chromophore or the timescales required to sample those microenvironments. Although there are often correlations between line shapes and spectra diffusion times, they can also be essentially uncoupled$^{30-34}$. For example,
polar environments tend to amplify motional dynamics because solvent rearrangements map strongly to spectral fluctuations. An alcohol series study of a vibrational probe Mn$_2$(CO)$_{10}$ showed a clear correlation between viscosity and spectral diffusion times, with the inhomogeneous widths varying inversely with alcohol chain length, and hence with viscosity. Though some contribution to the extracted inhomogeneous widths is likely due to the diversity of solvation environments, some contribution must also be due to the varying polarity, which induces larger changes in instantaneous vibrational frequency. Because polarity also decreases with increased chain length, it is certainly the case that our previous observation of alcohol-dependent inhomogeneous broadening contains a polarity contribution. In contrast to the inhomogeneous width, which is essentially a static property, spectral diffusion is inherently dynamical, and is decoupled from the magnitude of frequency fluctuations, since it is sensitive only to their time correlation function. The slower spectral diffusion of CMT in butanol relative
to that in methanol is therefore relatively unsurprising. Nevertheless, the insensitivity of the inhomogeneous width to solvent is noteworthy and emphasizes the limited dynamical information available from 1D spectra.

Utilizing the rapidly acquired spectral diffusion (RASD) method to measure the FFCF of CMT in methanol and butanol we see that, as expected, CMT solvation in methanol occurs much faster than does CMT in butanol (Fig. 2.7). The $t_1$ time delay values used for the methanol and butanol measurements are 786 and 768 fs respectively, where the delay was selected to maximize the signal to noise ratio. The time constants of single exponential fits in methanol and in butanol are 1.29 ± .04 ps and 5.49 ± .08 ps respectively. The RASD time constants of methanol and butanol compare favorably to those of the PVII with the largest discrepancy being that butanol measurements differ by ~30%. Nevertheless, visual inspection reveals the similarity of the extracted FFCF
values. Another noticeable difference between the PVII and RASD is the magnitude of the fit errors for the RASD being substantially smaller than that of PVII. This is due to the fact that the RASD data sets containing ~3500 data points that are averaged over 10 scans, where as the PVII data sets contain 60 data points without any averaging. The enlarged data sets of RASD gives additional confidence to the exponential fits and could allow the identification of subtle features of the FFCF that may be obscured by slow drift using the PVII.

2.5.2 Interference. An inference pattern in the frequency domain arises from the $t_1$ time delay, where the double-pulse field can either select or deselect the mode of interest. Due to the sensitivity of this interference pattern to the optical cycle, a $t_1$ difference of ~8 fs will modulate the selection of the vibrational mode of interest (Fig. 2.3).

The high frequency oscillations of the $t_1$ scan (Fig. 2.8) result from the interference patterns being imprinted onto the spectrum; the Fourier transform of these oscillations is the vibrational frequency of the asymmetric stretch of CMT, 1940 cm$^{-1}$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2_8.png}
\caption{The $t_1$ time delay continuously scanned for both the rephasing and nonrephasing signal; note, this is the same data presented in figure 2, but over a shorter time interval (a), and their corresponding Fourier transforms.}
\end{figure}
Setting the $t_1$ value of the rephasing and nonrephasing by a difference of one half of an optical cycle, $\delta t_1 = 8\, f$s, will not change the form of the rephasing and nonrephasing but will cause the relative amplitudes to be incorrect. The impact of $dt_1\neq 0$ is demonstrated by the large $t_2$ times in Figure 2.7B where the FFCF of CMT in methanol decay to a constant negative value. Because $\delta t_1 = 8\, f$s will have little impact on the form of the response function, we can test the consequence of $\delta t_1 \neq 0$ by altering the relative amplitudes of the rephasing and nonrephasing data. Using the CMT/butanol results, we compare the RASD with different rephasing scaling factors, $g$:

$$II_\gamma = \frac{\gamma A_r - A_n}{\gamma A_r + A_n}$$

(24)

Comparing $\gamma = 1.1, 1.0, \text{ and } 0.9$, shows that $g$ has a dramatic impact on the vertical offset (Fig. 2.9), $\Lambda_{1.1} = (II_{1.1} - II_{1.0}) = -.0472$ and $\Lambda_{0.9} = .052$, but has almost no effect on the form
of the decay. Adjusting for this vertical offset, the reduced \( c \)-squared,

\[
\chi^2 = \sum \frac{\left( I_{t,0} - (I_t - \Delta_I) \right)^2}{\sigma^2},
\]

of both \( \gamma = 1.1 \) and 0.9 are very small, less than \( 10^{-5} \). If the inhomogeneous index at \( t_2 = 0 \) or at large \( t_2 \) times is previously known or if only the form of the spectral diffusion is desired, the inhomogeneous index can be adjusted numerically. Of course, there are many cases where a precise value of the long-time offset is meaningful, for instance in proteins and glasses\(^{30} \) which exhibit dynamics over many time scales, and in those cases, care must be taken to set the delays properly. With the experimental methods used here, we set the \( t_1 \) delay to within 0.025 fs (\( l/640 \)) allowing RASD to be used to measure dynamics of varying time scales.

2.6 Conclusion

Exploring the utility of the RASD approach to measuring spectral diffusion, we find that both the theoretical formalism and experimental comparisons suggest that RASD provides an accurate measure of the frequency-frequency correlation function, and is simply proportional to the FFCF scaled by 

\[
\frac{1}{t_1} \sqrt{\frac{2}{\langle \delta \omega^2 \rangle}}.
\]

Experimentally, we have demonstrated that the spectral diffusion of cyclopentadienyl manganese tricarbonyl in methanol and butanol measured by PVII compared favorably to spectral diffusion measured by RASD with a single array detector, which requires the \( t_1 \) delay to be duplicated for the rephasing and nonrephasing. These experiments were achieved using a data acquisition and processing time of \(~5 \text{ min}\), which compares very favorably with other reports of metal carbonyl spectral diffusion\(^{35} \), while acquiring nearly 3 orders of magnitude more data points. In principle, the faster data acquisition of RASD allows
us to average multiple scans and measure subtle features of the FFCF that might be missed in the much slower, conventional approach based on recording the entire 2D-IR spectrum at each waiting time. We note that RASD is fully compatible with pulse-shaping based implementations of 2D spectroscopy, where the rephasing and nonrephasing signals can be obtained using phase cycling. RASD will enable real-time studies of changes in molecular dynamics on chemical systems evolving on slow time scales, such as protein aggregation, or macromolecular gelation. Future work will be required to test the robustness of the RASD method, particularly under conditions where some of the commonly the applied approximations (short time and cumulant approximations) may prove to be inappropriate.
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Chapter Three

Developing Accelerated Spectroscopic Techniques: Compressed Sensing
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3.1 Introduction

The data analysis techniques in a diverse group of fields—including magnetic resonance imaging in medicine\textsuperscript{1-3}, image processing\textsuperscript{4, 5}, astronomy\textsuperscript{6}, and genomics\textsuperscript{7, 8}—have recently been revolutionized due to the introduction of the compressed sensing method (CS)\textsuperscript{9}. In contrast to conventional Fourier transform based algorithms that convert, for example, time domain signals into the frequency domain making no assumptions about the transformed signals, compressed sensing explicitly enforces sparsity on the transformed signal. A system of linear equations that is underdetermined is known to have multiple solutions; of those solutions, the sparse solution has a maximum number of negligibly small coefficients. If the desired solution
is known to be sparse, the number of measurements required to accurately determine the solution can be greatly reduced. Since many spectroscopic methods are primarily concerned with determinations of peak positions and amplitudes, including in ultrafast, multidimensional applications, compressed sensing has the potential to accelerate data acquisition by orders of magnitude over conventional Fourier transform-based approaches.

CS has proven to be a valuable method to reduce the time required for both experimental and computational techniques\textsuperscript{10-13}. These experiments use CS to numerically calculate the Fourier coefficients from the time domain data in lieu of the commonly used fast Fourier transform (FT). With the use of CS, the number of experimentally measured data points in the time domain can be greatly reduced while maintaining a high level of spectral resolution and signal to noise ratio. Two-dimensional infrared (2DIR) spectroscopy is ideally suited to the use of CS.

2DIR is a four wave mixing experiment as represented in Fig. 3.1; the first three fields (E\textsubscript{1}, E\textsubscript{2}, and E\textsubscript{3}) interact resonantly with vibrational transitions within the pulse bandwidth, generating a signal field, E\textsubscript{s}(t\textsubscript{1}, t\textsubscript{2}, t\textsubscript{3}), that is experimentally measured in the frequency domain using spectral interferometry. The experiment is broken up into three time periods (denoted t\textsubscript{1}, t\textsubscript{2}, and t\textsubscript{3}), where t\textsubscript{1} and t\textsubscript{3} are conjugate to the frequencies ω\textsubscript{1} and ω\textsubscript{3}, respectively, and t\textsubscript{2} is the waiting time between them (Fig. 3.1). Changes in the 2DIR spectra as a function of t\textsubscript{2} yield a variety of molecular dynamical information on the picosecond time scale including chemical exchange (i.e. equilibrium reactions)\textsuperscript{14-17}, spectral diffusion due to intermediate timescale frequency fluctuations\textsuperscript{18, 19},
intramolecular vibrational energy redistribution\textsuperscript{20, 21}, vibrational relaxation\textsuperscript{22}, and coherent wave packet motion\textsuperscript{23}. In conventional experiments that fully sample the coherence times ($t_1$ and $t_3$) these molecular dynamical properties can be extracted by measuring $t_2$-dependent peak amplitudes by integrating over appropriate regions of the 2D spectra. Here, we will refer to this experimental and analytical approach as “$t_2$ dependent peak volume analysis.”

The most common implementation of 2D spectroscopy based on the three-pulse echo sequence involves the measurement of numerous $t_1$ delays. Although it depends on the inherent spectral line widths, for narrow band IR transitions, a reasonable maximum $t_1$ delay would be $\sim 10$ ps, resulting in $\sim 14000$ data points with typically oversampled points, though certainly less oversampling is feasible. Using conventional Fourier transformation, such a data set would provide 3 cm\textsuperscript{-1} resolution, and in our implementation, which uses continuously scanned time delays and a 1-kHz laser system, one 2D spectrum requires 15 seconds. It is this scanning process that limits the time to acquire a full set of $t_2$-dependent 2DIR spectra. CS offers a method to reduce the number of $t_1$ time points dramatically, where the maximum delay may be less than 500 fs, sampled with fewer than 500 data points while still effectively measuring the full
2DIR spectrum. Here, using the well characterized dicarbonyl-acetylacetonato-rhodium(I), or rhodium dicarbonyl (RDC)\textsuperscript{15, 24, 25} (Fig. 3.2), we explore the robustness of the CS method. First, we show that the key features of the two dimensional spectrum of RDC can be largely reproduced using a $t_1$ range that extends to just 2\% of that using traditional methods, while maintaining the ability to reproduce accurately $t_2$ dependent peak volume spectral features, including the coherent quantum beats. Additionally, we explore the limitations of the CS method in measuring spectra where there is a large dynamic range of spectral amplitude, as well as detailing the impact on spectral widths caused by choices of the input parameters to the CS method.

### 3.2. Theory

Consider the simple equation $A \cdot x = b$ where $b$ is a vector of length $N$, $x$ is a vector of length $M$, and $A$ is an $N \times M$ matrix. When $x$ is unknown and $N < M$, $A \cdot x = b$ is an underdetermined system allowing for multiple solutions of $x$. Compressed sensing algorithms assume that the desired solution of $x$ is a sparse solution, where sparsity is defined as the solution with a maximal number of negligibly small coefficients of the vector $x$. Utilizing CS to compute the Fourier transform is a subset of compressed sensing and requires the matrix $A$ to act as a transformation between two orthogonal bases. The discrete Fourier transform (DFT) matrix does this by casting the Fourier transform as a spectral decomposition problem\textsuperscript{26}.

Briefly, the Fourier transform of $f(t)$ is defined as
At a single frequency, \( w_0 \), the Fourier transform, \( g(w_0) \), becomes the inner product between the two functions \( f(t) \) and \( \exp(-itw_0) \). If \( f(t) \) is discrete and finite in time, the Fourier transform at a single frequency becomes

\[
g(\omega_0) = \sum_{t_i} f(t_i) e^{-i\omega_0 \Delta t}
\]

Now, if we introduce multiple frequencies and the frequency space is also discrete and finite, the Fourier transform becomes a matrix multiplication problem, \( F_{jk}f(t) \), where the coefficients of \( F_{jk} \) can be represented as:

\[
F_{jk} = e^{-iw_j \omega_i} \Delta t \Delta \omega
\]

The DFT matrix is a well-developed and elegantly derived case of \( F_{jk} \), requiring that \( F_{ij} \) be square and that both \( t_i \) and \( \omega_i \) be evenly spaced.

Here, we take \( x \) to represent the observed signal in the time domain of length \( N \),
\( b \) is the unknown of length \( M \), and \( A \) is a region of the (DFT) matrix such that the size of \( A \) is \( N \times M \). When the DFT matrix is used to calculate the Fourier transform without using compressed sensing, the DFT matrix must be square and the \( \Delta t \) and \( t_{\text{max}} \) of the experimentally measured data are linked to the \( \Delta \omega \) and \( \omega_{\text{max}} \) of the Fourier transform. Because compressed sensing only uses a region of the DFT matrix, there is no longer an enforced mapping from \( \Delta t \) and \( t_{\text{max}} \) to \( \Delta \omega \) and \( \omega_{\text{max}} \), allowing one to arbitrarily choose \( \Delta \omega \).

The basis pursuit problem (BP)\(^{28}\) is used to search for the sparse solution of \( x \) by minimizing \( \|x\|_1 \), where \( \|x\|_1 \) is defined as \( \|x\|_1 = \sum_{i=1}^{n} |x_i| \), subject to \( A \cdot x = b \). When noise is introduced to \( b \), as is the case of our measured data, for example, the basis pursuit denoising (BPDN)\(^{28}\) is preferable such that the minimization of \( \|x\|_1 \) is subject to the relaxed condition of \( \|A \cdot x - b\|_2 \leq \sigma \), where \( \sigma \) is related to the signal to noise ratio of \( b \).

### 3.3 Methods and Experimental Setup

#### 3.3.1. 2DIR setup. Our implementation of 2D-IR spectroscopy has been detailed previously\(^ {29-31} \). Briefly, the fields \( E_1 \), \( E_2 \), and \( E_3 \) are 100 fs infrared pulses generated by a white light seeded b-barium borate optical parametric amplifier (OPA) and followed by a difference frequency generation (DFG). The signal, \( E_s(t_1, t_2, t_3) \), is made collinear with a slightly delayed reference pulse. We upconvert the \( E_s(t_1, t_2, t_3) \) signal and reference pulse to the visible using sum-frequency generation with a chirped 800-nm pulse in a MgO:LiNbO\(_3\) crystal and the resulting visible light is subsequently spectrally resolved
with a 0.5-m spectrograph (1200 grooves/mm grating) and digitized with a 1340x100 pixel CCD camera synchronized to the laser at 1 kHz. The $t_1$ delay stage is scanned continuously using an optically encoded (7 nm resolution) DC motor moving one of a pair of 7° apex ZnSe wedges.

3.3.2. Sample preparation. RDC was purchased from Sigma Aldrich and was used as received. Samples were prepared to be ~8 mM and filtered before use. The sample cell consisted of a 100 mm Teflon spacer sandwiched between two 3 mm thick and 25 mm diameter calcium fluoride windows.

3.3.3. Data acquisition. The geometry of the incoming pulses is such that the acquired data is the rephasing signal. The data was collected at room temperature. The $t_2$ time steps range from -0.3 to 99.5 ps at varying time steps: -0.3 to 5 ps – 0.1 ps time steps; 5.5 to 10.5 ps – 0.5 ps times steps; 11.5 to 51.5 ps – 1.0 ps time steps; and 53 to 99.5 ps – 1.5 ps delays. To avoid drifting over the course of the experiment, the $t_2$ delays were measured in a non-sequential order. At each $t_2$ time delay, $t_1$ was varied from -0.5 to ~9ps in ~12000 steps of approximately equal size; using linear interpolation during the data

Figure 3.3 The minimization tolerance of $||b||_1$ can be thought of as the sparsity tolerance; as the tolerance is increased, the widths are also correspondingly increased.
analysis, the time steps were adjusted to be exactly evenly spaced. The $t_1$ axis is calibrated using interferometry as described elsewhere.

3.3.4. Compressed sensing. If not otherwise indicated, the CS method was used for the $E_s(t_1, t_2, \omega_3)$ data over $t_1$ time ranging between 190.7 fs to 497.3 fs. For all data, $\sigma$ was given a value of 0.03. The minimization tolerance of the BPDN algorithm can be thought of as measure of the “tolerable” sparsity. Comparing the spectra of multiple minimization tolerances (Fig. 3.3), normalized to the asymmetric stretch peak maximum, we see at larger values of minimization tolerance, the features broaden. Despite having a two orders of magnitude difference, the difference between the $\sigma = 0.001$ and $\sigma = 0.1$ spectra is comparable to the difference between the $\sigma = 0.1$ and $\sigma = 0.5$, a factor of five difference suggesting that lowering the minimization tolerance has a diminishing return on decreasing the sparsity. Although lowering the tolerance narrows the spectral widths, as the tolerance level is decreased, the computational iterations of the CS method dramatically increase; therefore, the minimization tolerance needs to be chosen with care. The 2DIR data presented here have a minimization tolerance of 0.001.

Because the two dimensional spectra require a Fourier transform over multiple $\omega_3$ frequencies that require the relative amplitudes of the spectrum to be preserved, we divide $E_s(t_1, t_2, \omega_3)$ by $|| E_s(t_1, t_2, \omega_3) ||_2$ prior to CS analysis and multiply $E_s(w_1, t_2, \omega_3)$ by $|| E_s(t_1, t_2, \omega_3) ||_2$ after the CS analysis.

Solving the BPDN problem as described above is not a trivial problem. Here, we rely on the spectral projected gradient for 1-norm minimization algorithm (SPGL1)
developed by Van Den Berg and Friedlander \(^{32}\). Because the CS method requires hundreds of matrix multiplications, relative to the fast Fourier transform the SPGL1 algorithm is computationally slow. For the \(t_2\) time data presented here, the 2DIR spectra was only produced over the \(w_3\) region of interest, 2007 to 2020 cm\(^{-1}\). The CS method is known to shift the peak maximum \(^{10}\); therefore, for ease of analysis, the \(w_1\) axis is shifted and scaled so that asymmetric band is centered at 2015 cm\(^{-1}\) and the symmetric band at 2084 cm\(^{-1}\).

3.4 Results and Discussion

To test the utility of CS we first compare the full 2DIR spectrum of RDC at a waiting time of 400fs computed with a discrete FT (Fig. 3.4a) and CS (Fig. 3.4b). We see that the CS method is capable of reproducing all of the peaks in the RDC spectrum, including both diagonal peaks, their corresponding cross peaks, and the four peaks that arise from anharmonically-shifted excited state absorption. It is also of note that the relative amplitudes of the peaks appear to be consistent between the two methods (relative peak amplitudes will be discussed further below). Because the CS method only computes the Fourier transform over \(\omega_1\), and \(\omega_3\) is determined by the spectrometer, it is not surprising that spectral differences along \(\omega_3\) are negligible. Along \(\omega_1\) we see that spectral widths of the CS method are distinctly larger than those in the FT spectrum. Because the line shapes reflect the complete \(t_1\) dephasing time, it is not surprising that the CS method lacks the capability of reproducing the \(w_1\) line shape. Additionally, we see that the cross peak at \(\omega_3 = 2015\) cm\(^{-1}\) and \(\omega_1 = 2084\) cm\(^{-1}\) is shifted by 20 cm\(^{-1}\) to the red. The ability of
CS to accurately determine the center peak position has been discussed elsewhere and was found to reflect the length of the \( t_1 \) time interval\(^{10} \).

To better understand how CS distorts the spectrum, we compare the CS method over a 307 fs \( t_1 \) interval to a FT over the full dephasing time along \( w_1 \) at a single detection frequency, \( \omega_3 = 2015 \text{ cm}^{-1} \) (Fig. 3.5). The units are arbitrary and thus we normalize the spectra to the antisymmetric peak maximum. The discrepancy in line shape as seen in Fig. 3.4 is better viewed here; the asymmetric peak FWHM from CS is more than triple the width from FT. Again, this is expected because the FWHM of a homogeneously broadened spectrum, as is RDC in hexane, is dependent on the \( t_1 \) dephasing time, but the CS analysis here only has knowledge of 307 fs of the \( t_1 \) dephasing time. A plot of the FT of the brief 307 fs \( t_1 \) interval consists of a single broad band that is significantly red shifted, and hardly resembles the FT of the full \( t_1 \) dephasing time of the CS spectrum. Although CS reproduces the general form of the FT

![2DIR spectrum of RDC in hexane at a waiting time of \( t_2 = 400\text{fs} \) where the Fourier coefficients along the \( \omega_1 \) axis are calculated using a FT (a) and CS (b).]
spectrum, we find that the dynamic range of the CS method is dependent on the length of $t_1$ interval.

Comparing the peak maximum of the CS method and the full FT, we see that the ratio of asymmetric to symmetric peak maximum of the full FT is close to the CS method (4.02 and 3.83 respectively). Because we are also interested in reproducing the $t_2$ dependent peak volume analysis with CS, reproducing the relative peak amplitudes is critical. To test the robustness of the CS method, we compute the spectrum of RDC with three different $t_1$ time intervals (Fig. 3.6). As before, we normalize the spectra to the asymmetric stretch peak maximum. As the $t_1$ time interval is reduced from 307 to 153 to 77 fs, we see the inability of the CS method to accurately reproduce the relative peak amplitude of the symmetric stretch suggesting that the dynamic range of the CS method is dependent upon the length of the $t_1$ interval. The impact that the dynamic range has on $t_2$ dependent peak volume analysis will be discussed below.

The $t_2$ dependent peak volume analysis using CS over the 307 fs $t_1$ interval compares favorably to the corresponding FT calculated peak volume analysis. The
diagonal peak of the homogeneously broadened RDC includes contributions from orientational relaxation, vibrational energy redistribution and vibrational relaxation. Comparing CS and FT, the diagonal peak of the CS method is indistinguishable from that of the FT, with no noticeable difference in the signal-to-noise ratios between the two methods (Fig. 3.7(a)). The ability of CS to reproduce the diagonal peak waiting time dynamics demonstrates that spectral diffusion, using the inhomogeneous index, can be measured with CS. Because the inhomogeneous index utilizes the difference in amplitude between the rephasing and nonrephasing signal, the $t_1$ interval must span a time where the nonrephasing signal is given ample time to dephase.

For RDC in hexane, the cross peak $t_2$ dependence measures IVR between the symmetric and asymmetric transitions. Here, we are measuring the rephasing signal where the cross peak contains oscillations that arise from a vibrational coherence between the excited symmetric and asymmetric states during $t_2$. The oscillations are at a frequency equal to the difference between the symmetric and antisymmetric
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frequencies, 69 cm\(^{-1}\). Although the cross peak \(t_2\) dependence of the CS method follows a similar trend to the FT, there are noticeable differences (Fig. 3.7(b)). At the maxima of the coherence oscillations, the CS and FT methods compare favorably, but at the minima of the coherence oscillations the CS peak volume are significantly lower than those of the FT. This deviation arises due to the \(t_1\)-duration dependence of the CS method’s spectral amplitude dynamic range. If the length of the \(t_1\) interval is decreased to 171 fs the dynamic range is decreased as well, manifested as incorrectly small cross peak volume amplitudes (Fig. 3.7(c)) at early \(t_2\). Because a decrease in the \(t_1\) interval only changes the dynamic range, the dominant diagonal peak is largely unchanged (Fig. 3.7(d)). If CS is to be used to measure dynamic cross peak volumes for both IVR, as
we demonstrated here, or chemical exchange, a careful selection of the $t_1$ interval length is required to avoid dynamic range induced distortions. Possibly, if one seeks to extract trends, rather than precise values of cross peak $t_2$ growth over a series of some other parameters such as solvent or temperature, the dynamic range distortions would be consistent throughout the series, though not if line shapes change dramatically.

Despite distorting the minima of the coherent oscillations, we see only subtle differences between the CS and FT oscillations when a simple biexponential fit is subtracted from both (Fig. 3.8(a)). The corresponding Fourier transform of these oscillations are very similar; the signal-to-noise ratios, center peak locations at 69 cm$^{-1}$, and peak widths are all nearly identical (Fig. 3.8(b)). If artifacts from the limited dynamic range remained after subtracting the biexponential fit, one might expect a ringing in the frequency domain, which is absent in the spectra. Compressed sensing can again be used to numerically determine the Fourier coefficients of the coherence oscillations. The Fourier coefficients of the CS coherent oscillations calculated with a
discrete Fourier transform were duplicated using 15% of the $t_2$ waiting time with compressed sensing\textsuperscript{33}. The reduction of the $t_2$ waiting time required to accurately measure the coherent oscillations again reduces the required experimental acquisition time.

3.5. Conclusion

We have explored the ability of compressed sensing (CS) to reproduce the fast Fourier transform (FT) 2DIR spectra and $t_2$ dependent peak volume analysis of those spectra. We found that CS is capable of accurately reproducing a 2DIR spectrum with only minor modifications to the spectroscopic features, and the CS $t_2$ dependent peak volume analysis closely mimics that of FT. The differences of the 2DIR spectrum of the FT and CS are most prevalent along $\omega_1$, where the widths of CS spectra are noticeably larger than those of the direct FT spectra. Although distortions of the line shape are expected, the line shape is a product of the full $t_1$ dephasing time and CS only uses a brief interval of the dephasing time, the distortions limit the utility of CS in performing 2DIR line shape analysis. However, the $t_2$ dependent peak volume analysis with CS shows great promise. Waiting time dependent peak volumes determined with FT and CS spectra yield only minimal changes to the form and no noticeable changes to the signal-to-noise ratios. We also find that the dynamic range can be increased by increasing the $t_1$ interval length. These findings suggest that with the use of CS, $t_2$ dependent peak volume experiments—including vibrational lifetime, spectral diffusion, IVR, chemical exchange, and coherent oscillations—can be accurately measured despite
the $t_1$ interval length being reduced by nearly two orders of magnitude. For the example system described here, the total laboratory time required to record the 189 2D-IR spectra was 150 minutes. Had compressed sensing been used, it would have been possible to obtain the dynamical information contained in the waiting time dependent peak amplitudes in less than 10 minutes. Finally, we note that there is nothing specific or idiosyncratic about RDC, which has strong narrow spectral features, since any 2DIR experiment can, in principle, be accelerated by compressed sensing, provided one does not need perfect spectral line shapes. Nevertheless, it should be possible to extract spectral diffusion and inhomogeneous line widths using the inhomogeneity index method$^{18, 34}$, where only integrated peak volumes of rephasing and nonrephasing spectra are needed.
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4.1 Introduction

The lipid membrane, and its interface with water, is central to many chemical reactions critical for life including photosynthesis, ADP oxidation, and the initiation of cell signaling cascades. Understanding the dynamical properties of the lipid membrane and the interfacial water are essential if biochemical reactions at the lipid membrane are to be understood. Vibrational spectroscopy and its ability to measure ultrafast dynamics presents an ideal technique in measuring the dynamics of a lipid membrane and interfacial water, but requires the development of novel spectroscopic labels that can adequately probe these dynamics.
Vibrational spectroscopy methods—including FTIR\textsuperscript{1-4}, polarized-ATR\textsuperscript{5, 6}, and ultrafast pump-probe spectroscopies\textsuperscript{7-9}—have long been powerful tools in disentangling complex biophysical processes. Active development of two-dimensional infrared spectroscopy (2D-IR) has revealed many aspects of biomolecular dynamics due to the method’s ability to correlate the vibrational frequency of a chromophore during two separate time periods. Despite the additional information available with 2D-IR, its nonlinear nature requires a vibrational probe to have a strong intrinsic infrared transition strength in an uncluttered region of the spectrum, while being highly sensitive of the local environment. In the case of membrane components, there are few natural options, limited largely to the phosphate head group of some lipids, which occurs at roughly 1250 cm\textsuperscript{-1}, which is clearly not a background-free region of the infrared spectrum. Unlike the case of proteins or nucleobases, there are no strong carbonyl modes that can be accessed to probe lipid membranes. The O-H stretch of water in D\textsubscript{2}O has been used to measure the dynamics of lipid membrane interfacial water\textsuperscript{10-14} but these experiments are limited to the confined water of reverse micelles and found that the dynamics of interfacial water of reverse micelles are highly dependent on the size of the reverse micelles and the solvent\textsuperscript{10, 11}. One potential motif is the metal carbonyl organometallic complex that has played a pivotal role in the development of 2DIR experiments used to study intramolecular vibrational energy redistribution\textsuperscript{15, 16}, chemical exchange\textsuperscript{17, 18}, energy relaxation\textsuperscript{16}, and spectral diffusion\textsuperscript{19, 20}. In biology, metal carbonyls have found many uses including: Carbon monoxide releasing molecules (CORM) that release physiological levels of carbon monoxide either
spontaneously or upon photo excitation\textsuperscript{21-23}, the Fe-CO motif that is commonly used to probe the hemoglobin and myoglobin active sites\textsuperscript{24-27}, a derivative of 17\eth analog that is capable of measuring hormone receptor concentration\textsuperscript{28, 29}, and a rhenium tricarbonyl complex that was shown to image the Golgi apparatus of breast cancer cells\textsuperscript{30, 31}. Recently, using 2DIR, the a surface-bound metal carbonyl complex has successfully measured protein flexibility and the hydration dynamics of globular proteins\textsuperscript{32, 33} and a cyclopentadienyl rhenium carbonyl was shown to be a robust protein label for 2DIR, but additional labels are needed to probe a more diverse range of biological systems.

We propose a novel label to probe the lipid membrane-water interface, (cholesteryl benzoate) chromium tricarbonyl, based on the benzene chromium tricarbonyl (BCT) piano stool complex (Fig. 4.1). Here, we establish a simple protocol to synthesize chol-BCT and embed it in a lipid membrane, characterize the chol-BCT complex, and then using FTIR and polarized-ATR measurements we determine the location and relative orientation of chol-BCT once embedded in the lipid bilayer. To demonstrate the robustness of the chol-BCT label, we label both a small unilaminar vesicle (SUV)\textsuperscript{34, 35}, a spherical lipid bilayer with both an external and enclosed aqueous region, as well as a bicelle\textsuperscript{36, 37} that is a planar lipid bilayer composed of a lipid forming...
the edges of the bicelle and another lipid making the bilayer. These experiments demonstrate that chol-BCT is a useful probe of both lipid environments. Using 2DIR and a similar four wave-mixing experiment, rapidly acquired spectral diffusion (RASD), we test ability of chol-BCT to probe water at the interface of a lipid membrane in these experiments and find chol-BCT to be an excellent probe for ultrafast dynamical studies.

4.2 Experimental Methods

4.2.1 Materials. (ethyl benzoate) chromium tricarbonyl was purchased from Sigma Aldrich and was used without further purification. 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC), 1,2-Dimyristoyl-sn-Glycero-3-Phosphocholine (DMPC), and 1,2-Dihexanoyl-sn-Glycero-3-Phosphocholine (DHPC) suspended in chloroform were purchased from Avanti lipids and used without further purification.

4.2.2 Bicelle preparation. The DMPC:DHPC:chol-BCT molar ratio was 65:24:1. Lipids and chol-BCT label were cosolublized in chloroform. The chloroform was subsequently removed by evaporation and was then placed under vacuum for two hours. The mixture was solubilized with a phosphate buffer at pH 7.2 to give a final lipid concentration of 120 mM. Bicelles were formed by a series of five freeze (-78 °C) thaw (30 °C) cycles.

4.2.3 SUV preparation. Two SUV preparation protocols were used. For the polarized FTIR experiments, the POPC:POPG:chol-BCT molar ratio was 8.2:2.7:1. The mixture was cosolublized in chloroform, dried, and re-solubilized with a phosphate buffer at pH 7.2
as above to give a final lipid concentration of 25 mM. After a 1 hour sonication of the mixture, a clear suspension of SUV’s was obtained. The above bicelle protocol was also used to produce a sample where choline is the only lipid head group to adequately compare the bicelle and SUV samples (Fig. 5). The POPC:chol-BCT molar ratio used in these mixtures was 10:1.

4.2.4 Polarized-ATR. Polarized attenuated total reflectance (ATR) spectroscopy was used to measure the orientation of the probe relative to the lipid surface. Polarized-ATR spectroscopy measurements were made with a Jasco FT/IR-4100 spectrometer with a ZnSe 10 internal reflections crystal (Pike Technologies) accessory. The SUVs containing the chol-BCT probe were prepared as described above and were allowed to deposit on the crystal surface for two hours. Once the SUV is deposited onto the ATR plate, we measure the amplitude of the s and p polarizations separately to determine the order parameter of the transition dipole moment$^5$:

$$S_\theta = \frac{\left( E_x^2 - R_{ATR} E_y^2 + E_z^2 \right)}{\left( E_x^2 - R_{ATR} E_y^2 - 2E_z^2 \right)} \quad (1)$$

Where $E_x$, $E_y$, and $E_z$ are the amplitudes of the evanescent waves at the surface of the ATR plate and have been derived elsewhere$^38$ and $R_{ATR}$ is the ratio of the $s$ and $p$ amplitudes, $R_{ATR} = \frac{A_p}{A_z}$. The order parameter is related to the orientation of the transition dipole moment through:

$$S_\theta = \frac{\left( 3\langle \cos^2 \theta \rangle - 1 \right)}{2} \quad (2)$$

Where $q$ is the angle between the transition dipole moment and the vector normal to the
surface of the ATR crystal and the brackets indicate the orientational ensemble average.

**4.2.5 Four-wave mixing experiments.** The experimental setups of two dimensional infrared spectroscopy (2DIR)\(^{39}\) and rapidly acquired spectral diffusion (RASD)\(^{40}\) used to test the utility of chol-BCT as an ultrafast dynamical probe are described elsewhere.

**4.2.6 DFT calculations.** All calculations were performed in Gaussian 09\(^{41}\) software suite using the B3LYP functional and 6-31+G(d) basis set for all atoms with symmetry disabled. The (ethyl benzoate) chromium tricarbonyl was first minimized before the sodium ion was introduced to the calculations. Geometry was optimized while keeping fixed the sodium ion to chromium atom distance, and was followed by frequency calculations.

**4.3 Synthesis and Characterization**

Locating chromium tricarbonyl at the water interface of a lipid membrane is achieved by labeling cholesterol with (benzoic acid) chromium tricarbonyl and then embedding the labeled cholesterol into the lipid membrane (Fig. 4.2). The (benzoic acid) chromium tricarbonyl was synthesized with a simple hydrolysis reaction of (ethyl benzoate) chromium tricarbonyl\(^{42}\). A mixture of 240 mg of (ethyl benzoate) chromium tricarbonyl and 400 mg of sodium hydroxide in 30 ml of deionized water is stirred in the dark at room temperature for 16 hrs. The progress of the reaction can be monitored as the orange colored (ethyl benzoate) chromium tricarbonyl is insoluble and the red colored (benzoic acid) chromium tricarbonyl product is soluble. The unreacted (ethyl benzoate) chromium tricarbonyl is removed through ether extraction, the product, (benzoic acid)
Chromium tricarbonyl, is then precipitated out of solution by acidifying the remaining mixture with hydrochloric acid to pH 2.0, and isolated through a second round of ether extraction.

(Cholesteryl benzoate) chromium tricarbonyl (chol-BCT) was synthesized using a Steglich esterification\textsuperscript{13}. A mixture of 700 mM cholesterol, 30 mM (benzoic acid) chromium tricarbonyl, 4 mM 4-dimethylaminopyradine, and 11 mL of N,N’-diisopropylcarbodiimide in 100 mL chloroform was placed on ice for 5 minutes and was then stirred in the dark for 3 hrs at room temperature. The product was subsequently purified through column chromatography using alumina as the stationary phase and a
3:1 mixture of heptane and ethyl acetate as the mobile phase. The light yellow colored chol-BCT is the first product through the column and is isolated from the solvent using a rotary evaporator. The N,N’-diisopropylcarbodiimide exits the column simultaneously with the chol-BCT; to ensure that the N,N’-diisopropylcarbodiimide is removed from the sample, the product is left on the rotary evaporator for an additional 20 min after the solvent is removed. The presence of N,N’-diisopropylcarbodiimide can be assessed by monitoring its C=N=C stretch at 2100 cm\(^{-1}\).

We confirmed the synthesis of chol-BCT with EI+ mass spectroscopy; the molecular ion peaks at 626.3 m/z and 542.3 m/z are of chol-BCT and chol-BCT without the carbonyls respectively. Further characterization of the product was accomplished using melting point analysis, TGA, and IR. The melting point was measured at 165 °C where as the decomposition, measured with thermogravimetric analysis, began at a much higher temperature of about 290 °C. The IR spectrum of the product – 3097, 2932, 1958, 1881, 1730, 1524, 1499, 1441, 1415, and 1370 cm\(^{-1}\) – contains the peaks of both cholesterol and (benzoic acid) chromium tricarbonyl with the exception of the O-H stretch at 3350 cm\(^{-1}\) of cholesterol.

4.4 Results and Discussion

To assess the sensitivity of the chromium tricarbonyl to the solvent environment, we measure the FTIR spectra of the carbonyl’s degenerate asymmetric modes and the symmetric mode, 1928 and 1992 cm\(^{-1}\) in hexane respectively, in multiple solvents with varying polarities (Fig. 4.3).
Both symmetric and asymmetric stretches of BCT are red-shifted with increased polarity, as is observed in many metal carbonyl complexes\textsuperscript{19, 44}. The symmetric and asymmetric stretches in the most polar solvent examined, dimethyl sulfoxide, are red shifted 22 cm\textsuperscript{-1} and 34 cm\textsuperscript{-1} respectively relative to the least polar solvent, hexane. In all measured solvents, the asymmetric peak is broader than the symmetric band, but we do not see noticeable splitting of the degenerate modes in the solvent presented here.

We assess the location of the chol-BCT carbonyls in a small unilaminar vesicle (SUV) and a bicelle by measuring their FTIR spectrum and comparing them to the spectrum of the chol-BCT in hexane (Fig. 4.4). The symmetric stretch of chol-BCT in the SUV and the bicelle are red-shifted relative to chol-BCT in hexane by 25 cm\textsuperscript{-1} and 17 cm\textsuperscript{-1} respectively indicating that the probe in both the SUV and the bicelle are in a more polar environment than hexane. Because lipid bilayers are composed of two regions, the

\textbf{Figure 4.3.} The asymmetric and symmetric modes of (benzyl) chromium tricarbonyl in a series of solvents. An increase in solvent polarity tends to red shift both asymmetric and symmetric modes.
non-polar alkane chains and the polar head groups at the water interface, the relative red shift of the carbonyls of the chol-BCT probe in the SUV and the bicelle suggests that the carbonyls are situated near the more polar head groups and the water at the interface. **Fig. 4.4** also shows that the degenerate asymmetric stretch in the SUV exhibits distinct splitting that we attribute to the carbonyl’s proximity to an ion. We verify the ion’s role in splitting the degenerate bands by performing DFT calculations on (ethyl benzoate) chromium tricarbonyl at a fixed distance from a sodium ion. The smaller size of (ethyl benzoate) chromium tricarbonyl allows for shorter computational time relative to that required for chol-BCT yet it is an adequate model of chol-BCT. We performed all calculations in vacuum, which enhances the effect of degeneracy splitting; if a solvent were to be introduced, we would expect the additional atoms to
shield the probe from the ion making the distance at which the probe senses the ion and the magnitude of the splitting to be much smaller. When the sodium ion is excluded from the calculation, the ethyl benzoate alone is capable of breaking the symmetry and splits the degenerate band by 7 cm\(^{-1}\) (Table 4.1). The sodium ion located 5 Å from the chromium atom splits the band by 195 cm\(^{-1}\), while a 10 Å distance results in a 20 cm\(^{-1}\) splitting. Hence, the pronounced splitting appears to be indicative of local electrostatics due to charges associated with the membrane, though in a real solution, the solvent will shield local charges to some extent.

Given that the SUV-bound label exhibits pronounced splitting whereas bicelle-bound label does not, it is likely that the labels are in different environments in the two cases. The oleoyl and palmitoyl alkane chains of the POPC SUV are longer and less saturated, 18:1 and 16:0 respectively, than the two myristoyl alkane chains, 14:0, of DMPC used in the bicelles. Although the shape of the SUV is spherical while the bicelle is planar, the splitting remains when the SUV is deposited on a planar surface (Fig. 5) and therefore the curvature of the SUV is not the origin of the degenerate splitting. Thus, we propose that the lack of splitting in the bicelle is due to its shorter and

<table>
<thead>
<tr>
<th>Charge Distance</th>
<th>S</th>
<th>A1</th>
<th>A2</th>
<th>Splitting</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Charge</td>
<td>2057 cm(^{-1})</td>
<td>2005 cm(^{-1})</td>
<td>1998 cm(^{-1})</td>
<td>7 cm(^{-1})</td>
</tr>
<tr>
<td>5 Å</td>
<td>2071 cm(^{-1})</td>
<td>2030 cm(^{-1})</td>
<td>1835 cm(^{-1})</td>
<td>195 cm(^{-1})</td>
</tr>
<tr>
<td>10 Å</td>
<td>2050 cm(^{-1})</td>
<td>1999 cm(^{-1})</td>
<td>1979 cm(^{-1})</td>
<td>20 cm(^{-1})</td>
</tr>
</tbody>
</table>

*Table 4.1.* The DFT calculated vibrational frequencies of the three carbonyl modes of (ethyl benzoate) chromium tricarbonyl with a sodium ion fixed 5 and 10 Å from the chromium atom and without a sodium ion.
saturated alkane chains pushing the carbonyls of chol-BCT further into the aqueous solvent reducing their proximity to the charged head groups.

Although the FTIR experimental data gives information on the location of the carbonyls in the membranes, it does not give information on the relative orientation of the carbonyls; this is determined using polarized-ATR (Fig. 4.5). We measure the $p$ and $s$ polarization amplitudes of the symmetric mode and then utilizing eq. 1 and eq. 2, we determine the orientation of the transition dipole moment of the symmetric mode relative to the ATR crystal surface. Because the lipid bilayer is deposited onto the surface of the ATR trough and the transition dipole moment of the symmetric stretch is perpendicular to the benzyl ring, measuring the ratio of the $s$ and $p$ polarization amplitudes of the symmetric stretch is a measure of the orientation of the benzyl ring relative to the lipid membrane. We measure the ratio of $p$ and $s$ amplitudes, $A_p/A_s$, 

**Figure 4.5.** We measured the relative $s$ and $p$ polarized amplitudes of the symmetric stretch using a ATR plate (A) to determine the relative orientation of the carbonyls. These measurements suggest that the vector perpendicular to the benzene ring is at an angle of $46^\circ$ from the vector normal to the membrane surface.
to be 2.5, indicating the vector perpendicular to the benzyl ring makes an angle of 46° relative to the vector normal to the membrane surface (Fig. 4.5b). The structure of the chol-BCT probe is flexible about the ester bond allowing for a distribution of probe orientations, hence the angle of 46° represents the average orientation.

We test the capabilities of chol-BCT as a dynamical probe of the membrane-water interface by analyzing two different four-wave mixing experiments on the symmetric stretch in a bicelle at 1973 cm⁻¹. The 2DIR spectrum is noticeably elongated along the diagonal indicating the band is inhomogeneously broadened due to a distribution of local environments, and is capable of measuring the microenvironment dynamics near the tricarbonyls of chol-BCT (Fig. 4.6a). We use rapidly acquired spectral diffusion (RASD) to measure the frequency-frequency correlation function (FFCF) of the label (Fig. 4.6b), and fitting the FFCF of the chol-BCT label in the lipid membrane to an exponential with an offset, \( A \cdot \exp(-t/\tau_e) + B \), gives the spectral diffusion time constant of 3.76 ps ± 0.075 ps, which compares favorably to that of CN⁻ in water¹⁵ and a metal
carbonyl probe at the surface of lysozyme\textsuperscript{32} suggesting that chromium tricarbonyl is indeed situated at the interface of the lipid membrane with water. Given the slightly slower spectral diffusion relative to the protein surface, it is possible that either the water dynamics are in fact slower near the membrane, or that the probe adopts a conformation such that it is partially shielded from the water. Nevertheless, in the case of water near DNA, slowdowns factors of 2-3 have been reported\textsuperscript{46, 47}, which are consistent with the measurements found here for the bicelle/water interface. Clearly the signal to noise ratios are sufficient to enable a broad range of 2D-IR and RASD measurements of membrane and hydration dynamics using the BCT vibrational probe.

4.5 Conclusion

The inherent nonlinear capabilities of 2D-IR spectroscopy allows 2D-IR to be a measure of the ultrafast dynamical studies, yet labels adequate for these experiments are limited. The strong intrinsic infrared transition strength and high sensitivity to local environment of (cholesteryl benzoate) chromium tricarbonyl (chol-BCT) suggests that chol-BCT is an ideal probe of the membrane-water interface. Here, we have developed a protocol for placing the chromium tricarbonyl motif at the interface of water and the lipid membrane by first synthesizing (cholesteryl benzoate) chromium tricarbonyl (chol-BCT) and then embedding the chol-BCT label in the lipid membrane. We characterized the chol-BCT label with mass spectroscopy, FTIR spectroscopy, melting point, and thermogravimetric analysis and determined the location and orientation of the chromium tricarbonyl relative to the lipid membrane through FTIR and polarized-
ATR spectroscopies. These experiments suggest that the chromium tricarbonyl motif is positioned at the membrane-water interface. The measurements of chol-BCT with the two different nonlinear infrared experiments 2D-IR and RASD suggest that chol-BCT is a useful label of interfacial dynamics. We have also used the synthesis protocol presented here to label multiple hydroxyl groups not included in this manuscript including glyceryl 1,3-dipamitate, 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoglycerol, and n-butanol suggesting this protocol can be used in diverse settings. Potentially, with the use of other similar piano stool metal carbonyl complexes (e.g. cyclopentadienyl manganese tricarbonyl), multiple chemical groups of a lipid bilayer can be labeled with the different metal carbonyl complexes allowing for additional experiments including bilayer aggregation, where different probes can observe distinct components in parallel.
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5.1 Introduction

Small molecule vibrational probes based on transition metal carbonyl complexes have the promise to significantly broaden the toolset of spectroscopic sensors of structure and dynamics in complex environments. With their exceptionally strong infrared transition moments and Raman cross sections, the carbonyl bands facilitate the use of nonlinear optical techniques, such as two-dimensional IR (2DIR) spectroscopy, that require multiple interactions with individual molecules to generate a signal. A wide variety of metal carbonyl complexes are suitable for straightforward incorporation into larger chemical contexts such as proteins and membranes using simple conjugation chemistry; their relatively small sizes minimize structural perturbations. Ultrafast
visible and IR spectroscopy has been an established means of studying metal carbonyl photochemical reaction dynamics\(^1\),\(^2\), vibrational relaxation\(^3\)\(^-\)\(^5\), and, more recently, solvation and vibrational energy redistribution\(^6\). Metal carbonyl complexes are particularly well suited to 2DIR spectroscopy because of the rich intramolecular coupling that leads to vibrational exciton bands that are largely homogeneously broadened, resulting in relatively sharp spectral features that nevertheless exhibit some degree of inhomogeneous broadening in polar solvents. These vibrational transitions offer a convenient compromise between spectral resolution and environmental sensitivity, making them useful probes of local structure and dynamics.

Metal carbonyl complexes have played a central role in the development of 2DIR spectroscopy, primarily as models of vibrational coupling\(^7\),\(^8\), energy relaxation and redistribution\(^4\), as well as serving as probes of equilibrium solvation dynamics\(^9\),\(^10\). Since some metal carbonyl complexes are structurally flexible and may exist in several conformations, it is possible to probe reaction dynamics at equilibrium using 2DIR chemical exchange spectroscopy. Specifically, chemical exchange spectroscopy has revealed the transition state and reaction kinetics of Berry pseudorotation in the fluxional Fe(CO)\(_5\) complex\(^11\) as well as both the barriers to isomerization between two conformers of Co\(_2\)(CO)\(_8\) and the solvent friction dependence of the activated crossing\(^1\),\(^12\). Recently, we have used 2DIR spectroscopy to disentangle four different isomers of [CpRu(CO)\(_2\)]\(_2\) dimers\(^13\). Using transient IR echo spectroscopy, it is also possible to identify distinct geminate rebinding products following photodissociation of the Mo–Mo bond of [CpMo(CO)\(_3\)]\(_2\) dimers, showing that the rebinding proceeds through only
one of the two thermodynamically stable isomers on the sub-50 ps time scale\textsuperscript{2}. Additionally, small-molecule models of hydrogenase enzymes have been studied in detail using equilibrium and transient 2DIR spectroscopy, revealing complex solvation and energy relaxation dynamics\textsuperscript{14}. In a series of systematic studies of dimanganese decacarbonyl (Mn\textsubscript{2}(CO)\textsubscript{10}, DMDC), dynamics in linear alcohols, we found a simple correlation between solvation dynamics and solvent viscosity\textsuperscript{10}. In contrast, the rates of intramolecular vibrational redistribution (IVR) exhibited a pronounced non-monotonic solvent dependence reflecting the local hydrogen bonding solvation shell structure identified by molecular dynamics simulations\textsuperscript{9}. Many of these observations and their interpretations are often completely absent from linear Fourier transform IR spectra, only becoming evident through the enhanced dynamical capabilities of 2D spectroscopy. One particularly striking example is our recent observation of non-exponential and non-Arrhenius spectral diffusion dynamics in a fragile glass forming liquid approaching the glass transition temperature\textsuperscript{15}. In that case, the linear FTIR spectrum exhibited no temperature dependence, highlighting its blindness to the glassy dynamics clearly exposed by 2DIR spectroscopy. The ultrafast nature of 2DIR spectroscopy has the capability to probe the complex nonreactive dynamics of a solution\textsuperscript{16}.

One particularly well-studied organometallic carbonyl complex that is promising as a vibrational probe is the piano-stool cyclopentadienyl manganese tricarbonyl (CMT)\textsuperscript{17-20}, also known as cymantrene (Fig 5.1a). Due to the versatility of its Cp ring\textsuperscript{21}, CMT is readily functionalized using chemistry adapted from ferrocene. CMT and its
derivatives are stable, finding use as an anti-knocking additive in gasoline. CMT has been investigated in the form of bioconjugates with biotin and with cell penetrating peptides as a means of introducing cytotoxic carbon monoxide to cancer cells. We are investigating the suitability of a suite of metal carbonyl complexes for use as biophysical probes, including cymantrene due to its relatively wide array of proven applications.

In addition to using 2DIR to characterize the solvent-dependent dynamics of CMT in a range of alcohols, we have also taken advantage of the fact that CMT and other organometallic metal carbonyls with cyclopentadienyl and benzyl ligands form stable inclusion complexes with various cyclodextrin hosts. Specifically, CMT binds strongly to β-cyclodextrin (β-CD), serving as a single-molecule cavity allowing us to characterize the dynamical consequences of nanoscale partial confinement. Cyclodextrins are versatile hosts capable of solubilizing nonpolar guests by virtue of the amphiphilic nature of their hydrophobic cavities and hydrophilic exteriors. The 1:1 inclusion complex between β-CD and CMT (denoted here cdCMT)
provides an essentially minimal model of a binding site, while still enabling the same
systematic variation of solvent in order to isolate the influence of confinement (Fig. 5.1b). Although a crystal structure does not currently exist, we characterize the cdCMT
structure with the carbonyls being exposed to the solvent.

To assess and calibrate the range of structure and dynamics that can be
monitored using metal carbonyl probes, here we report investigations using ultrafast
2DIR spectroscopy to systematically characterize cymantrene in a series of linear
alcohols. We have also characterized the influence of forming a 1:1 inclusion complex
with β-CD as a model for nanoconfinement. In both cases, although we find the FTIR
spectrum to depend only weakly on the alcohol chain length, the time scales of spectral
diffusion show a clear viscosity dependence as revealed by 2DIR spectroscopy. The
formation of the inclusion complex induces no discernible changes to the carbonyl
spectral bands, but it does accelerate the sampling of the available microscopic
solvation environments while maintaining the viscosity dependence of the
uncomplexed CMT. It would thus appear that solvation dynamics, as reported by the
spectral diffusion of the vibrational probe, is composed of a dynamical component
governed by motional fluctuations as well as a topological contribution due to the size
of the environmental phase space. This latter contribution should be a measure of the
configurational entropy, and we attempt to make a simple model that can correlate
solvent accessibility to configurational entropy.

We find that the spectral diffusion of the cdCMT complex is faster than that of
CMT in three different alcohol solvents, despite simulation results showing the
reorientation of alcohol molecules to be slower in the vicinity of β-CD. We attribute this surprising finding to changes in the size of the solvation conformational space, which we argue is proportional to the number of solvent molecules in the solvation shell. Adequately determining the number of solvent molecules that contribute to the microenvironment is a complex problem; as a proxy we use a geometric property of the probe, the solvent-accessible surface area (SASA). In order to test the consistency of this theory, we compare these results to previous work on another manganese carbonyl, dimanganese decacarbonyl (Mn$_2$(CO)$_{10}$, DMDC), finding that spectral diffusion of the larger SASA of DMDC is indeed slower in comparison to CMT and cdCMT over a series of alcohol solvents, which is consistent with our geometrical model. The ability to associate a purely geometrical factor with spectral diffusion will allow us to use spectral diffusion in general solvents—which may not be amenable to systematic variation—as an essentially quantitative proxy for the local viscosity, having modeled and removed the shape-dependent non-dynamical component. Applications of this approach should be particularly suitable for studies of biological membranes or protein aggregates using bioconjugated metal carbonyl vibrational probes.

5.2 Experimental and Simulation Methods

5.2.1 2DIR. Experimental 2DIR methodology and its theoretical foundations have previously been described elsewhere$^{30-33}$. The aspect of the technique that is most relevant to the present study is the ability to monitor the decay of transient spectral inhomogeneity by constructing the so-called inhomogeneity index, $I_{in}$. When implemented
using a fully non-collinear beam geometry, three input electric fields $E_1$, $E_2$, and $E_3$, separated by delays $t_1$, $t_2$, and $t_3$ produce two different background-free signals $E_{\pm}$, with wavevectors $k_\pm = \pm k_1 \mp k_2 + k_3$, corresponding to the rephasing (-) or non-rephasing (+) responses. It is well established that a properly phased linear combination of the complex rephasing and non-rephasing signal fields yields an absorptive 2D spectrum. Often the full rephasing spectrum contains more information than is needed in order to characterize the spectral dynamics, particularly in the case of the relatively well-resolved bands of metal carbonyl complexes. Since only the rephasing signal is capable of producing a photon echo, the frequency memory of a probed transition can be monitored by computing the normalized difference between rephasing amplitude ($A_-$) and nonrephasing amplitude ($A_+$) signals as\textsuperscript{34}:

$$I_{ln} = \frac{A_- - A_+}{A_- + A_+}$$

We measure the rephasing and nonrephasing amplitudes by integrating the absolute value signal over $w_1$ and $w_3$ between $1910 \text{ cm}^{-1}$ and $1960 \text{ cm}^{-1}$. $I_{ln}$ is proportional to the normalized frequency-frequency correlation function (FFCF) that underlies the optical line shape function and relates directly to microscopic solvation dynamics. In the condensed phase, microscopically distinct environments can induce transient frequency shifts, and as an excited molecule stochastically samples the available sub-ensembles, it loses correlation with its initially excited frequency. This loss of correlation is often modeled by a narrowing term and a sum of exponential decays as\textsuperscript{35, 36}:

$$C(t) = \langle \delta \omega(0) \delta \omega(t) \rangle = \frac{\delta(t)}{T_2} + \sum_i \Delta_i^2 \exp \left( \frac{-t}{\tau_i} \right)$$

(2)
where $dw(t)$ is the instantaneous frequency fluctuation from the average, and the angled brackets denote an ensemble average. The narrowing term, $T_2$, incorporates the motional narrowing, pure-dephasing, vibrational lifetime, and orientational relaxation. The number of exponential contributions needed to properly fit the FFCF is an indication of the complexity of the system.

We studied CMT and the inclusion complex with b-cyclodextrin (cdCMT) in a series of solvents. For CMT alone, 2DIR spectra were recorded in linear alcohols ranging from methanol to 1-hexanol, and cdCMT was studied in methanol, ethanol, and 1-butanol only, since b-cyclodextrin was found to be insoluble in 1-pentanol and 1-hexanol. In the case of CMT in methanol, which shows the most rapid spectral diffusion, rephasing and nonrephasing 2DIR data were collected in waiting time ($t_2$) steps of 100 fs from 0.1 to 1 ps, and in steps of 250 fs from 1 to 5 ps, and in steps of 500 fs from 5 ps to 15 ps. In all other solvents, spectra were recorded with waiting time steps of 250 fs. A full description of the fitting methods is provided in the Supplemental Information.

5.2.2 Sample preparation. CMT and β-cyclodextrin were purchased from Sigma Aldrich and were used without further purification as were all solvents. The sample cell consisted of a 100 μm Teflon spacer with 3-mm thick CaF$_2$ windows. Samples were prepared to give ~3 mM concentration. Inclusion complexes of CMT in b-CD were made by following a previously published protocol$^{26}$. Differential thermal gravimetry was used to confirm the effectiveness of the protocol (Fig. 5.2). β-CD decomposes at two temperatures separated by more than 200°C, the lower temperature decomposition is thought to
be the dehydration of the β-CD cavity, while CMT decomposes at a single temperature comparable to the β-CD dehydration. The cdCMT also decomposes at a single temperature that is comparable to the higher temperature β-CD decomposition. The CMT displaces the water from β-CD cavity and the β-CD protects the CMT from decomposition until the β-CD itself decomposes. While in solution, the stability of the complex was determined using the 1650 cm\(^{-1}\) band, which appears only for the complex (Fig. 5.3). A conjugated C=C diene produces a strong peak at 1650 cm\(^{-1}\) while an aromatic ring has no such peak. The confining constraints of the β-CD breaks the aromatic nature of the cyclopentadienyl ring symmetry forcing the ring to take the characteristics of a conjugated diene producing the 1650 cm\(^{-1}\) peak.

The structure of the cdCMT is not yet known, but due to the simplicity of β-CD, we can deduce the structure of cdCMT. β-CD is a cyclic hepta dextrin where the inner
The FTIR spectrum of the carbonyl modes have only minimal changes with the introduction of the β-CD. Yet, there is an additional peak at 1650 cm$^{-1}$ that is thought to arise from the confining space of β-CD breaking the cyclopentadienyl symmetry. Core is a hydrophobic core while the rims of the β-CD is lined with primary and secondary hydroxyl groups, making the overall structure hydrophobic. Due to the hydrophobic nature of the cyclopentadienyl ring, it is presumed that the cyclopentadienyl ring sits in the hydrophobic cavity leaving the carbonyls exposed to the solvent. The similarities of the FTIR of CMT and cdCMT in various solvents and the similar linear spectral diffusion time constant trends suggest that the carbonyls are indeed exposed to the solvent. Additionally, we see that cdCMT introduces a peak at 1650 cm$^{-1}$ (Fig. 5.3) not found in CMT that we assign to the broken symmetry of the cyclopentadienyl ring that arises from the cyclopentadienyl ring being situated in the b-CD cavity. Calculating cdCMT’s SASA, we assume the depth of cyclopentadienyl ring is centered in the hydrophobic core of β-CD with the carbonyls exiting the larger opening. Since β-CD is only partially soluble in alcohols, the concentration is limited by saturation. Before data collection, cdCMT samples were centrifuged and filtered to limit scattering.
5.2.3 **Molecular dynamics.** We implemented MD simulations of β-CD in methanol to test the dependence of the reorientation time scales on the presence of β-CD. Prior to production MD simulations, the methanol/β-CD box was energetically minimized, followed by a 100 ps NPT simulation utilizing the CHARMM software package$^{37}$. Production simulations were run for 200 ps at 2 fs time steps that produced a trajectory with 10 fs time steps. Methanol was previously parameterized$^{38}$ and we obtained the β-CD parameters using the Multipurpose Atom-Typer for CHARMM (MATCH)$^{39}$.

5.2.4 **SASA calculations.** All SASA calculations were performed in VMD 1.8.7$^{40}$. For the cdCMT SASA where the crystal structure is unknown, we assume the depth of the hydrophobic cyclopentadienyl to be centered in the β-CD cavity.

5.2.5 **Fitting Procedures.** We fit the data presented in this paper to a single exponential, 
\[ I.I. = \exp(-t/\tau_{sd}) + c \]
using the Origin 8 software package. Excluding methanol, we collected the \( t_2 \) data at 250 fs time steps beginning at 0, and extending to 15 ps. We did not include \( t_2 = 0 \) in the exponential fits due to the unreliability of overlapping pulses. Due to the fast decay of methanol, we sampled early times of methanol at 150 fs \( t_2 \) time steps and 250 \( t_2 \) time steps at latter times. The data recorded with uneven spacing were interpolated to avoid biasing the exponential fits to early \( t_2 \) times.

5.2.6 **Simulations.** One of the goals of this work is to link 2D-IR observables such as spectral widths and spectral diffusion to conformational entropy. Essentially, we seek to establish spectral diffusion as a means to quantify the extent of the solvation configuration space using a minimal model of a quasi-dipolar solvent shell. This simple
model relies on purely geometric aspects of the isolated components, such as the number of solvent molecules participating in the creation of the microenvironment. From such a model we extract apparently general requirements that must be met in order to reproduce the experimentally observed solvent dependent spectral diffusion measurements reported here. In the present study, we need to treat separately three distinct aspects of the system. The first is the solvent exposure of each solute molecule: that is, the ten terminal carbonyls in DMDC, the three carbonyls in CMT, and the three partially confined carbonyls in cdCMT. The second aspect is the solvent molecular size, which becomes larger with increasing chain length. The third consideration is the dynamics of the solvent, which if characterized by relative viscosity, slows with increasing chain length. To summarize the experimental results, for each solute, the relative spectral diffusion time scales follow the viscosity trend through a series of solvents; comparing different solutes in the same solvent, the time scales correlate to solvent accessibility. Hence, we require a model that allows us to consider in isolation

Figure 5.4 To facilitate the use of the dipole orientation, $\phi_{k,l}$ in computing the microenvironment, the dipole orientation is represented as discrete steps. Although realistic solvent molecules do not have finite orientations, due to computational time constraints and the need to enumerate all possible solvent configurations, we limit the dipole orientation to range from -10 to 10.
the role solvent accessibility plays in determining the overall spectral diffusion dynamics.

We model the trend of spectral diffusion time scales while altering the number of participating solvent molecules in order to capture the variation in solvent accessibility among the three solutes studied. To simulate the trends of spectral diffusion time scales, we implemented the following simple model. All solvent molecules are equally distant from the probe, a single variable $\varphi_{k,\tau}$ represents the orientation of a given dipole (Fig. 5.4), and the energy surface of the dipole transitions is flat and smooth. Under these assumptions, only the orientation of the solvent dipole alters the solute’s local environment, and therefore the spectral diffusion timescales. The dipole orientation is modeled as a site-correlated Gaussian Markov process. We represent the angular velocity $\omega$ of the solvent molecule $k$ at discrete time steps, $\tau$, according to equation 3:

$$\omega_{k,\tau} = \mu \cdot \omega_{k,\tau-1} + W_{k,\tau}$$  (3)

where $\mu$ represents the memory level of the system and $W_{k,\tau}$ is the random Gaussian process; correlation between solvent molecules is built into $W_{k,\tau}$ by multiplying the Cholesky decomposition of the covariance matrix $M_{ij}$ (eq. 4) by a set of uncorrelated Gaussian distributed random fluctuations, $s$ (eq. 5). The reorientation correlation of neighboring dipoles arises through energetic constraints$^{41}$, and can be modeled with a Monte Carlo simulation. To mimic a dipolar liquid with a distance-dependent intermolecular interaction, we set the covariance matrix’s off diagonal elements proportional to the inverse distance between solvent molecules. There is an overall scaling factor, $a$. $W_{k,\tau}$ is defined such that it has a mean of zero, variance of $\sigma^2$, a
temporal correlation of \(\langle W_{k,0}W_{k,t} \rangle = \delta(t)\), and the correlation between solvent molecules is given by the covariance matrix \(M_{ij}\).

\[
M_{ij} = \delta_{ij} + (1 - \delta_{ij}) \frac{\alpha}{n_{ij}}
\]

so that

\[
W_{k,t} = \text{chol}(M_{ij}) \cdot s
\]

The orientation of solvent molecules begin the simulations at \(\theta_{\text{initial}}\), making the trajectory of a specific solvent molecule’s orientation, \(\theta_k(t)\), the sum of \(\omega_{k,\tau}\) from \(\tau = 0\) to \(\tau = t:\)

\[
\theta_k(t) = \sum_{\tau=0}^{t} \omega_{k,\tau} + \theta_{\text{initial}}
\]

\(\theta\) has rigid boundary conditions enforced such that the projection \(\theta_k(t) > \theta_{\text{max}}\) is corrected to \(2\theta_{\text{max}} - \theta_k(t)\) (as is the boundary condition at \(\theta_{\text{min}}\)) and the subsequent movements, \(\omega_{k,\tau} > t\), are reversed. Since we ultimately analyze the time dependence of the microenvironment distribution, we must encode each microenvironment uniquely. This encoding requires the orientation of each solvent molecule to be represented as an integer, which is accomplished by binning the values of \(\theta_k(t)\), producing \(\varphi_{k,\tau}\). The number of bins is arbitrary, but the maximum number of bins is limited by the computational time required. For our simulations \(10 > \varphi_k(t) > -10\). \(\varphi_k(t)\) contains the solvent molecule orientations at each time step and is then used to determine the microenvironment the probe experiences. We define the microenvironment through two different methods. In the first, which we denote arrangement independent (AI), we
perform a simple sum over all the solvent orientations: 

$$E(t) = \sum_k \phi_{k,t}$$

The second treatment is arrangement dependent (AD), where each distinct arrangement of orientations is considered a distinct microenvironment and inherently produces a larger number of distinct microenvironments.

Simulations were run iteratively, producing an ensemble of microenvironment trajectories. Figure 5.5 shows the AI microenvironment distribution function $D(m;t)$, where $m$ represents a specific microenvironment and at time $t$. At $t = 0$, $D(m;t)$ is a delta function at $\theta_{\text{initial}}$ and broadens over time. Spectral diffusion is extracted from $D(m;t)$ through the sum of the residuals between the distribution at each time step and the distribution at equilibrium $D(m;\infty)$

$$R(t) = \sum_m |D(m; t) - D(m; \infty)|$$

The relaxation, $R(t)$, is the measure of how the microenvironment ensemble diffuses away from the initially prepared state at $t = 0$ and we use the half life of $R(t)$ as a
measure of spectral diffusion.

![Figure 5.6 Area-normalized experimentally measured FTIR spectrum of CMT in various solvents.](image)

5.3 Results and Discussion

5.3.1 CMT and cdCMT in linear alcohols. To assess the general solvent sensitivity of CMT, we measured FTIR spectra of CMT in multiple solvents with varying polarities (Fig. 5.6a). In these solvents, CMT exhibits the expected red shift with increased polarity observed in many metal carbonyl complexes. In dimethyl sulfoxide, the most polar solvent examined, the symmetric stretch band is shifted 13 cm\(^{-1}\) to the red relative to its position in octane, the least polar solvent studied, and the asymmetric band is shifted by 21 cm\(^{-1}\). In all measured solvents, the asymmetric peak is both broader and greater in amplitude than the symmetric band. The difference in amplitude is attributed to the fact that the asymmetric band is composed of two nominally degenerate modes. With the exception of CHCl\(_3\), we see no noticeable splitting of the degenerate asymmetric band in the solvents measured. This lack of resolvable splitting may simply be due to the fact that the spectral broadening is a more pronounced effect than is the splitting induced by
disorder. It is worth noting here that all three of CMT’s carbonyl vibrations are IR active in the gas phase, so there are no modes that are exclusively Raman active that could become IR active by the symmetry lowering induced by the polar solvents\textsuperscript{42, 43}. This latter point is in contrast to our observations in DMDC, which has 4 nominally IR active modes, 6 Raman active modes, and no modes that are both IR and Raman active.

While the linear alcohols follow the same polarity trend (\textbf{Fig. 5.6b}), the band shifts are far less pronounced. Relative to 1-hexanol, in methanol CMT’s symmetric and asymmetric bands are shifted only 2 cm\textsuperscript{-1} and 5 cm\textsuperscript{-1}, respectively. The asymmetric band widths in methanol and in hexanol differ by less than 2 cm\textsuperscript{-1}, and differences are essentially absent for the symmetric band. At the level of one-dimensional spectroscopy, the lack of apparent sensitivity of CMT would appear to limit its utility as

\textbf{Figure 5.7} 2DIR Spectra of CMT’s asymmetric peak in methanol at $t_2$ time steps of (A) 0.25 ps and (B) 5 ps. Each spectrum consists of 2 peaks, a positive valued fundamental peak at 1947 cm\textsuperscript{-1} and the anharmonic peak at 1928 cm\textsuperscript{-1}. At early times, the nodal line (NL) in red is slanted due to inhomogeneous broadening. At later times, the NL has no slope due to a loss of memory of the original vibrational frequency.
a probe of its local environment. As has been shown in several other examples, however, 2DIR spectroscopy reveals the dynamical differences that are hidden in 1D spectra\textsuperscript{10, 15} The 2DIR spectrum spreads information over two frequencies exposing spectral features which can then evolve with increased waiting time ($t_2$).

**Figure 5.7** shows the 2D spectrum of CMT in methanol, focused on the diagonal region of the spectrum corresponding to the asymmetric band at 1947 cm$^{-1}$. The region of the spectrum with negative amplitude contours (mostly red) correspond to the ground state bleach and stimulated emission pathways, and reflects the transitions probed in the linear FTIR spectrum. The band of opposite sign, immediately below the diagonal, corresponds to excited state absorption with frequencies red-shifted due to vibrational anharmonicity. In methanol, at early $t_2$, the nodal line (NL) separating the positive and negative features is slanted, reflecting an inhomogeneously broadened contribution to the absorption line-shape. The NL slope indicates that the solvation environment around the CMT solute is capable of shifting the fundamental transition frequency, leading to a temporary correlation between excited and detected frequencies. Increasing the waiting time decreases the slope as the probe samples the full range of solvation environments and loses its initial frequency correlation. This loss of memory of the original frequency is caused by spectral diffusion.

We measure the vibrational lifetime of CMT in hexane by fitting the rephasing peak volume to a to a biexponential giving two decay times of $\sim$1 ps and 42 ps, with the slower decay constant assigned to the vibrational lifetime. Previously we have measured somewhat longer $\sim$70 ps vibrational lifetimes for DMDC in alcohols, where
the carbonyls stretches are spectrally isolated and only very weakly coupled to the lower frequency modes of the molecule. In CMT, however, there is a more direct coupling between the CO units and the cyclopentadienyl ring through a bending mode that involves the Cp hydrogens and the CO ligands. A similar mode is present in the benzyl chromium analog, \( h^6-C_6H_6Cr(CO)_3 \) which also shows a <50 ps vibrational lifetime even in nonpolar solvents.

We use the rephasing and nonrephasing peak volumes to extract spectral diffusion time scales by computing the inhomogeneity index (Eq. 1). At early waiting times, there is an imbalance between the peak volumes of the rephasing and nonrephasing spectra that is due to the frequency memory still present in the ensemble of oscillators (Fig. 5.8). At later \( t_2 \) times, the imbalance in peak volume between the rephasing and nonrephasing spectra becomes indistinguishable, indicating the oscillators have fully sampled the available microenvironments. Plotting the
inhomogeneity index curves for CMT dissolved in methanol and 1-hexanol reveals the distinct solvation environments and associated difference in dynamical timescales of spectral diffusion. In this paper, all inhomogeneous index curves are fit to single exponential \( \text{Aexp}\left[ -t/\tau_{\text{spec. diff.}} \right] + B \) decays starting at waiting times of 0.25 ps. A summary of the extracted spectral diffusion time constants is shown as a function of solvent viscosity in Figure 5.9. Although the decay rate of the inhomogeneity index is dependent on the solvent, an understanding of what factors contribute to spectral diffusion are still unclear and will be explored further below. Using DMDC in the same linear alcohol series, we have previously found the spectral diffusion time constants to depend linearly on viscosity\(^1\). Here, CMT follows the same trend of slowed spectral diffusion with increased viscosity, indicating the solute’s ability to sample solvation environments is hindered by solvent friction. We also see a general trend where the standard error of the exponential fit increases as spectral diffusion time constant increases. This is not surprising; as \( t_2 \) increases, the signal to noise ratio will decrease due to the vibrational lifetime of CMT, which is essentially solvent independent. If the spectral diffusion time constant is larger, the additional noise at latter \( t_2 \) measurements will reduce the signal to noise ratio of the extracted inhomogeneous index.

Cyclodextrin host-guest inclusion complexes have been studied extensively as models for nanoconfinement, mimicking the hydrophobic active sites of enzymes, and as delivery vehicles for nonpolar drug molecules. In order to determine the viability of CMT as a probe, we measured the FTIR spectra and spectral diffusion time constants of CMT complexed with \( \beta \)-CD. Although structurally different, \( \beta \)-CD and linear alcohols
are chemically quite similar. The lone hydroxyl functional group on its alkane chain is a hydroxyl group, while the sugars of β-CD are composed of simple alkane chains and hydroxyl groups with ethers connecting adjacent sugars. From the series of four alcohols (cdCMT is insoluble in alcohols with five or more carbons), which can be considered a spectral and dynamical calibration, we expect few, if any, changes in the FTIR spectrum upon formation of the inclusion complex. Indeed, the formation of an inclusion complex has a negligible effect on the linear FTIR spectrum in the carbonyl region (Fig. 5.10). Interestingly, there is a pronounced change in the region of the spectrum associated with aromatic ring modes (Fig. 5.3), which might reflect some distortion of the Cp ring. It is surprising that distortions of the ring do not manifest themselves through any changes in the carbonyl frequencies. Moreover, these bands do not appear to influence the vibrational dynamics of the terminal carbonyl stretches since

**Figure 5.9** The spectral diffusion time scales of CMT in a series of alcohol solvents plotted against viscosity of the solvent with the corresponding linear fit (red). The standard error tends to increase as the spectral diffusion time constant increases.
the measured vibrational lifetimes are unaffected by the presence or absence of the inclusion complex (26.9 and 27.6 ps for CMT and cdCMT respectively).

In contrast to the FTIR spectrum’s lack of sensitivity to complexation, we might expect to observe changes in the spectral diffusion dynamics because of both the partial nanoconfinement of the β-CD cavity as well as its structural and dynamical perturbation of the solvent. In the vicinity of the hydroxyl groups, the availability of accessible hydrogen bond donors and acceptors may impose minor disruptions to the alcohol hydrogen bonding network. Similar to both CMT and DMDC, inhomogeneity index decays in the accessible solvents (Fig. 5.11) show that spectral diffusion of the inclusion complex generally exhibits linear viscosity dependence. For the case of cdCMT in ethanol, where there is substantial deviation from the linear trend, we found the spectral diffusion time constant to be dependent on the age of the solution.

**Figure 5.10** The FTIR of CMT (black) has only minimal differences when complexed with β-cyclodextrin (red), demonstrating the insensitivity of the linear IR spectrum of the carbonyl modes to the presence of the inclusion complex.
Measurement of the spectral diffusion in ethanol immediately after the complex was dissolved resulted in time constants that were much smaller (faster) than all non-ethanol samples observed. We note that we require 90 minutes to record 120 2DIR spectra used in the analysis. After waiting ~3 hours, the spectral diffusion time was found to increase to a value comparable to that of CMT alone in ethanol. A sample saved for one week formed a precipitate. Ethanol has previously been shown to form a unique complex with β-CD where one ethanol sits in the cavity and two ethanol molecules form a cap on the β-CD\(^4\). Thus it is possible that the differences in spectral diffusion are due to the process of the ethanol expelling CMT from the cavity and forming this unique complex. Although this observation is interesting, since it involves a particular structural transformation of the inclusion complex resulting in a loss of our probe, we will not address this issue further. When computing a fit for the cdCMT complex, ethanol was not included.

**Figure 5.11** The spectral diffusion time constant of cdCMT in a series of alcohol solvents plotted against viscosity of the solvent with its corresponding linear fit (red). The fit constant of ethanol is plotted for both the fresh (immediate after mixing) and aged (~3 hours) samples.
Comparing the spectral diffusion time constant of the probes in the same solvents, we find the trend $CMT > cdCMT$ in every solvent examined, excluding $cdCMT$ in ethanol, discussed above. In methanol, the error bars of the spectral diffusion time constants are distinctly separated (Fig 5.12), but in all other measured solvents the standard errors begin to overlap (Table 5.1). The standard error of the fits tend to increase with the spectral diffusion time constant because a larger spectral diffusion time constant is dependent on measurements at latter $t_2$ delays and the signal to noise ratio decreases at latter $t_2$ delays due to the vibrational life time of the probe. Although

<table>
<thead>
<tr>
<th>Solvent</th>
<th>$\tau_{\text{spec. diff. (ps)}}$</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMDC Methanol</td>
<td>2.67</td>
<td>0.38</td>
</tr>
<tr>
<td>Ethanol</td>
<td>2.98</td>
<td>0.6</td>
</tr>
<tr>
<td>Propanol</td>
<td>4.13</td>
<td>0.79</td>
</tr>
<tr>
<td>Butanol</td>
<td>4.67</td>
<td>0.5</td>
</tr>
<tr>
<td>Pentanol</td>
<td>5.04</td>
<td>0.47</td>
</tr>
<tr>
<td>Hexanol</td>
<td>5.33</td>
<td>0.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Solvent</th>
<th>$\tau_{\text{spec. diff. (ps)}}$</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMT Methanol</td>
<td>1.86</td>
<td>0.13</td>
</tr>
<tr>
<td>Ethanol</td>
<td>2.44</td>
<td>0.49</td>
</tr>
<tr>
<td>Propanol</td>
<td>3.01</td>
<td>0.34</td>
</tr>
<tr>
<td>Butanol</td>
<td>4.2</td>
<td>0.75</td>
</tr>
<tr>
<td>Pentanol</td>
<td>4.58</td>
<td>1.04</td>
</tr>
<tr>
<td>Hexanol</td>
<td>4.84</td>
<td>0.69</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Solvent</th>
<th>$\tau_{\text{spec. diff. (ps)}}$</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>cdCMT Ethanol (0 hrs)</td>
<td>1.48</td>
<td>0.22</td>
</tr>
<tr>
<td>Ethanol (&gt;3 hrs)</td>
<td>1.21</td>
<td>0.29</td>
</tr>
<tr>
<td>Propanol</td>
<td>2.68</td>
<td>0.45</td>
</tr>
<tr>
<td>Butanol</td>
<td>3.74</td>
<td>0.66</td>
</tr>
</tbody>
</table>

*Table 5.1* The spectral diffusion time constant fits and the correspond standard errors of DMDC, CMT, and cdCMT in all solvents. Note, the standard errors tend to increase with the spectral diffusion time scales.
the error bars overlap in non-methanol solvents, the consistency of the CMT > cdCMT trend give further confidence to the trend. To quantify this trend, we collect the linear fits for our results for alcohol-dependent spectral diffusion of CMT, and cdCMT in Table 5.2, which highlights that while the slopes are nearly identical (2% difference), the intercept of CMT is nearly 50% larger than that of cdCMT. Hence, we propose that the slope reflects the viscosity dependence of solvent dynamics, whereas the intercept is linked to the diversity of microscopic solvation environments experienced by the probe. In the following sections, we eliminate the possibility that solutes themselves distort the solvent dynamics to create the observed trends and we use a simple model of solvation to motivate an intuitive interpretation of these results, specifically the importance of the zero-viscosity offset and its relation to the probe’s solvent-accessible surface area (SASA).
To understand how the introduction of the β-CD distorts the spectral diffusion time constant, we examine how the β-CD could distort the solvent dynamics near the probe. Two solute attributes that have been shown to alter the solvent dynamics near the solute are the ratio of the solute and solvent Van der Waals volumes and the non-bonded interactions between the probe and solvent. Increasing the Van der Waals volume of the probe and increasing the strength of interactions between the probe and solvent tend to slow the dynamics of the solvent molecules. The Van der Waals volume of cdCMT is substantially larger, 1117 Å$^3$, than that of CMT, 163 Å$^3$. Although the difference in size between cdCMT and CMT is substantial enough to change the solvent dynamics, we would expect the size of cdCMT to slow the dynamics of solvent molecules. Instead, the experimental data indicates that cdCMT exhibits the
faster spectral diffusion than CMT.

To test the influence of the large β-CD and its non-bonding interactions on its immediate solvation environment, we implemented MD simulations, focusing on how β-CD alters the reorientation dynamics of methanol (Fig 5.13). These MD simulations are of β-CD alone because of the difficulty in producing accurate parameters for CMT. We use the correlation function $C_2(t) = \langle P_2[e(t) \cdot e(0)] \rangle$ as a measure of the reorientation dynamics of surface and bulk methanol, where $e$ represents the vector that defines the OH bond, and $P_2$ is the second Legendre polynomial. We differentiate between surface and bulk methanol by the distance $r$ between the methanol oxygen and the nearest β-CD atom at $t = 0$ of the section of the trajectory used for the correlation function. A “surface” methanol is defined such that $r < 0.5$ nm and a “bulk” methanol such that $r > 1$ nm. Fitting the correlation functions to biexponentials, the slow time constants yield 6.36 ps and 5.71 ps for surface and bulk solvent molecules respectively, which compares favorably to the 5 ps reorientation of bulk methanol observed with NMR\textsuperscript{53-55}. We found the reorientation of methanol near β-CD to be ~10% slower than neat methanol; in contrast, the spectral diffusion in the presence of β-CD (cdCMT) is actually ~20% faster than CMT in neat methanol.

The relative Van der Waals volumes and the MD simulations suggest that the addition of the β-CD would slow the dynamics near the probe, yet we see that the β-CD speeds the spectral diffusion. Here, we propose that the faster spectral diffusion time scale of cdCMT is due to the β-CD reducing the number of solvent molecules participating in the creation of the probe’s microenvironment. We take the solvent
accessible surface area (SASA) to be a proxy measure of the number of participating solvent molecules. Although the x-ray crystal structure of cdCMT has not yet been obtained, we have determined that b-CD and CMT form a complex and the relative orientation of CMT exposes the carbonyls to the solvent. Assuming the hydrophobic arene ring of CMT to be situated in the center of the b-CD, the SASA of cdCMT carbonyls is 117 Å², which is significantly lower than that of CMT, 178 Å².

<table>
<thead>
<tr>
<th></th>
<th>Intercept (ps)</th>
<th>Slope (ps/cP)</th>
<th>$R^2$</th>
<th>SASA (Å²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMDC</td>
<td>2.67±.07</td>
<td>0.84±.03</td>
<td>0.997</td>
<td>347</td>
</tr>
<tr>
<td>CMT</td>
<td>1.30±.25</td>
<td>0.92±.11</td>
<td>0.950</td>
<td>178</td>
</tr>
<tr>
<td>cdCMT</td>
<td>0.87±.42</td>
<td>0.90±.19</td>
<td>0.943</td>
<td>117</td>
</tr>
</tbody>
</table>

Table 5.2 Parameters of linear fits to the alcohol solvent dependent spectral diffusion time scales, with the corresponding solute solvent accessible surface area.

5.3.2 Comparison to DMDC. We test the role of SASA in altering the spectral diffusion time scale by comparing the spectral diffusion of CMT and cdCMT to dimanganese decacarbonyl (Mn$_2$(CO)$_{10}$, DMDC) with a SASA of 347 Å² in the same solvents. In all solvents, DMDC has a larger spectral diffusion time constant than both CMT and cdCMT, which preserves correlation between the SASA and the spectral diffusion time constant. In methanol, the favorably short spectral diffusion permits statistically significance in the solute-dependent spectral diffusion times, (Fig. 5.12), but in all other solvents the error bars begin to overlap (Table 5.1). Again, to quantify the spectral diffusion time constants in all solvents, we fit the measurements to a linear fit Table 5.2. The slope of the fit is within 10% of CMT and cdCMT while the y-intercept of the
DMDC fit is nearly double that of cdCMT.

Although DMDC is distinctly different than CMT, the portion of both molecules probed in our IR measurements are manganese carbonyls suggesting the non-bonding interactions of these regions will be comparable and will have minimal impact in the spectral diffusion time scales. The increase in the number of carbonyls of DMDC compared to CMT, 10 and 3 respectively, has the potential to alter the spectral diffusion time scales due the ability of carbonyls to excitonically couple. It is common to model vibrational eigenstates as excitonically coupled local modes, and we have found this approach to work particularly well for the carbonyl stretches in transition metal complexes[10]. In the case of DMDC, we have found good agreement between the predicted and measured linear absorption spectrum using simple stochastic Gaussian site energy disorder, including faithful reproduction of the disorder-induced IR activity of otherwise IR-inactive modes. One of the universal features of excitonic systems, whether vibrational or electronic, is the effective shielding from environmental fluctuations by virtue of exchange narrowing\textsuperscript{56}. Site fluctuations become partially mitigated due to the coupling between the local sites, resulting in exciton energy distributions with narrower energy widths than those of the constituent sites. The degree of exchange narrowing is proportional to the extent of exciton delocalization.

Since exchange narrowing is more effective at damping the site fluctuations in a 10-mer (DMDC) metal carbonyl complex than for a trimer (CMT), it is possible that the size of the exciton space is actually responsible for the apparent differences in spectral
diffusion time scales. While it is certainly intriguing to imagine another geometrical contribution to spectral diffusion dynamics beyond the surface area picture we explore in this manuscript, the fact that we find different overall spectral diffusion time scales for cdCMT and free CMT suggests that the topology of the exciton states is not responsible for the dynamical differences. Both are trimers, so one would expect the same degree of exchange narrowing. Indeed, the FT-IR spectra of the carbonyl bands are indistinguishable, but the spectral diffusion of cdCMT is faster than that of CMT, which seems to be consistent with the difference in the solvent accessible surface areas.

Delocalization is typically quantified by the participation ratio, which equals the number of sites involved in a given eigenstate. Since exciton delocalization varies according to the specific eigenstate, in future studies it may be possible to compare spectral diffusion in complexes with different SASA values but with similar exciton

\[ \text{Figure 5.14} \] A probe with a small IR active surface area (A) has fewer dipoles participating in the microenvironment than does a probe with a larger IR active surface area (B).
delocalization in order to isolate the influence of exchange narrowing on spectral diffusion dynamics.

5.3.3 Simulations. Our experimental results suggest spectral diffusion is dependent on SASA, where the SASA is a measure of the number solvent molecules participating in the probe’s microenvironment (Fig. 5.14), and we implement novel simulations to test this correlation. Typically, spectral diffusion models rely on mapping vibrational frequencies to electrostatic interactions in conjunction with classical molecular dynamics (MD) simulations to propagate trajectories. To generate this map, the electrostatic interaction and vibrational frequency, calculated using standard \textit{ab initio} methods, are calculated for multiple conformational snap shots extracted from MD simulations. A correlation between electrostatic interaction and vibrational frequency is then determined using regression analysis. Depending on the spectroscopically relevant species, mapping can range from simple electric field projections along the bond axis, to multisite evaluations of the electrostatic potential. Although this approach has proven successful in calculating spectral diffusion in various contexts, its effectiveness is dependent on the accuracy of the solvent parameters, reliability of the mapping, and the simulation methods.

Because reliable electrostatic interaction to vibrational frequency maps and MD parameters for DMDC and CMT are not available, we developed a new, albeit highly simplified, model to test the dependence of spectral diffusion on the SASA. To do this, we simulate the reorientation of the solvent molecular dipoles with a Gaussian Markov model. We reduce the complexity of solvation dynamics by simulating the solvent as
dipoles on a two dimensional surface. The electrostatic interaction experienced by the probe due to the dipole is dependent on the relative orientation of the dipole and the probe’s microenvironment, and therefore the probes instantaneous vibrational frequency, is created by the cumulative interactions of the surrounding dipoles. How the microenvironment will shift the instantaneous vibrational frequency is dependent on the nature of the probe, and can be broken into two extremes we denote arrangement independent (AI) and arrangement dependent (AD). An example of an AI treatment is where the probe’s vibrational frequency is linearly mapped to the electric field along the stretch of interest; different configurations of solvent molecules may produce identical vibrational frequencies as long as the electric field along the spectroscopically active bond remains the same. When such an approach is adopted, it is often denoted “Stark spectroscopy.” In the second approach, AD, each distinct arrangement of orientations is counted as a distinct solvation microstate, regardless of its projection onto the solute probe. This heterogeneous model necessarily produces a much larger number of distinct microenvironments.

An example of the importance of such arrangement dependence is found in methyl thiocyanate and acetonitrile. showed that there does not exist a linear relationship between the electric field parallel to the CN bond and its vibrational frequency ultimately determining that the vibrational frequency is sensitive to the non-uniform electrostatic interactions of the solvent. The authors suggest the complex electrostatic dependence may be due to the ability of the CN triple bond to form a both a s hydrogen bond and a p hydrogen bond. The successful map of the vibrational
frequency to an electrostatic interaction was based on calculating the electric potential at 17 sites around the CN functional group. These extra sites captured the unique, spatially heterogeneous arrangements of the solvent molecules. With the mapping proposed by Cho, symmetry still allows different configurations to produce identical vibrational frequencies, whereas in our simulations we adopt a limiting alternative where each arrangement of dipole orientation values constitutes a unique microenvironment. Models of real systems will necessarily lie somewhere between our AI and AD approaches. The chemical similarities between CN and CO and the multiple carbonyls of CMT and DMDC suggests that they would more closely resemble the AD approach. Indeed, our own attempts to reproduce linear absorption line shapes and spectral diffusion dynamics using a simple map for the CO site energies as inputs to our otherwise successful excitonic hamiltonian resulted in qualitatively poor agreement with experiment. A full description of the dipole simulation methods and microenvironment computation can be found in the methods section.

Here, we compare simulations with one to four dipoles for both the AD and AI microenvironment sensitivity. The maximum number of dipoles is limited by the computational time required for the AD simulations, but because we only attempt to determine the relationship between the number of solvent dipoles and spectral diffusion, four data points are sufficient to demonstrate this trend.

When the microenvironment is arrangement independent (AI), additional dipoles speed up the spectral diffusion (Fig. 5.15a). An increase in the number of dipoles narrows the probability distribution of the microenvironments requiring less time for a
probe to search the accessible configuration space. Conversely, when the microenvironment is arrangement dependent (AD), the additional dipoles slow the spectral diffusion (Fig 5.15b). As the number of dipoles increases, the number of available solvation environments grows exponentially requiring more time for the probe to search the possible microenvironments. This correlation between spectral diffusion and the number of participating dipoles matches the correlation between spectral diffusion and solvent accessible surface area in our experimental data (Table 5.2). Being AD suggests that the vibrational frequencies of these manganese carbonyls are dependent on more than a single additive electrostatic interaction.

To compare the diffusion of the AD and AI models directly, the half-life of each
simulation is plotted in Figure 5.15c. With only one dipole, there is no distinction between AD and AI. With increased dipole numbers, however, the half-life values for the AI microenvironments decrease monotonically. This behavior seems to be intuitive since increasing the number of dipoles to infinity, for example, would cause the probability distribution of available solvation environments to narrow to a delta function matching the original starting position; fluctuations away from the most probable microenvironment would be found only very rarely. This limit is analogous to the thermodynamic limit; when the number of particles approaches infinity, fluctuations away from the most probable microstate are nearly impossible. When defined as AD, however, the half-life values increase logarithmically, the difference in half-life between 1 and 2 dipoles is the same as between 2 and 4 dipoles.

5.3.4 A dynamical entropy probe. Since spectral diffusion is a consequence of dynamically sampling available configurations, one goal of our analysis is to establish a link between spectral diffusion and conformational entropy. At first glance, it might be tempting to use other observables available from 2DIR spectroscopy, such as the inhomogeneous spectral width, as a proxy for entropy. Unfortunately, however, spectral widths—both homogeneous and inhomogeneous—are often determined largely by solvent polarity, making it difficult to link such an observable to a measure of the configuration space. For example, it is quite common to find <3 cm⁻¹ bandwidth infrared transitions for metal carbonyl complexes in nonpolar solvents, with no discernible inhomogeneous broadening. Surely this spectroscopic feature does not indicate an absence of configurational entropy. Rather, the lack of solvent polarity
renders the probe vibration blind to its local solvent environment. Often there do appear to be correlations between inhomogeneous broadening and spectral diffusion, but there are nevertheless clear examples of pronounced deviations. In our own work, for example, we have used mixtures of solvents to produce identical linear absorption line shapes, while observing spectral diffusion that tracks the viscosity of the solvent mixture\textsuperscript{10}. More recently, we have found a striking example using the metal carbonyl probe Re\textsubscript{2}(CO)\textsubscript{10} in the fragile glass former 1,2-hexanediol. In that case we measured FTIR and 2DIR spectra as a function of temperature, finding that although the FTIR spectra were completely temperature insensitive, the spectral diffusion was both non-exponential and its temperature dependence was non-Arrhenius\textsuperscript{15}. Hence, essentially static quantities such as the inhomogeneous width can be both incomplete and even misleading.

In this work, the inhomogeneous widths of CMT and cdCMT show minimal differences yet the spectral diffusion time scales of cdCMT are faster than those of CMT. The similarities in the inhomogeneous line widths between CMT and cdCMT are due to the similarities in solvent polarity, while the differences in spectral diffusion of Mn\textsubscript{2}(CO)\textsubscript{10}, CMT, and cdCMT arise from changes in the size of conformational space available to the probe. Here, we find that the conformational space available to Mn\textsubscript{2}(CO)\textsubscript{10}, CMT, and cdCMT is dependent on the number of solvent molecules that participate in creating the probe’s microenvironment, which can be estimated by computing the solvent accessible surface area of the probe’s carbonyl ligands.
5.4 Conclusion

Using a piano-stool metal carbonyl complex to probe dynamics both alone in solution and partially nanoconfined in a cyclodextrin host, we have examined solvent dependent spectral dynamics using ultrafast 2DIR spectroscopy. Combined with our previous results for DMDC in the same linear alcohol series, we observe a remarkable trend where spectral diffusion time constants correlate linearly with viscosity, extrapolating to finite zero-viscosity intercepts. That the slopes of the correlations are essentially equal within our ability to fit the data, we conclude that the solvent dynamics are roughly indistinguishable between probes. The differences in intercepts, however, arise due to variation in the size of the solvation environment’s configuration space, which we link to the solvent-accessible surface areas of the three probe solutes. To model the effect due solely to solvent access, we implemented a Markov chain simulation of spectral diffusion. This model allows us to estimate the time required to sample the solvent configuration space independently of any actual dynamical considerations. Experimentally such a separation is not possible using a solvent series because one finds inevitable correlations between a solvent’s molecular volume and its viscosity. Instead, we compare the results of the simulation with the probe molecule’s solvent accessible surface area, which can be varied while still presenting a similar chemical interface with the solvent. Our simple model shows that there are two ingredients that are essential in order to reproduce our experimental trend. Besides the rather obvious requirement for correlations among the dipole orientations, we also find that we must enumerate the solvation environments in such a way that we retain the full spatial
arrangement of dipoles, regardless of the resulting projection of their sum. This effect has been observed previously in the computational treatment of vibrational frequencies of, for example, alyklnitriles in solution, where the spatial arrangement of solvent molecules is required to accurately reproduce the observed linear spectrum. It is not surprising that a similarly spatially heterogeneous solvation environment is needed in our case, since the carbonyl modes are inherently delocalized over two to three local CO sites. This work attempts to make more concrete the analogy between spectral and translational diffusion in order to motivate further efforts to use frequency correlation functions as reporters of conformational entropy. The ability to estimate site-specific conformational entropies will enable detailed probes of important chemical processes on surfaces and interfaces, within membranes, and in proteins.
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Chapter Six

The Rigid Rotor Solvent Dependence of (Benzyl) Chromium Tricarbonyl

The work of this chapter was performed jointly with Ian Nilsen

6.1 Introduction

Synthetic molecular rotors have been studied due to the wide variety of their applications in areas such as nano-engineering\(^1\), \(^2\). Recent advances such as monitoring microviscosity in living cells\(^3\), \(^4\), which has been implicated in disease, as well as unidirectional motion\(^5\), have been achieved with synthetic molecular rotors. One study using ultrafast fluorescence suggests that optical control of the excited state can be used to modulate unidirectional torsional motion of light-activated molecular rotors\(^6\). Such studies have provided a firm foundation for how to drive a rotor in one direction, but little has been studied about the additional important interaction between the rotor and the bath. At equilibrium, the laws of thermodynamics dictate that unidirectional motion cannot be achieved\(^7\). However, equilibrium conditions provide the interesting
opportunity to watch rotors with low barriers rotate with energy entirely derived from the environment. In order to build a highly efficient synthetic molecular rotor operating near fundamental limits, it is important to understand the dynamical properties of the simplest possible rotors at the molecular scale. Viewed another way, it is essential to consider the dynamics of the passive elements of nanoscale machinery, since they are most likely to deviate from the behavior of familiar ballistic macroscopic devices.

Piano-stool complexes are model systems for studying molecular rotors due to their small size, simplicity, and ability to undergo rotation about an arene-metal bond. Early NMR studies of (benzyl) chromium tricarbonyl (C₆H₆Cr(CO)₃, BCT) and its analogues investigated the effect of bulky side chains intended to slow motion along the reaction coordinate. Debates regarding the nature of restricted rotation about the arene-chromium bond initiated the study of torsional motion in BCT. A later study combining high-field NMR for dynamics with x-ray crystallography for structure settled the debate by finding “unequivocal proof” of a slowed torsional reaction coordinate. The study found that bulky side chains could slow the tripodal rotation, but did not investigate unsubstituted BCT since the rotation takes place faster than the NMR time scale. Experimental studies of BCT and the debate regarding the rotation about the arene-metal bond and structure of the molecule have been reviewed.

As computing power has continued to increase, studies have shifted to trying to define the reaction coordinate of BCT and its analogues using quantum chemistry. Multiple density functional theory studies have been conducted on BCT to determine the structure of the molecule using a variety of methods. One study found that DFT
optimized the structure of BCT better than Møller–Plesset second-order calculations (MP2) by comparing the bond lengths and angles to microwave data\textsuperscript{17}. A later study of BCT using DFT calculations with higher level basis sets optimized the two stable isomers and found they were separated by a barrier roughly half of $k_B T$\textsuperscript{18}. The study did not create a potential surface for the torsional coordinate or investigate solvent interactions on the torsional frequencies, both of which are presented here.

In this paper, we study the reaction dynamics of BCT defined as the torsional motion of the benzene ring with respect to the tricarbonyl portion of the molecule (Fig. 6.1). We determine the potential energy surface using DFT and extract the carbonyl vibrational frequencies for the two stable conformations, staggered and eclipsed, along the reaction coordinate. The calculated barrier to isomerization is significantly less than $k_B T$, and suggests that interconversion between the two states happens on ultrafast timescales, on the order of picoseconds. Using a new variation of heterodyne detected photon echo spectroscopy, we are able to monitor the reaction dynamics of BCT using the frequency-frequency correlation function (FFCF), finding there to be no correlation between alkane chain length and reaction time. The structural interconversion between the two isomeric forms is primarily responsible for the decay in the FFCF, since apolar
solvents do not appreciably modulate the electric field of the isomerizing molecule. This knowledge is coupled with DFT calculations that show the symmetric stretch is broadened by only two bands, corresponding to the staggered and eclipsed isomers. Due to the extremely low barrier height of isomerization from eclipsed to staggered (~0.03kT), a three-state kinetic model can be applied to the system approximating the eclipsed isomer as a transition state. Using the classical Arrhenius equation we find that a significant fraction of the isomerizing molecules are in the eclipsed state; however, these molecules are rapidly interconverting so the time spent in the higher energy eclipsed state is significantly less than the staggered and as such can be approximated as a transition state. This approximation involves treating the isomerizing molecule as fluxional, isomerizing through the eclipsed state to equivalent staggered conformers. We find that in a series of alkane solvents ranging in viscosity from 0.3 to 3.8 cP, the reaction rate constant does not change, suggesting virtually frictionless motion of the molecular rotor.

6.2 Experimental and Computational Methods

Sample Preparation. Benzene chromium tricarbonyl (BCT) was purchased from Sigma-Aldrich and used as received. Sample cells consisted of a 100 µm Teflon spacer placed between two 3 mm thick calcium fluoride windows. The solutions were mixed thoroughly and filtered. If necessary, sonication was used to aid in solvation of the solid BCT. Samples were prepared at low concentrations, near 5 mM. Linear alkane and alcohol solvents were used as received, with no further purification.

Quantum Chemistry. The structure of BCT at various points along the torsional
coordinate was optimized using density functional theory (DFT). The calculations were performed in GAUSSIAN03\textsuperscript{20} using the B3LYP functional for geometry optimizations and BP86 for frequency calculations with the 6-311+G(d,p) basis set for the carbon, oxygen and hydrogen atoms. The LANL2DZ basis set and pseudopotential was used for the chromium atom to account for the added electron density; this is consistent with modeling approaches for other metal carbonyl structures\textsuperscript{21}. The choice of basis and functional is consistent with a past study for hexacarbonylchromium, which showed B3LYP and BP86 give similar results for geometry optimizations; however, BP86 tends to optimize vibrational frequencies closer to the experimental values\textsuperscript{16}. The optimized structures not located at saddle points on the potential energy surface were calculated by constraining the dihedral angles between the carbonyls and the benzene ring while optimizing the geometry with respect to the other degrees of freedom. For optimized coordinates of the optimized energy minima, please consult the supporting information\textsuperscript{22}. Frequency calculations were done on the stable isomers, but due to limitations in the computational method, frequency calculations of non-minima or saddle points for this molecule proved unreliable. Molecular volumes of the BCT stable states were also computed. To test the solvent dependence of the torsional coordinate frequency of BCT, calculations implementing a polarizable continuum model (PCM) were performed using built in solvent models of n-hexane, n-nonane, n-dodecane, and n-pentane. PCM calculations were performed using GAUSSIAN09\textsuperscript{23}. 
6.2.1 Data acquisition. When multiple conformations are available to a probe, each inducing fluctuations in the vibrational frequency, we observe a broadening in the linear FTIR spectrum; the temporal correlation of these vibrational frequency fluctuations is known as the frequency-frequency correlation function (FFCF). The FFCF is commonly represented as:

\[
\langle \delta \omega(t) \delta \omega(0) \rangle = \frac{\delta(t)}{T_2} + \sum_i \Delta_i^2 \exp \left( -\frac{t}{\tau_i} \right)
\]  

(1)

Where \( \delta \omega(t) \) is the frequency fluctuations away from the mean, \( \delta(t) \) is the delta function, \( T_2 \) is the pure-dephasing time, \( \Delta_i \) is the amplitude of the frequency fluctuations, and \( \tau_i \) is the spectral diffusion time constant. Due to the simplicity of our system, we represent the FFCF as a single exponential.

Typically chemical exchange can be monitored using 2D-IR spectroscopy measuring the cross peak volumes, but due to the relative proximity of the frequencies representing the two conformations, a 2.1 cm\(^{-1}\) splitting, a different approach is

![Figure 6.2. The time ordering of pulses for RASD; \( E_s(t_3) \) is the signal measured by the CCD camera via heterodyne detection with an external local oscillator.]
required. In this experiment, we use the FFCF to observe the diagonal peaks: there are only two conformations broadening the symmetric band, thus any loss of correlation results from motion of the molecule.

Recently a new third order nonlinear method was proposed, $t_1$-resolved transient grating (TRTG), to measure the FFCF\textsuperscript{24}. The TRTG method fixes the first coherence time, $t_1$ (see Fig. 6.2 for time conventions), while scanning $t_2$, also known as the waiting time. The method proposed is homodyne detected where the rephasing and nonrephasing signals are measured simultaneously with photodiodes. Previous methods have proven adept at measuring the FFCF, such as three pulse photon echo peak shift and various analyses of two dimensional spectra\textsuperscript{25-27}, but require a relatively large acquisition times due to the necessity of scanning $t_1$ for each $t_2$ data point, twice in the case of background-free Fourier transform 2D spectroscopy. Although TRTG is related to the FFCF and requires a shorter data acquisition time, it does not ideally approximate the FFCF. Recently, we have developed a novel method similar to that of TRTG but that more faithfully monitors the FFCF\textsuperscript{28}.

The experimental setup and data acquisition for the methods have been presented elsewhere\textsuperscript{29}. Briefly, the signal, $E_s(t_3)$, and a slightly delayed local oscillator are measured using a spectrometer equipped with a 1340x100 pixel CCD camera to detect the spectrum of $E_s(t_3)$ and the local oscillator after they are converted to the visible by chirped pulse upconversion. Single shot detection enables either $t_1$ or $t_2$ to be scanned continuously during data acquisition.

Previously, the ability to measure the FFCF from 2DIR spectra was studied
utilizing the inhomogeneous index \(^30\):

\[
I.I. = \frac{A_r - A_n}{A_r + A_n}
\]  

(2)

Where \(A_r\) and \(A_n\) represent the rephasing and nonrephasing peak volumes, respectively, of the mode of interest. Here, we utilize the inhomogeneous index rather than the 2DIR peak volume, \(A_r\) and \(A_n\) represent the amplitudes of the \(t_1\) resolved heterodyne detected signal. Under the short time approximation, the rapidly acquired spectral diffusion (RASD) is represented as:

\[
RASD = \text{erf} \left( t_1 \bar{C}(t_2) \sqrt{\frac{\langle \delta \omega^2 \rangle}{2}} \right)
\]  

(3)

Where \(\bar{C}\) is the normalized correlation function. It should be noted that the magnitude of \(t_1\) acts as a scaling factor and is selected to maximize the signal to noise ratio.

6.2.1 Data processing. Both the rephasing and nonrephasing signals contain an oscillatory component that arises from the coherence between the asymmetric and symmetric stretch during \(t_2\). In order to enhance the decay of the FFCF, we remove these oscillatory features using a band-stop filter. The acquired data is further processed using a moving average to account for random noise. Data was normalized in order to better show differences in spectral diffusion time.

6.3 Results and Discussion

Quantum Chemistry. From the optimized BCT structures, the potential energy surface was calculated producing a periodic potential function corresponding to the torsional
reaction coordinate. The reaction coordinate is one-dimensional, with torsional motion around the metal-benzene bond representing the only variable. From x-ray crystallography\textsuperscript{31}, BCT was found to have the asymmetric $C_{3v}$ point group due to the non-planar benzene ring. However, the asymmetry is small compared to the effect of the torsional motion so a $C_{6v}$ point group can be used as a good approximation when creating a periodic potential function for BCT.

The surface is characterized by a double-well potential, with the staggered and eclipsed conformers as stable states (Fig. 6.3) The global minimum staggered state is lower in energy than the eclipsed state by 0.28 kcal/mol, roughly half of $k_B T$, and is separated by a small reaction barrier roughly one thirtieth of $k_B T$, making it essentially diffusive relative to the eclipsed conformation. Due to the low barrier nature of the transition between staggered and eclipsed, the interconversion between species will

\textbf{Figure 6.3.} A periodic potential function (red) can be used to depict the internal rotation reaction coordinate of BCT. The two stable conformations of BCT are shown as cartoons. In blue, the approximation that the eclipsed conformer is a transition state.
occur rapidly at room temperature. For the purpose of kinetic studies used to calculate the reaction rate, the eclipsed state is treated as a transition state due to it having a barrier roughly thirty times smaller than the staggered to eclipsed reaction. Frequency calculations of the symmetric stretch of the staggered and eclipsed isomers revealed a 2.1 cm⁻¹ red shift when moving from staggered (1977.4 cm⁻¹) to eclipsed (1979.5 cm⁻¹), which allows us to observe the staggered to eclipsed motion spectroscopically. Molecular volumes of the two states showed a difference of only 4%, 227.8 Å³ and 218.6 Å³ for the staggered and eclipsed isomers respectively. For both the staggered and eclipsed isomers, the frequency calculations yielded only positive frequencies. This implies that the two states are minima, since they have been optimized with respect to all degrees of freedom. Comparison with energy values along the reaction coordinate allows us to designate the staggered isomer as a global minimum and the eclipsed as a local minimum.

Utilizing a polarizable continuum model, frequency calculations performed on the global minimum were repeated with increasing length linear alkanes, selected from those used in the RASD experimental studies, to identify the torsional motion. For low frequency vibrations, our choice of basis and functional has been shown to need only a 1% correction factor³², which is negligible compared to the vibrations themselves. The frequency of the torsional motion frequency in vacuum, 23.3 cm⁻¹, is slightly larger than that using continuum models for hexane, nonane, dodecane and pentadecane (22.6 cm⁻¹, 22.7 cm⁻¹, 22.8 cm⁻¹, 22.8 cm⁻¹ respectively). The agreement of the torsional mode frequency using different polarizable continuum model solvents demonstrates how the
potential surface for the linear alkanes of interest is independent of solvent.

6.3.1 Kinetics. The torsional motion of BCT can be accurately approximated as a three-state kinetics problem, due to the periodic nature of the potential where the staggered conformer interconverts to another staggered conformer in a similar manner to the "fluxionality" described by Harris\textsuperscript{19}. In that work, Fe(CO)\textsubscript{5} was found to exchange vibrational energy between different modes of reacting ligands with a $\Delta \omega = 22.8$ cm\textsuperscript{-1} and was measured by interpreting the growth of cross peak intensities over time. The use of cross peaks was appropriate in this case as the modes of interest were sufficiently separated in frequency to be able to discern them. However, in the case of BCT, there is a much smaller $\Delta \omega = 2.1$ cm\textsuperscript{-1}. The close frequency proximity is typically thought of as spectral diffusion, however in this case it is clear that there are two distinct species typical of a chemical exchange experiment. A further distinction can be made as the

\textbf{Figure 6.4.} Interconversion between staggered states occurs via the eclipsed transition state, which due to the low barriers of both reactions is significantly populated at room temperature. The reaction can be simplified as a three-state kinetics problem due to the periodic nature of the potential.
frequency modulation observed in BCT stems from conversion from the staggered to eclipsed state; thus the reaction is not really fluxional, but due to the low barrier of the eclipsed transition state it can be considered as such. Taking staggered state A to be the reference starting point, it can rotate in two directions: to either staggered state B or staggered state C in each case through an eclipsed transition state. Conversely, both B and C contribute to A (Fig. 6.4). Due to the high symmetry of the potential, the rate of moving in either direction to any state from A is of magnitude k, with sign determined by motion toward or away from state A. Rate equations can thus be written in matrix form as:

\[
\begin{pmatrix}
\dot{A} \\
\dot{B} \\
\dot{C}
\end{pmatrix} = 
\begin{pmatrix}
A & B & C
\end{pmatrix}
\begin{pmatrix}
-2k & k & k \\
k & -2k & k \\
k & k & -2k
\end{pmatrix}
\]

(4)

Solving the system yields the following general solution:

\[
A(t) = B(t) = C(t) = N \exp(-3kt)
\]

(5)
due to the symmetry of the system. The prefactor N is determined from initial conditions. The rate constant in the exponential is modified by a factor of three. This means that the rate constant effectively measured by an experimental setup will be three times larger than for a single staggered to staggered transition, or in other words, the time constant measured for the reaction will be a factor of three shorter compared to the actual rate. Because the time constant is the inverse of the rate, the time constant of the measured spectral diffusion will be a third of the reactions time constant.

6.3.2 FT-IR and spectral diffusion data. The Fourier transform infrared (FTIR) spectra of the BCT carbonyl stretches shows two distinct bands (Fig. 6.5), the degenerate
asymmetric lower frequency band and the symmetric band. From the DFT calculations, we found the symmetric band in the staggered and eclipsed conformation to have two distinct frequencies separated by 2.1 cm\(^{-1}\) that effectively broaden the symmetric stretch’s measured FTIR spectrum. No change was observed in the FWHM of BCT when comparing hexane to pentadecane, suggesting, at least for the alkane series, that the staggered and eclipsed conformations are sampled at similar rates since no motional narrowing is observed. However, in previous work, we have also observed negligible changes in the FTIR spectra of Co\(_2\)(CO)\(_8\), a flexible molecule that exhibits a solvent viscosity dependence consistent with Kramers theory\(^{33}\). The characteristic red shift observed in many experiments as a result of increasing polarity is seen due to the greater Van der Waals forces of longer chain alkanes. The same polarity trend is observed in the alcohol series, as the more polar methanol induces the greatest red shift. The broadening of the symmetric stretch by two states is illustrated by fitting the symmetric stretch in squalane, a highly viscous solvent where molecules cannot

---

**Figure 6.5** Fourier-transform IR spectra of BCT in various solvents showing the lower frequency asymmetric band and a higher frequency symmetric band.
isomerize on timescales sensed by the experiment, with the symmetric stretch of hexane. Because BCT can rapidly isomerize in hexane, the symmetric stretch can be used to approximate one state and fit the squalane data. Varying the fitting parameters, we find that when fixing the distance between the two states 2.1 cm$^{-1}$ apart as in the DFT calculations, the fit is better than allowing the parameters to vary$^{22}$.

Alcohols have a more complicated dielectric environment than alkanes allowing the solvent to create multiple microenvironments where each creates a unique spectral shift. The FFCF of BCT in alcohol would be a convolution of the torsional motion and the solvation structure and dynamics; here we seek to characterize only the torsional motion of BCT and therefore restrict our attention to alkanes in the nonlinear experiments. This approach to measuring the frequency fluctuations from the torsional

![Figure 6.6](image)

**Figure 6.6** The normalized FFCF for each solvent is shown, offset by 0.4 and showing every fourth point for clarity. BCT spectral diffusion is independent of solvent viscosity among our tested set of alkanes.
motion is validated by the DFT calculations, which showed only two bands broadening the symmetric stretch even when running a solvent model for various alkanes.

The FFCF gives information about the reaction dynamics of BCT, as the symmetric band of interest is broadened by sampling the frequencies corresponding to the staggered and eclipsed isomers. By looking at a specific vibration and observing the timescale of frequency memory, we effectively can track the torsional reaction dynamics. Thus, any spectral diffusion observed can be directly linked to torsional motion along the reaction coordinate. We assume that the fluctuations in frequencies correspond to the isomerization, which is supported by the shift in frequency of the symmetric stretch in the DFT calculations. Since the new RASD method allows for data acquisition that is an order of magnitude faster than traditional 2DIR methods, it is possible to obtain more data points and minimize noise through data processing techniques. This capability is especially important for BCT, where the spectral diffusion timescale is on the order of a picosecond. Using traditional 2DIR spectroscopy, it is challenging to accurately determine the spectral diffusion timescale of BCT in the solvent series without adding significant spread to the FFCF decays. The FFCF plots appear to have identical decays across the full range of linear alkanes tested (Fig 6.6). The spectral diffusion timescale, found by fitting the decay to a single exponential and extracting the time constant, is roughly 3 ps for all solvents within the fitting error (see Supporting Information for data processing and fitting details) indicating that the time constant of the reaction is 9 ps.

The independence of spectral diffusion to alkane length defies the expected
trend seen in previous work where increases in viscosity correspond to increases in the spectral diffusion time\textsuperscript{33,34}, or to increases in equilibrium reaction rate constants\textsuperscript{21}. A viscosity dependent model suggests that the timescale of interconversion between isomers can be altered by solvent interactions; a more viscous solvent should induce recrossings of the dividing surface, ultimately leading to longer spectral diffusion times. Our data disagrees with this expectation; moving from hexane (0.3 cP) to pentadecane (3.8 cP) there is no detectable change in the spectral diffusion time.

It is clear that the torsional relaxation time of BCT is solvent independent. DFT calculations suggest a possible explanation for the solvent independence when examining the molecular volumes of the two states, which differ by less than 5% in the two isomers. A small change in molecular volume indicates there is little change in solvent packing during the course of the reaction\textsuperscript{21}, suggesting that the solvent is not directly interacting with the torsional motion and that changes in solvent would not necessarily affect the spectral diffusion time. Changes in solvent-accessible surface area (\textasciitilde1\%) are even smaller than molecular volume, further suggesting a weak influence of the solvent on the torsional motion. Because BCT is a small molecule, the linear alkane solvents are hindered by steric interactions and cannot pack close enough to the rotating benzene to damp the torsional motion. Finally, the three-state kinetic data shows that any time constant determined through our experiments is a factor of three too low due to the periodic nature of the system. This means that in reality decay of the FFCF is on the order of 10 ps, indicating there is in fact some significant baseline friction. This baseline friction stems from the approximation that the rotor is a rigid
rotor, when in reality the arene-Cr bond has been observed to change slightly with torsional motion in DFT calculations\textsuperscript{17}.

Solvent independence has been seen previously. For example, rebinding constants of the two monomer fragments of photodissociated cyclopentadienyl molybdenum(II) tricarbonyl dimer were found to be independent of solvent viscosity\textsuperscript{35}. The independence of rebinding time from solvent properties was attributed to a “solvent cage,” where the solvent created a cavity inside which the rebinding occurred. Other examples of solvent-independent reaction dynamics include the picosecond isomerization of a synthetic green fluorescent protein (GFP)\textsuperscript{36}. Later isoviscosity studies showed that the isomerization rate was dependent on temperature, but only weakly dependent on viscosity\textsuperscript{37}. It was suggested a volume conserving “hula-twist” mechanism for the internal conversion, which was used to explain the lack of viscosity dependence on the relaxation. This observation is consistent with our findings since BCT also has a small change in molecular volume and solvent accessible surface area as it progresses along its reaction coordinate.

\textbf{6.4 Conclusion}

By measuring spectral diffusion dynamics of the molecular rotor, BCT, we measured the reaction rate to be 9 ps in all solvents and indicating there to be no solvent dependence in the rotational motion. The FFCF can be used as a direct measure of reaction dynamics to probe motion along a torsional coordinate of BCT, which rapidly interconverts between a staggered and eclipsed structure at room temperature. A potential surface of the reaction coordinate of BCT was generated by DFT calculations.
and was determined to be solvent independent by implementing a PCM to model several alkanes used in the experiments. Varying alkane chain length gave nearly identical values for the measured spectral diffusion time, leading us to conclude that the reaction occurs in a frictionless “solvant cage,” free from damping by the solvent environment.

The exact mapping of frequencies to positions can be determined through a three-dimensional mapping of each carbonyl frequency and accounting for coupling to other carbonyls along the reaction coordinate. The potential could then be fit using a three-dimensional Morse potential model to determine the exact mapping. While an interesting computational problem, this work seeks mainly to show the solvent independence of a molecular rotor using RASD. The exact mapping of the frequencies to positions is not essential to the effect of the solvent on the torsional motion since relative changes in the timescale of the decay of the FFCF are observed and analyzed.

Future studies are needed to examine the effects of side chains and other groups on the torsional motion. In many cases, the impact of solvent friction on molecular reorientation can be represented using orientational diffusion with boundary conditions ranging from slip to slick limits. We find here that BCT appears to lie in the “slip” regime, where solvent friction does not hinder the rotation, while previous studies have shown that highly substituted BCT can slow the rotation to the NMR time scale, suggesting solvent friction influences the system dynamics or possibly that the barrier to rotation increases with substitution. BCT thus represents a model system for studying how molecular geometry affects the slip-stick properties of a molecule; the
slip-stick properties of BCT and its analogues in turn can be used as a representation of the damping and can explain the rotation timescales. In addition, in order to compare torsional timescales among molecules, other piano-stool complexes can be examined, looking explicitly for torsional motion on the few picosecond timescale.

In order to maximize the efficiency of a molecular rotor, it has been suggested that the time scale of the torsional motion should be significantly faster than the intramolecular vibrational energy redistribution (IVR)\textsuperscript{38}. Investigation of ultrafast dynamics, by directly probing the torsional coordinate, will yield new information about the motion of low-barrier rotors especially with regard to interactions between the rotor and the surrounding environment. To create and control highly efficient synthetic molecular machines, we must understand both the active components that guide input energy to drive directional motion as well as the passive elements of the machine that are subject to fluctuations in their surroundings. Macroscopic machines typically require lubrication to overcome friction. This study suggests that for the motion of some nanoscale components, friction may be largely absent.
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Chapter Seven

Rapidly Acquired Spectral Diffusion Tutorial

7.1 Introduction

Rapidly acquired spectral diffusion (RASD) is an accurate and rapid method used to measure spectral diffusion. The theoretical development and comparison to alternative spectral diffusion measurement methods is present in chapter two of this Thesis. Although measuring the spectral diffusion with RASD is useful and time saving, it is important that care is taken in selecting the appropriate t₁ delay (section 7.3) before data is acquired (section 7.4).

7.2 Initializing the Setup

The initialization steps for the RASD experiment are similar to those for the “Box Geometry” 2DIR setup. Begin the experiment by turning the laser on and letting the laser warm up for approximately 30 min. Once the setup is warmed up, adjust the setup to maximize the signal, followed by interfering the signal with the local oscillator.
Aligning the local oscillator is often taken for granted despite its ability to dramatically increase the signal to noise, so take your time with this process. I prefer to maximize the signal first with DMDC, tune to the mode of interest, and then maximize the signal again. After the laser is warmed up and the setup is aligned, I compare the amplitude of the signal after it is left alone for 15 min to test the stability of the setup.

7.3 Determining the $t_1$ Delay

Selecting the $t_1$ delay and the location of the rephasing and nonrephasing motors requires multiple steps.

1) Zero the motor positions for the rephasing, nonrephasing, and $t_2$ motors before the experiment through the DSP A and DSP B interactive programs in LabVIEW. This insures that the motors return to their proper location throughout the experiment.

2) Following the protocol for a standard 2DIR experiment, both the rephasing and nonrephasing wedges must be calibrated.

3) Collect data while scanning the $t_1$ delay for both the rephasing and nonrephasing motors using the 2DIR data acquisition program in LabVIEW. At the time of this publication, it is named “2D Spectrometer_SITK_Stable”. When the $t_1$ delay is scanned, it is best if $k_3$ is not overlapped with the other two pulses. To do this, set the base path appropriately under the “Filenames” tab. Next, select “Batch Collection” and “Absorptive” under the “Data Collection” tab, and set “Initial Time,” “Final Time,” “Num,” and “$t_2$ Delay Function” to “0.25”, “0.25”, “1”, and “Linear” respectively. The parameters are set by pushing the “Set Parameters”
button which will cause four “0.25” to appear under “Time Steps”. These parameters will cause the program to collect two rephasing and two nonrephasing spectra.

4) The data from the previous set is used to plot the amplitude of the signal as a function of $t_1$ for both a rephasing and nonrephasing scan. This is done with the “variables” Matlab analysis program that is used for the 2DIR analysis. To accomplish this, run the analysis script for the first two files of the data taken in the previous step with the variable “settings.outputEfield” set to true and selecting the pixel range that corresponds to the mode of interest with the variable “settings.PixStart” and “settings.PixEnd”. If you do not know the pixel range of your mode, stop Matlab at line 12 of the gen2Dspec.m function (main.m > analysis.m > gen2Dspec.m). Plot all of the data acquired by typing “imagesc(abs(eField))” in the command window of matlab. I find that the best signal to noise is with a narrow pixel range. Due to the method used to save the

Figure 7.1 (A) The $t_1$ dependence of the rephasing and nonrephasing signals, and (B) the $t_1$ dependence of the inhomogeneous index. While using the RASD_t1_calc.m script in matlab, these figures are plotted as “figure 22” and “figure 11” respectively.
data, if “variables” is run multiple times with different pixel ranges, Matlab with encounter an error. To get around this, change the output base path by changing the “extra” variable.

5) Selecting the appropriate $t_1$ delay is done with the Matlab program “RASD_t1_calc.m.” Begin with the “t1time” and “resp_t1_adjust” set to 0. Using “figure 22” (Fig. 1A), adjust the “resp_t1_adjust” variable such that the maximum of both the rephasing and nonrephasing times are overlapped. Due to the interference pattern of the first two pulses in the frequency domain, the decay will have a fast oscillating component. These peaks must be overlapped as well (Fig. 1A inset). In “figure 11” (Fig. 1B), select the $t_1$ time that has the maximum inhomogeneous index. Generally, there will be a range of $t_1$ delays that will have the same magnitude of inhomogeneous index; I prefer to choose the smallest $t_1$ delay of that range to maximize the signal to noise. It is important that the high frequency oscillations are overlapped at the $t_1$ delay that will be used. If they are not overlapped, an error has occurred in the wedge calibration process.

6) The location for the rephasing and nonrephasing delays will be outputted in the Matlab Command window as “rep_clicks” and “non_clicks.” Always note the $t_1$ delay and both of the rephasing and nonrephasing clicks used in the experiment in your lab notebook.
7.4 Data Acquisition and Analysis

1) The program “RASD_Stable_DO” in LabVIEW is used to acquire the RASD data. When initializing the “RASD_Stable_DO” program, the experiment number should be reset to zero and a correct path needs to be set. “rep_clicks” and “non_clicks” should be inputted at their appropriate places, Figure 2 B and C respectively. The variable “number of scans” (Fig 2C) controls how many scans the experiment is averaged over. For example, if “number of scans” is 4, the rephasing and nonrephasing motors will both scan four times.

2) Analysis of RASD is carried out with the “fast_spectral_diffusion” script in
matlab. In the analysis script, appropriately set the “path.inputbasepath,” “expNum”, “settings.PixStart” and “setting.PixEnd.” The analysis script will save the data in “path.inputbasepath” as “fsd_out(exp num)”.

7.5 Laser Drift

It is possible that during the course of data acquisition the laser will drift, changing the optical path lengths of the laser generated pulses causing the $t_1$ delays to change. If this happens, the offsets cannot be used. It is possible to set up a “phase locked” system to prevent this problem but has not been initiated in the Kubarych lab.
Chapter Eight

Conclusion

8.1 Introduction

The cytosol of a living cell is a complex and crowded space containing a diverse group of biological macromolecules that include polypeptides, tRNA, mRNA, ribosomes, and lipid membranes. Each biological macromolecule will disrupt the hydrogen bonding network water often leaving the interfacial water with hanging hydrogen bonds and causing the time scales for hydrogen bond reorganization of the interfacial water to differ from that of bulk water. Because the dynamics of water have a strong influence on many biological reactions and processes, it is critical to study how biological macromolecules alter the dynamics of water if in vivo reactions are to be fully understood.

The focus of this thesis is the development of ultrafast vibrational techniques, in particular spectral diffusion, capable of robustly studying the dynamics of interfacial water and can be broken into three categories: the development of spectroscopic and
data processing techniques that accelerate data acquisition, the synthesis and characterization of the chol-BCT metal carbonyl label capable of measuring the hydrogen bond reorganization times scales at the lipid membrane-water interface, and lastly a standardization of spectral diffusion’s dependence on nanoconfinement. This work demonstrates that the spectral diffusion data acquisition time can be greatly accelerated while maintaining high accuracy, a metal carbonyl in a biological macromolecule is an ideal label of the interfacial water’s dynamics, and spectral dynamics could potentially be a measure of thermodynamic properties.

8.2 Rapidly Acquired Spectral Diffusion

The measurements of 2DIR spectra at a series of \( t_2 \) delays have the ability to measure the spectral diffusion along with the intermolecular vibrational energy redistribution (IVR), and chemical exchange\(^8\), but the data acquisition and processing time for these experiments are often long\(^9\). Chapter two of this thesis demonstrates that the pulse sequence used for 2DIR can be slightly modified – scanning the \( t_2 \) delay while maintaining a constant \( t_1 \) delay – to accelerate the data acquisition and processing of spectral diffusion measurements. Along with a reduction in data acquisition time, nearly an order of magnitude faster, rapidly acquired spectral diffusion (RASD) also increases the number of data points, approximately 50 fold. We test the ability of RASD to reproduce spectral diffusion measurements by comparing its results to 2DIR, and find RASD accurately reproduces the 2DIR measured spectral diffusion time scales, which suggests that RASD is an ideal method for measuring spectral diffusion.
8.3 Compressed Sensing

Although RASD accelerates the data acquisition of spectral diffusion measurements, it does not have the ability of 2DIR to simultaneously measure IVR and chemical exchange and their ability to give further insight into the hydrogen bonding network\textsuperscript{10} and solvent dynamics\textsuperscript{11}. In chapter three, we test the ability of a novel data processing technique, compressed sensing (CS), to replicate 2DIR measurements, while maintaining the 2DIR pulse sequence and its ability to measure IVR and chemical exchange. The CS processing technique assumes the data measured in the time domain is sparse in the frequency domain\textsuperscript{12, 13}, as many vibrational signals are\textsuperscript{13}, which allows for the number of measured time domain data points to be greatly reduced while maintaining the same quality of data. We found that a \textasciitilde 30 fold reduction in data acquisition time accurately reproduces the 2DIR measurements, which suggests that CS is an ideal method for measuring IVR and chemical exchange experiments.

8.4 chol-BCT Synthesis and Characterization

Chapters two and three are devoted to the development of data acquisition and processing techniques that accelerate spectral diffusion measurements while chapter four demonstrates a synthesis protocol for the labeling of a lipid membrane allowing these data acquisition and processing techniques to probe the lipid membrane’s interfacial water. The synthesis of chapter four is of the (cholesteryl benzoate)
chromium tricarbonyl complex (chol-BCT), which we then embed into the lipid membrane (Fig. 8.1). We characterize the location of the chromium tricarbonyl motif and its orientation in the lipid membrane through FTIR spectroscopy and polarized ATR methods, which indicate that the chromium tricarbonyl motif is located at the interface between the membrane and the water and is oriented such that the vector normal to the benzene ring is 46° from the vector normal to the lipid membrane. The work of chapter four is centered on the synthesis of chol-BCT but preliminary work suggests that these methods could be a ubiquitous labeling method of biological macromolecules.

8.5 Nanoconfinement

The work of chapter five set out to standardize the effect nanoconfinement has on spectral diffusion by confining a small metal carbonyl compound, cyclopentadienyl manganese tricarbonyl (CMT), in a simple organic complex, β-cyclodextrin. We measured the spectral diffusion time constant in a series of linear alcohol solvents and found that the time scales of CMT confined in β-cyclodextrin are consistently faster than
that of CMT in a neat alcohol. These results are surprising because molecular dynamic (MD) simulations of β-cyclodextrin in methanol measured the orientational correlation function of methanol to slow near the β-cyclodextrin complex. We attribute the measured spectral diffusion trends to the β-cyclodextrin causing the number of solvating alcohol molecules to be reduced, which will then reduce the size of the conformational space of the available microenvironments. We tested this hypothesis by comparing the spectral diffusion time constants of CMT and CMT complexed with β-cyclodextrin to another metal carbonyl compound, dimanganese decacarbonyl (DMDC), and performing a Monte Carlo simulation. Both comparisons agree with the hypothesis that the number of solvating alcohol molecules is indeed altering the spectral diffusion timescales. These results indicate that there is an inherent correlation between spectral diffusion time scales and conformational space, which suggests that the spectral dynamics could be used as a measurement of the local entropy.

8.6 Measuring Interfacial Water Dynamics

The work of this thesis is the development of novel techniques to measure the dynamics of a biological macromolecule’s interfacial water. To test the ability of these techniques, in particular the use of RASD and synthesis of chol-BCT, we compare the spectral diffusion time constants of the chromium tricarbonyl motif in bulk water and at the water-membrane interface. Although the chol-BCT complex has a low solubility in water, a similar chromium tricarbonyl complex (benzoate acid) chromium tricarbonyl is water soluble (Fig. 8.2). Utilizing the RASD technique, we measure the (benzoate)
chromium tricarbonyl complex to have a spectral diffusion time constant of $1.55 \pm 0.25$ ps, which compares favorably to the spectral diffusion time scale of the OH stretch in D$_2$O, $1.6$ ps$^{14}$, suggesting that the spectral diffusion time constant of chromium tricarbonyl motif, as is the OH stretch, is a direct measure of the hydrogen bond network reorganization$^{15,16}$. It is not surprising to find the spectral diffusion time scales of a metal carbonyl motif in D$_2$O to match that of OH stretch in D$_2$O; previous 2DIR experiments measured the spectral diffusion time constants of metal carbonyl complexes CORM-2 and PI-CORM in D$_2$O to be $1.5 \pm 0.3$ ps and $1.6 \pm 0.4$ ps respectively$^6$. With the RASD technique, we measured the spectral diffusion time constant of chol-BCT embedded in a bicelle to be more than a factor of two slower, $3.8 \pm 0.08$ ps, than the chromium tricarbonyl motif in bulk D$_2$O. This matches the spectral diffusion time constant of the OH stretch in a reverse micelle, $3.5 \pm 0.5$ ps, confirming chromium tricarbonyl’s ability to measure the hydrogen bond network reorganization (Fig. 8.3). These experiments demonstrate the utility of chol-BCT as a

**Figure 8.2.** The (benzoate acid) chromium tricarbonyl complex is water soluble due to the deprotonated carboxylic acid. We use (benzoate acid) chromium tricarbonyl in bulk water to calibrate the spectral diffusion time scales of a chromium tricarbonyl motif and find that the spectral diffusion time constants of (benzoate acid) chromium tricarbonyl match that of water’s OH stretch in bulk water.
probe of a lipid membrane’s interfacial water and the RASD technique as a rapid and accurate method of measuring the spectral diffusion.

8.7 Future Work

The work of this thesis focuses on the development of techniques to improve the use of ultrafast vibrational spectroscopy as a tool in biophysical research. This work includes the development of both spectroscopic techniques to accelerate the data acquisition process (chapters two and three) and a synthesis protocol to label biological macromolecules (chapter four). Previously in this manuscript, we demonstrated that these techniques together are capable of measuring the dynamics of interfacial water of a DMPC/DHPC bicelle, but these techniques are not limited to a simple bicelle. Further work will be required to fully utilize the techniques used in this thesis including: determining the interfacial water dynamics of complex lipid membranes, exploring the phase diagram of lipids, measuring the aggregation of the lipid subunits, and imaging...
8.7.1 Bicelle experiments. The structure of a lipid membrane *in vivo* is complex containing a variety of functional groups and macromolecules – e.g. cholesterol, proteins, carbohydrates, and a variety of lipid head groups (Fig. 8.4) – making the study of interfacial water of a cell’s lipid membrane complex, but the abilities of the techniques presented here allow for the systematic study of the lipid membrane’s interfacial water. For example, consider the phosphatidylcholine (PC) and phosphatidylglycerol (PG) head groups; the choline group of PC is positively charged while the phosphate group is negatively charged creating a zwitterionic head group while the glycerol group of PG is neutrally charged causing the PG head group to be negatively charged. The charge difference between the PC and PG head groups could cause the interfacial water to have different hydrogen bond networks and therefore different hydration dynamics. Using the chol-BCT as a label and RASD as a measure of the hydration dynamics, it would be possible to measure the hydration dynamics of
bicelle containing only PC head groups (as presented in this manuscript), and only PG head groups. If the PC and PG head groups induce the interfacial water to have different dynamics, the additive nature of these dynamics could be determined by measuring the dynamics of interfacial water in a series of PC-PG mixtures. For example, does a 50/50 ratio of phosphatidylcholine to phosphatidylglycerol exhibit hydration dynamics corresponding to the average of the PC and PG? Because the living cell’s lipid membrane is complex, multiple experiments similar to that of the phosphatidylcholine-phosphatidylglycerol described here are possible by systematically increasing the membrane’s complexity by, for example, incorporating carbohydrates, cholesterol, and proteins to the bicelle.

A bicelle can also be used to determine how the size of a solute will alter the dynamics of interfacial water. The size of a bicelle is determined by the ratio of short alkane chain lipids to long alkane chain lipids in the sample. It would therefore be simple to measure the interfacial water dynamics at a series of bicelle sizes ranging from 3 to 20 nm. Because the head group has the ability to alter the hydration dynamics of interfacial water, it is important to design this experiment with a non-perturbative head group (e.g. bis(2-ethylhexyl) succinate).

8.7.2 Monoolein. A lipid-water mixture can be found in multiple phases that are dependent on the concentration of the lipid and the temperature of the sample. These phases are based on simple topologies that include layers, tubes, spheres or more complex topologies that are based the mathematical minimal surfaces. Monoolein is a simple amphiphilic lipid that can form many topological phases and is often studied
due to its many industrial applications. The structure of the monoolein throughout these phases is well studied but the dependence of the interfacial water dynamics on these phases has not yet been studied. Currently in the Kubarych laboratory, efforts are being made to label the hydroxyl group of the monoolein with the chromium tricarbonyl motif using the same esterification used to synthesize the chol-BCT complex in chapter four. Using the labeled monoolein complex, the interfacial water dynamics can be measured for each phase by simply adjusting the lipid concentration or the temperature. Because a change in the temperature by itself could alter the water dynamics, it is important to use (benzoate) chromium tricarbonyl in bulk solution as a control for how temperature alters the water dynamics near the chromium tricarbonyl.

8.7.3 Multiple Labels. Metal carbonyl complexes are ideal labels for ultrafast vibrational spectroscopy due to their large transition dipole moments at frequencies in a relatively uncluttered region of the spectrum. In this thesis, we have utilized the piano stool metal carbonyl motif of the (benzyl) chromium tricarbonyl complex (BCT) because the organic benzyl group allows for the use of standard organic chemistry in a labeling protocol, but BCT is not the only piano stool metal carbonyl motif. Two, of the many, alternative piano stool metal carbonyl motifs are the cyclopentadienyl manganese tricarbonyl (CMT) and cyclopentadienyl rhodium tricarbonyl (CRT) complexes whose linear vibrational spectra have the same two peaks spectrum of BCT, but are slightly shifted relative to that of BCT. If the organic rings of CMT and CRT were to be functionalized with a carboxylic acid, presumably they could be used to label hydroxyl groups as is BCT. Preliminary data suggest that the simple esterification presented in
chapter four could be used to label the hydroxyl groups of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoglycerol and 1,2-dipalmitoyl-sn-glycerol with the chromium tricarbonyl motif and therefore could also be labeled with the similar piano stool molecules of CMT and CRT, allowing for a more complex experiments where a variety of lipid components could be labeled with different piano stool molecules.

One possible experiment utilizing this multiple labeled lipid would be the aggregation of a lipid’s components. If two components of a lipid that are known to aggregate are labeled with two different piano stool labels, the rate of intermolecular energy transfer could be used as a measure of distance between the two different labels. In a 2DIR spectrum, the energy transfer between two labels can be determined through the cross peak between the modes (Fig. 8.5), while the $t_2$ dependence of the cross peak

\begin{figure}[h]
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\caption{The diagonal of a 2DIR spectrum containing BCT and CMT will have four peaks; two peaks from CMT and two from BCT. If BCT and CMT are near each other, BCT and CMT will exchange energy creating cross peaks between the BCT and CMT peaks. The $t_2$ dependence of these cross peak amplitudes will indicate the distance between the molecules.}
\end{figure}
volume is a measure of the rate of energy transfer and therefore the distance between labels. Also, piano stool metal carbonyl complexes have been used as labels for in vivo Raman imaging. With these multiple piano stool complexes and the esterification presented in chapter four, the use of piano stool complexes in Raman imaging can be greatly enhanced.

8.7.4 Photo bleaching. Lastly, the use of UV light to photodissociate a carbonyl could be used to site specifically probe a region of a sample. In previous experiments not presented in the thesis, we confined the BCT molecule in β-cyclodextrin and found the linear spectrum of the carbonyls to have duplicate peaks slightly shifted in the spectrum that we attributed to a portion of the complexes oriented with the carbonyls exposed to the solvent while the others had the carbonyls confined in the β-cyclodextrin. Illuminating this heterogeneous sample with UV light, one set of the peaks in the linear spectrum was bleached. Although all of the BCT molecules are photobleached, the carbonyls confined in the β-cyclodextrin rebind because of their inability to diffuse away from the chromium metal. Potentially, if a vesicle (with both an exterior and confined interior) were labeled and then photobleached, the carbonyls on the interior would rebound while the exterior carbonyls would be permanently bleached allowing for the interior to be exclusively labeled.

8.7 Closing

Despite the measurements of interfacial water’s hydrogen bond network reorganization discussed above, further experiments are required to explore the
interfacial water dynamics in more biologically relevant environments. These experiments should include: additional head groups varieties, varying concentrations of cholesterol, bound polypeptide chains, multiple pHs, and many more. It is my hope that future generations of graduate students will be able to utilize the methods outlined in this thesis to explore the nature of the interfacial water solvating biological macromolecules.
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