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ABSTRACT

The topographic and climatic histories of the central Andes are closely coupled. As a
result, geological evidence for the nature of past surface environments is commonly
a record of both topographic and climatic changes. In order to understand tectonic,
climate, and erosion mechanisms, the relative roles of climate and tectonics in
changing surface environments must be resolved. This dissertation explores
controls on late Cenozoic climate change in the Andes, and the response of surface
processes to those changes. The knowledge gained is used (1) to evaluate end-
member models of Andean plateau surface uplift, and (2) to determine whether
climate is a strong control on erosional efficiency in the central Andes.

To explore the factors controlling South American climate during the late
Cenozoic uplift of the central Andes, several paleoclimate scenarios were simulated
by a global climate model with isotope tracking capabilities. The simulations are
used to determine the relative importance of local and global factors on regional
climate and precipitation 6180. Results indicate that Andean topography is the
strongest control on central Andean precipitation patterns and precipitation §180.
As Andean plateau elevation increased, convective precipitation was triggered on
the eastern flanks and precipitation §180 in the central Andes dropped by 4-8 %o.
Precipitation §180 was also modified by global cooling (up to 8 %o) and during late
Miocene seaway incursions into the western Amazon basin (1-8 %o).

The response of surface processes to climate change as a result of Andean
uplift is then quantified using a 1D river incision model embedded in a Monte Carlo
search. The results indicate that increasing precipitation rates with increasing
Andean elevation influenced the rate and timing of river incision on the Andean

flanks. Quantitative analysis of the influence of climate on paleoelevation proxies
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indicates that a steady uplift since ~40 Ma is the simplest surface uplift model
compatible with existing paleoelevation proxy records.

To constrain the influence of climate on Andean surface processes further, a new
analysis of satellite-based precipitation observations is presented and compared with
topographic metrics in the central Andes. The dataset is used to identify which climate
characteristics determine erosional efficiency at the orogen scale. Mean annual
precipitation correlates strongly with mean hillslope gradients where an increase in
mean annual precipitation causes an increase in vegetation cover. Where vegetation
cover is fixed, mean precipitation intensity and mean interval duration are the dominant
precipitation variables. Identification of the importance of vegetation to surface
processes at the orogeny scale highlights a need for further research to constrain the

role of vegetation changes in topographic development during mountain belt growth.
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CHAPTER 1

INTRODUCTION

1.1 CLIMATE-TECTONIC INTERACTIONS IN THE ANDES

The Andes Mountains span a wide range of climatic zones from tropical through
arid. The mountainous topography overprints latitudinal climate gradients by
disrupting low-level circulation, which enhances orographic precipitation on the
windward flanks and generates rain shadows on the leeward flanks [Campetella and
Vera, 2002; Lenters and Cook, 1995]. These large-scale climate patterns affect
topography at a range of spatial scales through erosional processes. For example,
glacial processes limit maximum elevations, while fluvial processes modify cross-
range asymmetry, orogen width and hypsometry [D.R. Montgomery et al., 2001]. By
removing material, erosional processes have the potential to change the stress state
in orogens and thereby modify the rate and style of deformation [Koons, 1990;
Willett, 1999; Willett et al, 1993]. Potential consequences of locally enhanced
erosion rates include increased uplift rates, retreat of the deformation front,
increased sediment flux to sedimentary basins, and a reduction in relief [Whipple,
2009]. However, identifying coupled relationships between climate and tectonics in
natural settings has proved challenging [Whipple, 2009].

As the second largest plateau on Earth and with large climatic gradients, the
central Andes are an ideal location to explore climate-tectonic interactions. Multiple
thermochronometry datasets, coupled with balanced cross-sections, [Barnes et al,

2006; Barnes et al., 2008; McQuarrie et al., 2008a] indicate a north-south gradient in



late Cenozoic (~20 Ma to Present) exhumation rates that reflects modern
precipitation patterns on the eastern central Andean flanks [Horton, 1999; Masek et
al., 1994; McQuarrie et al., 2008b]. Modern precipitation rates are also coupled to
the large-scale topography [Bookhagen and Strecker, 2008; Masek et al., 1994].
However, correlations between erosion rates and precipitation patterns are not
observed on shorter timescales [102 - 104 years Insel et al., 2010b; Safran et al,,
2005]. Furthermore, it is not appropriate to compare past changes in erosion with
modern precipitation patterns, because of the dependence of precipitation on the
topography itself. It is more useful to consider the coupled evolution of both
topography and climate throughout the development of the mountain belt
[Bookhagen and Strecker, 2012a; Norton and Schlunegger, 2011].

Constraints on simultaneous topographic and climatic development are
therefore required to establish the nature and magnitude of climate-tectonic
interactions. A key challenge to overcome is that topographic and climatic changes
can leave similar traces in the geological record. For example, an increase in erosion
rates may be caused by either an increase in climatic erosional efficiency, or by an
increase in local uplift rates. In this dissertation, the role of climate in modifying
surface processes and paleoenvironments is quantified to enable better

understanding of the roles of climate and tectonics in shaping Andean topography.

1.2 ANDEAN PALEOELEVATION

The past elevation of the central Andean plateau has been the focus of
several recent studies. Past plateau elevations can help to constrain the mechanism
and style of plateau deformation. Furthermore, a complete understanding of the
nature and cause of past environmental changes in South America, and the
development of tectonic-climate interactions, requires a good constraint on the

topographic development of the Andes.

1.2.1 Existing paleoelevation constraints
Attempts to constrain Andean paleoelevation over the last decade led to the
formation of two end-member models [Barnes and Ehlers, 2009]. In the first end-

member scenario, central Andean surface uplift has occurred steadily over the last



~4(0 Ma. This scenario is consistent with constraints on the deformation,
exhumation, magmatic, and sedimentology histories of the plateau and with
geophysical constraints on present day lithospheric structure. In the second model,
surface uplift rates were punctuated by a rapid surface uplift event of ~2.5 km,
equivalent to around half of modern Andean elevations, during the late Miocene, 10-
6 Ma. This second model is based on observations of a shift in the stable isotopic
composition of Miocene soil carbonates on the Altiplano [Garzione et al., 2006; C N
Garzione et al, 2008a; Ghosh et al, 2006], and is further supported by the
occurrence of a contemporaneous fluvial incision pulse on the Andean flanks
[Garzione and Hoke, 2006; Hoke et al., 2007; Schildgen et al., 2007]. The timing and
rate of surface uplift has significant implications for the mechanism driving the
uplift and geologic models of plateau development. A slower, steadier uplift is
compatible with uplift as a result of continuous deformation of a thickened, weak
lithosphere [Barnes and Ehlers, 2009; T A Ehlers and Poulsen, 2009]. Rapid and
recent uplift is more compatible with surface uplift caused by removal of dense
lithosphere in a single event [Garzione et al.,, 2006; Molnar and Garzione, 2007; Tao
and O'Connell, 1992].

Barnes and Ehlers [2009] concluded in favor of the first, steady, uplift model
and argued that the evidence supporting a late Miocene uplift event could also be
explained by a change in climate, triggered by a steadily uplifting mountain belt [T A
Ehlers and Poulsen, 2009; Insel et al., 2010a]. The stable isotope composition of soil
carbonates can be used as a proxy for past elevations because the isotopic
composition reflects elevation dependent environmental conditions at the time of
formation: local evaporation rate, soil temperature, and the isotopic composition of
local meteoric water [Quade et al., 1989; Quade et al., 2007]. Original interpretations
of Andean soil carbonate isotope records were based on modern precipitation
isotope lapse rates. However, isotope lapse rates are dependent on regional climate
properties, including moisture pathways and rainout amounts, which changed with
topographic growth. Andean topography deflects moisture from the Amazon basin
southwards, and triggers convective precipitation on the eastern Central Andean

flanks [Insel et al, 2010a; Poulsen et al., 2010]. In studies that complement this
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dissertation, the dependence of precipitation §80 on Andean topography was
quantified using global and regional climate models with isotope tracking

capabilities [Insel et al., 2012; Poulsen et al., 2010].

1.2.2 Mountain building in a changing global climate

However, Andean uplift did not occur in an isolated system, but in a changing
global climate. Since the beginning of Andean uplift (60-40 Ma), global
temperatures dropped by ~10°C [Lear et al., 2000] and polar ice sheets developed
[Ehrmann and Mackensen, 1992; Zachos et al, 1992] as atmospheric CO:
concentrations decreased [Pagani et al, 2005; Pearson and Palmer, 2000].
Moreover, additional regional changes have occurred in South America. The western
Amazonian basin was inundated by a wetland or inland seaway during the Miocene
[Frailey et al., 1988; Rasanen et al, 1995]. The extent to which these additional
factors affected Andean climate and the stable isotope composition of precipitation
is unknown. If the effects are comparable in magnitude to the impacts of changing
Andean elevation, then they must also be considered in paleoaltimetry and
paeloenvironmental studies. In Chapter 2 of this dissertation [see also: Jeffery et al.,
2012], a global climate model with isotope tracking capabilities is run with modified
boundary conditions to quantify the impacts of external factors on South American
climate during the Cenozoic. The results are compared with existing South American
stable isotope records in order to quantify uncertainties in paleoenvironment and

paleoelevation that arise due to the different controlling factors explored.

1.2.3 River incision

The second line of evidence that supports a rapid surface uplift event during
the late Miocene is indications of rapid river incision on both flanks of the Andes.
River profile analysis and erosion rate measurements from the central Andes
indicate that a large pulse of incision began around 10 million years ago [Barke and
Lamb, 2006; Hoke et al., 2007; Schildgen et al., 2007; Schildgen et al., 2009b]. River
incision is an indicator of surface uplift because a change in relative base level
steepens channels and drives river incision with the same magnitude as the base

level change. Stratigraphic and thermochronometric techniques can be used to
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estimate the timing and magnitude of incision, and therefore the timing and
magnitude of surface uplift. However, river incision rates depend not only on
channel steepness, but also on channel discharge. A change in precipitation
magnitude that accompanies surface uplift may confound interpretations of surface
uplift from geologic evidence of river incision. As discussed above, increasing
Andean elevation triggered convective precipitation on the eastern flanks, which
through increasing river discharge may have enhanced incision amounts resulting
in an overestimation of surface uplift magnitudes [Barnes and Ehlers, 2009]. If the
contribution of precipitation change to river incision magnitudes was high enough,
the river incision observations may be reconciled with the slow and steady end
member model of surface uplift. In Chapter 3 of this dissertation [see also: Jeffery et
al, in press], the role of increasing discharge rates in the topographic evolution of an
Andean river is quantified using a 1D river profile evolution model embedded in a
Monte Carlo search. In the river model, precipitation inputs are linked to the
elevation of the headwaters using results from existing climate model simulations in
which Andean topography was modified for lower elevations [Insel et al., 2010a].
The use of climate model results in this way is a novel approach to explore the
response of surface processes to coupled climate and tectonics processes and
enables the quantification of the relative importance of the two factors. In
combination with Chapter 2, the results of this study enable a quantitative
evaluation of Barnes and Ehlers [2009] assertion that Andean paleoelevation
proxies can be reconciled with a steady surface uplift model when climatic factors

are accounted for.

1.3 EROSIONAL EFFICIENCY AND TOPOGRAPHY

Improved constraints on the timing of surface uplift and coupled changes in
regional climate enable further exploration of the interactions between climate and
tectonics at the topographic interface. To date, Andean topography and exhumation
has been compared with mean annual precipitation rates as a measure of erosional
efficiency [e.g. Masek et al., 1994; McQuarrie et al., 2008b; D.R. Montgomery et al.,

2001]. However, many erosion processes are non-linear and only occur when



driving forces exceed a critical threshold. Erosional efficiency, and the potential for
climate to drive tectonic feedbacks, may therefore be better characterized by the
distribution of individual events, rather than mean climate states such as mean
annual precipitation. Quantifying the magnitude of precipitation events in
tectonically active regions, such as the Andes, was challenging until the recent
development of satellite based precipitation observations. In Chapter 4, a new
precipitation dataset, including event scale characteristics, is derived from TRMM
satellite observations. The new dataset is then compared with topographic metrics
to determine how best to characterize precipitation in the Andes with respect to
erosion processes. The results will help to determine which climate characteristics

are relevant to long-term climate-tectonic development.

1.4 HYPOTHESES ADDRESSED

Two main hypotheses are addressed in this dissertation: (1) Central Andean
proxy records that indicate a rapid surface uplift event in the late Miocene are
compatible with a steady surface uplift rate when climate change is accounted for,
and (2) Precipitation intensity is a dominant control on landscape morphology and
erosional efficiency in the Central Andes.

The first hypothesis is addressed in two ways. First, in chapter 2, global
climate model simulations with modified boundary conditions show that the stable
isotope composition of South American precipitation was influenced by multiple
factors, including Andean elevation, CO2, and the presence of an inland seaway
during the Cenozoic. The results are compared with existing 6180prec proxy records
to determine which factors can explain the magnitude, direction and timing of
changes recorded in the proxy records. Furthermore, we quantify uncertainties in
paleoaltimetry due to these climate factors and show that §180prec proxy records do
not require a rapid late Miocene surface uplift event. Second, a numerical model is
designed to simulate the evolution of a river profile under coupled changes in
topography and climate. The river model is run under a wide range of boundary

conditions to assess the extent to which climate change can modify the timing and



magnitude of river incision on the flanks of a plateau. Simulation results indicate
that the available constraints on river incision timing and magnitude are compatible
with either surface uplift end-member model.

The second hypothesis is addressed using modern day observations of
precipitation intensity and landscape characteristics; specifically mean hillslope
gradients (Chapter 4). The extent to which spatial variability in precipitation
intensity can explain patterns in mean hillslope gradient is quantified by correlation
and multiple linear regression analyses. We find that vegetation is an important
factor in mediating climate-landscape interactions at the orogen scale.

In addressing the above hypotheses we demonstrate the value of considering
both the multi-faceted nature of climate and the multiple factors that control
regional climate patterns. These studies are an advance on previous work that
considers simplified patterns of mean annual precipitation as a sufficient means of
characterizing climate in active mountain belts. We develop an improved
framework for understanding climate-tectonic interactions by (1) Identifying the
relevant, or dominant, factors influencing precipitation on million year timescales,
and (2) identifying the characteristics of precipitation that determine climatic

erosional efficiency
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CHAPTER 2

IMPACTS OF CENOZOIC GLOBAL COOLING, SURFACE UPLIFT AND
AN INLAND SEAWAY ON SOUTH AMERICAN PALEOCLIMATE AND
PRECIPITATION §180*

Abstract

Stable isotope records of precipitation 6180 (6180yprec) have been used
as paleoclimate and paleoelevation archives of orogens. However, interpretation of
these records is limited by knowledge of how 6180ec responds to changes in global
and regional climate during mountain building events. In this study the influence of
atmospheric CO: levels, the extent of the Antarctic Ice Sheet, changes in Andean
surface elevation and the presence of the South American inland seaway on climate
and 6'80prec in South America are quantified using the GENESIS v3 atmospheric
general circulation model with isotope-tracking capabilities. Results are presented
in the context of Cenozoic South American climate and §'8QOprec changes. More
specifically, we find: (1) Precipitation rates in the Andes are sensitive to Andean
surface elevation, the seaway and, to a lesser extent, COzlevels. Increasing Andean
elevations and the presence of a seaway both cause large increases in precipitation,
but in different parts of the Andes. The growth of the Antarctic ice sheet is found to

have a small influence on South American precipitation. (2) The stable isotopic

! Official Citation:

Jeffery, M. L., C. ]J. Poulsen, and T. A. Ehlers (2012), Impacts of Cenozoic global cooling,
surface uplift, and an inland seaway on South American paleoclimate and precipitation 6180,
Geological Society of America Bulletin, 124(3-4), 335-351. d0i:10.1130/B30480.1
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composition of precipitation is sensitive to all of the parameters investigated. An
increase in 6180prec of up to 8%o is found in simulations with higher atmospheric
COz. In agreement with previous studies, 6180prec decreases with increasing Andean
elevation by an amount greater than that predicted by the modern adiabatic lapse
rate. Furthermore, the presence of an inland seaway causes a decrease in 6180prec of
1-8 %o in the northern and central Andes. The amount of depletion is dependent on
the isotopic composition of the seaway. Simulations without the Antarctic ice sheet
result in 6180 that is 0-3 %o lower than the modern. Finally, time-specific
simulations for the Miocene and Eocene show that §180rec has decreased during the
Cenozoic and that local geographical gradients of &180prec have increased,
particularly in regions of high modern elevation. We demonstrate that in addition to
Andean uplift and associated climate change, COz levels and an inland seaway are
likely to have influenced 680carb records from South America. Consideration of these
global and paleogeographic changes is necessary when interpreting paleoclimate or

paleoelevation from stable isotope records of §180prec.

2.1 INTRODUCTION

The Cenozoic was a time of major mountain building events and global
cooling of ~10 °C [Lear et al, 2000]. These events altered global atmospheric
circulation patterns and led to polar glaciation [Ehrmann and Mackensen, 1992;
Zachos et al., 1992]. These large-scale changes should be recorded in stable isotope
records from orogenic regions. However, unravelling these signals is difficult, partly
because the isotopic responses to changing geologic boundary conditions are not
well constrained. Isotope-tracking climate models can be used to determine the
response of the stable isotopic composition of precipitation (§180prec) to changes in
boundary conditions. The advantage to such an approach is that the spatial response
to individual factors (e.g. surface uplift, global cooling, or Antarctic glaciation) can
be quantified.

Recent studies of the Andean Plateau have highlighted that terrestrial
paleosol and lacustrine carbonate stable isotope (6!80carb) records from South

America are sensitive to both the paleoelevation and paleoclimate history of the
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orogen [T A Ehlers and Poulsen, 2009; Poulsen et al, 2010]. These studies
demonstrated how increasing Andean Plateau elevations and consequent climate
change alter 6!80,rec. However, global or regional climate and environmental
changes that occurred during the evolution of the Andes were not taken into
account. Furthermore, episodic occurrences of a marine seaway or freshwater lake
in the Andean foreland have modified the regional paleogeography during the
Cenozoic [Frailey et al., 1988; Rasanen et al., 1995]. A better understanding of the
impacts of these global and regional changes, as well as the impacts of changing
Andean Plateau elevations, on 818Q0prec in South America is needed in order to
accurately interpret 6180carb records from this region.

In this study, we complement previous work by using a global climate model
with isotopic tracking capabilities to quantify the impacts of global climate and
paleogeographic change on the isotopic composition of meteoric waters. We
establish the relative importance of 1) atmospheric greenhouse gas (CO2)
composition, 2) the Antarctic ice sheet, 3) Andean elevation, and 4) the presence of a
South American inland seaway on the climate and 6180pec in South America. We use
these results to show the paleoclimate and paleoelevation signals that may be

observed in 6180 records of South America.
2.2 BACKGROUND

2.2.1 South American Paleogeography and Paleoclimate

The ~7000 km long Andean mountains (Fig. 2.1) formed primarily as a result
of the subduction of the Nazca plate beneath the South American plate. The
morphology of the Andes varies considerably along strike with narrow ranges to the
north and south separated by the wide Altiplano plateau of the Central Andes [15 -
27 °S, Fig. 2.1; Isacks, 1988]. South America has been located in the lower latitudes
for the last 40 Ma and has drifted northwards by ~2 degrees since 10 Ma [Smith et
al., 1981].

In the following we briefly summarize the evolution of this orogen from

south to north. In the southern Patagonian Andes, accelerated cooling and
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denudation began ~30 Ma [Thomson et al, 2001] and indicates the onset of
significant deformation in this region. Deformation propagated eastward before
slowing at 14 - 10 Ma following the subduction of the Chilean spreading ridge
[Blisniuk et al, 2006]. The Pampean segment of the Andes (27 - 33°S) is
distinguished by a gap in modern volcanism over a region of flat slab subduction.
Here, the main deformation phase in the principal Cordillera occurred between 20
and 8.6 Ma [Ramos et al, 2002]. Again, deformation propagated eastward from the
main Cordillera into the Sierra Pampeanas fold-and-thrust belt. In the central Andes,
deformation began in the early Cenozoic [60-40 Ma, DeCelles and Horton, 2003;
McQuarrie et al., 2005] and accelerated around 25 Ma coincident with a change in
the subduction geometry. The plateau formed mainly through crustal thickening
and deformation that migrated eastward from the Altiplano-Puna Plateau into the
foreland fold-and-thrust belt [Barnes et al., 2008; McQuarrie, 2002]. Deformation in
the Altiplano began 5-10 m.y. before the Puna region [Allmendinger et al, 1997].
North of the Altiplano, the Andean range narrows and splits into three separate
Cordilleras (north of 2 °N, Fig. 2.1). The northern Andes have a long history of
deformation that is complicated by the subduction of the proto-Carribean plate in
addition to the Nazca plate [Gomez et al, 2005; Taboada et al, 2000]. Earliest
contractional deformation began in the late Cretaceous when accretion of an oceanic
plateau initiated formation of the Western Cordillera and contemporaneous arc
volcanism and crustal thickening began in the Central Cordillera. After plate re-
organization at ~28-26 Ma, basin inversion in the foreland led to the uplift of the
Eastern Cordillera in the late Oligocene and early Miocene [Cooper et al., 1995; Parra
etal, 2010].

Central South America was episodically submerged under fresh or marine
waters during the Neogene. Sedimentary evidence from the Andean foreland
indicates the presence of a large lake [Frailey et al, 1988] or an inland seaway
during the Miocene [Rasanen et al., 1995]. Miocene sedimentary deposits from
Peruvian Amazonia are interpreted to have formed in a range of environments from
fluvial [Latrubesse et al., 2010] to marginal marine [Gingras et al., 2002; Rasanen et

al, 1995]. Evidence for a marine influence includes diurnal cycles in rhythmic
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bedding [Hovikoski et al., 2005; Hovikoski et al, 2007], mangrove pollen [Hoorn,
2006], marine palynmorphs [Hoorn, 2006], marine ichnofossils [Gingras et al., 2002;
Wesselingh et al, 2002] and a high diversity of modern marine-derived fauna
[Lovejoy et al., 2006]. Others have interpreted the sedimentary structures as a fluvial
system with avulsive rivers, megafans, swamps and lakes [Latrubesse et al., 2010].
The conflicting evidence for continental and marine influences in the same
formation can be reconciled by a scenario in which multiple incursions of brackish
water occurred into an otherwise continental environment [Hovikoski et al., 2010;
Hovikoski et al., 2007; Wesselingh et al, 2006]. In a recent review [Hoorn et al,
2010] describe the following three phases of seaway incursions in Amazonia; (1)
~24-16 Ma, Lacustrine conditions alternating with episodes of fluvial drainage and
marginal marine influence, (2) ~16-11.3 Ma, Maximum extent of lacustrine
conditions with a marginal marine influence, and (3) 11.3- ~7 Ma, Complex
environment of deltaic, estuarine and fluvial environments. Probable causes of the
incursions include tectonic loading of the foreland basin by the rising Andes and/or
changes in eustatic sea level [Hernandez et al., 2005].

These paleogeographic changes all occurred in the context of Cenozoic global
climate change. Carbon dioxide levels and global temperatures have decreased
throughout the Cenozoic. Carbon dioxide concentrations were around 900-1500
ppm in the middle to late Eocene [Pagani et al., 2005; Pearson et al., 2009] but have
been relatively stable below ~500 ppm since the late Oligocene, ~25 Ma [Demicco et
al, 2003; Royer, 2006]. The Antarctic Ice Sheet (AIS) initially developed ~34 Ma
[Matthews and Poore, 1980; Miller et al., 1987; Zachos et al., 1992] and fluctuated in
size through the Oligocene and Miocene. The Eastern Antarctic Ice Sheet stabilized
around 14 Ma and the modern ice sheet was established in the Plio-Pleistocene

[Siegert et al., 2008].

2.2.2 The isotopic composition of South American precipitation
The isotopic composition of meteoric water is primarily controlled by
equilibrium isotopic fractionation during evaporation and precipitation [Gat, 1996].

It is energetically more favorable for molecules containing the lighter isotope (1°0)
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to be in the gaseous phase. Therefore, precipitation is more enriched in 180 than the
vapor from which it formed and the remaining vapor becomes isotopically depleted.
This fractionation is temperature dependent, with greater fractionation occurring at
lower temperatures [Dansgaard, 1964].

In South America, 680prec decreases generally from north to south,
particularly south of 45 °S, due to decreasing temperature with increasing latitude
[Rozanski et al.,, 1993]. §180precis also more negative inland than at the coasts as a
result of Rayleigh distillation, the progressive rainout of the heavier isotope. These
continental effects are weaker in the Amazon region due to recycling through
evapotranspiration of moisture with relatively high 8180prec [Salati et al., 1979]. A
minimum in the §180prec pattern occurs in eastern Brazil (40-50 °W, 20 °S) due to
high precipitation rates and long vapor transport distances over which Rayleigh
distillation occurs.

Further modifications to the general latitudinal and continental pattern are
caused by the presence of the Andean topography [Aravena et al., 1999; Gonfiantini
etal, 2001; Stern and Blisniuk, 2002]. The lifting of air masses over high topography
induces adiabatic cooling and condensation on the windward side resulting in more
isotopically depleted precipitation at high elevation and on the leeward side of the
mountain range [Dansgaard, 1964]. Elevation effects are particularly strong in the
central Andes where the South American Low Level Jet brings moisture southwards
and convective precipitation is induced on the eastern Andean flanks [Insel et al,

2010a.
2.3 METHODS

2.3.1 Modeling approach

A suite of climate model simulations (table 2.1) is used to explore the
response of South American climate and 8180prec to a range of climate controls that
have changed during the mid-late Cenozoic. The simulations were run using the
global climate model GENESIS [Thompson and Pollard, 1995; 1997]. GENESIS is a
multi-component Earth Systems model with an atmospheric model derived from

NCAR'’s CCM1 coupled to land-surface, soil, snow, sea-ice and ocean components. In
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our version of GENESIS, water isotopic transport and fractionation processes have
been added to the atmospheric physics (Mathieu et al., 2002). The 180/1¢0 and D/H
ratios are predicted in atmospheric vapor, liquid, and ice, and also in soil water
reservoirs. Fractionation is modeled as a result of condensation and evaporation in
the free atmosphere and from surface waters. Atmospheric isotopic ratios are
transported using the same Lagrangian transport as for bulk vapor and clouds. We
use a spectral resolution of T63 (~1.9° or ~210 km) for both the atmosphere and
surface models. The atmospheric model has 18 vertical levels. Vegetation cover is
prescribed based on Dorman and Sellers [1989] and is identical in each simulation.
The ocean is represented by a mixed-layer slab model of 50 m depth. Oceanic heat
transport is diffusive and zonally uniform. Atmospheric trace gas compositions are
specified at pre-industrial levels, except for carbon dioxide as described below. The
isotopic composition of the oceans and other large water bodies is prescribed from
modern observational datasets [Craig and Gordon, 1965; Epstein and Mayeda, 1953;
Ferronsky and Brezgunov, 1989; GEOSECS, 1987]. Orbital parameters are modern
and constant in all experiments.

Each simulation was run for 55 years with isotope tracking enabled for the
last 25 years. The results presented here were averaged over the final 20 years of
each simulation. Twenty years is sufficient time to establish the mean climatic state
because the use of a slab ocean does not enable the simulation of the ocean-
atmosphere interactions that drive variability on annual and longer timescales in
the modern climate. While this is a limitation of this study, the slab ocean model was
chosen in order to maintain surface temperature equilibrium under increasing CO>
levels. Furthermore, inter-annual variability is unlikely to be recorded in carbonate
records of 6180prec that form over comparatively long time periods of hundreds to
thousands of years. Additionally, the changes in boundary conditions that we

explore occur on timescales greater than that of carbonate formation.

2.3.2 Cenozoic boundary conditions
A series of simulations were completed that investigate the impact of 1)

atmospheric COz levels, 2) Andean elevation, 3) the South American Inland Seaway,
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Table 2.1 Model experiments and boundary conditions

Full Andes Half Andes No Andes
1x CO, Modern Half Andes (App. 1) No Andes

SWmarine Half Andes, SVVmarine (App 1)

SWfreshwater

Nolce

Nolce_modOcean (App. 1)

2x CO, 2xCO; (App. 1) Middle Miocene
2xCO,, Half Andes (App. 1)

4x CO, 4xCO, Eocene (Nolce, Ocean)

SW - Seaway; marine - marine isotopic composition (~1%o); freshwater - freshwater isotopic
composition (-6%o); Nolce - topography and surface properties of the Antarctic ice sheet changed
and ocean isotopic composition modified for an ice free world; Nolce_modOcean - Antarctic
topography and surface properties changed but oceanic isotopic composition is modern; NxCO; - CO>
levels at N times pre-industrial level (280ppm); App. - Experiment results are shown in Appendix A.

and 4) the Antarctic ice sheet on §18Q0prec in South America. Boundary conditions
were specified to capture the range of conditions during the Cenozoic. The set of
simulations (Table 1) consists of a base level, or control run, representing pre-
industrial conditions and further simulations in which only one parameter is varied
from the base level conditions. The exceptions to this are two time-specific
simulations discussed at the end. CO; levels in the base level simulation are 1x, of
pre-industrial levels (PIL) (280ppm). Additional simulations are run at 2x
(560ppmv) and 4x (1120ppmv) PIL [Pagani et al., 2005; Pearson et al., 2009]. The
influence of Andean surface uplift is examined with simulations at varying Andean
elevations. Figure 2.2A shows the modern Andean topography represented in the
Full Andes simulations. Two additional experiments were completed with modern
Andean elevations reduced by 50% (Half Andes) and set to 250m (No Andes).

We have adapted a seaway reconstruction (Fig. 2.2A) modified from
Hernandez et al. [2005] and Rasanen et al. [1995]. The reconstruction represents
the maximum likely extent of the seaway. The isotopic composition of the seaway is
not known, in part because it is not clear whether the seaway had a marine

connection. To address this uncertainty, two experiments were conducted with
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distinct isotopic compositions assigned to the seaway (8'8Oscaway). The first
experiment representing a marine seaway has isotopic compositions similar to the
modern Atlantic with zonal values ranging from 1%o near the equator to 0%o at 50
°S. The second experiment represents a freshwater seaway with an isotopic
composition of -6%o, the value of the modern Amazon River. The ‘marine’ scenario
could also represent a freshwater seaway that has undergone high rates of
evaporation. These two simulations (SWmarine and SWireshwater) €ncompass the range of
potential influences a seaway could have on the §180precin South America.

Changes in Antarctic ice volume influence $180prec by modifying the climate
and by changing oceanic isotopic composition (8180ocean). Our Nolce experiment
simulates this using an ice-free isostatically rebounded Antarctic paleogeography.
The 8180ocean is prescribed by subtracting 1.2%o from modern §80cean Values. The
Nolce experiment tests the maximum impact of the AIS on 8180pec for the Cenozoic
because the AIS is completely removed. An additional experiment
(Nolce_modOcean, table 2.1) explores the relative importance of climate and
01800cean changes to differences in 8180prec in the absence of the AIS. In this
experiment the AIS is removed but §180occan is set to modern values. The Greenland
Ice Sheet (GIS) was not modified in our experiments. Due to its distant location from
South America, the topography and surface type of the GIS would have a very small
effect on 6180prec in South America compared to the other boundary conditions
explored here.

In addition to sensitivity tests of the boundary conditions described above,
two time-specific simulations were designed to represent the 1) Late Eocene (~40
Ma) and, 2) Middle Miocene (~15 Ma). The Eocene scenario has no AIS, an ice free
world 8180ocean, 4x CO2 (1120ppm) and No Andean elevation. The Miocene scenario
has a modern AIS, modern 8180ocean, 2x CO2 (560ppm) and Half Andean Elevation. All

simulations and their boundary conditions are summarized in table 2.1.
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Figure 2.2 Model topography and austral summer climatologies for the modern
simulation.

a) GENESIS modern South America topography. The location of the South American interior
seaway is indicated by blue shading. The seaway is incorporated only in the SWireshwater and
SWarine sSimulations (see Table 1). b) Summer (D]F) average surface temperatures (°C). c)
Summer (D]F) average precipitation (mm/day) and 800mb winds (m/s). Winds are not
shown where surface elevation exceeds 2000m. d) Simulated amount-weighted summer
8180prec (%O)
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2.4 RESULTS

2.4.1 Modern (Control) Simulation

GENESIS has been used to realistically simulate both modern and past
climates [e.g. Sloan et al., 1996; Thompson and Pollard, 1995; Zhou et al, 2008].
South American climate simulated in the control run compares well with modern
data [Fig. 3, CMAP, CRU TS 2.0, NCEP 1, Kalnay et al, 1996; Pearson and Palmer,
2000; Xie and Arkin, 1997]. For example, temperatures of ~25 °C in the Amazon and
cooler temperatures (<10 °C) at high elevation and high latitudes (south of 40 °S)
compare well with observational data (Figs. 2.3A - 2.3C). Predicted and observed
precipitation patterns agree well, with high precipitation rates in the Amazon (3-6
mm/day) and northern and central Andes (up to 12 mm/day). GENESIS also
captures low precipitation rates (<3 mm/day) at 30-40 °S (Figs. 2.3D-F).
Discrepancies between the model and observations occur in Eastern Brazil, where
the model overestimates precipitation rates by up to 4 mm/day. This is likely due to
local sea surface temperatures being too high as a result of using the slab ocean
model. Precipitation rates are also slightly too high on the eastern flanks of the
Andes.

Modern 8180prec patterns are well represented in the control simulation (Figs.
2.2D and 2.6A) when compared with currently available, and sparse, observational
datasets [(IAEA/WMO); Mathieu et al., 2002; Poulsen et al., 2010]. §180precis high (> -
6%o0) over much of the Amazon basin and is low (< -10%o) in the central Andes,
southeastern Brazil (40-50 °W, 20 °S) and in the southern Andes. Both the patterns
and magnitude of 6180yrecare similar to those simulated in other climate models of a
similar resolution [Vuille et al, 2003] and higher resolution [Sturm et al, 2007;
Vuille et al., 2003]. Any errors in climate simulation propagate into errors in 6180prec
simulation. As a result, GENESIS may under- or over-estimate the magnitude of
0180prec Where precipitation rates or temperatures are not well simulated. In eastern
Brazil for example, simulated precipitation rates are too high which results in an
underestimate of §180prec. However, much of this paper focuses on the Andes where

the model successfully simulates a decrease in §180prec from ~-6%o0 at low elevations
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Figure 2.3 Model performance.
Simulated and observed mean annual temperature (°C) (a-c) and precipitation (mm/day)

(d-e). a and d) GENESIS (this paper), b) NCEP 1 reanalysis product at 2.5° resolution, ¢ and
f) CRU TS2.0 at 0.5° resolution, and e) CMAP at 2.5° resolution.
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to as low as <-16%o on the eastern central Andean flanks (Fig. 2.6A), comparable to
modern meteoric waters. Observed stream water and precipitation §180 decreases
from ~-2 to -8%o at low elevations to ~-11 to -18%o at ~5km elevation [Bershaw et
al, 2010; Gonfiantini et al, 2001]. At 33°S, river waters thought to reflect winter
0180prec have values of -3 to -5%o at low elevations, decreasing to ~-18%o at 4km
elevation [Hoke et al., 2009]. In GENESIS winter 180prec ranges from -6%o to -14%o
at the same latitude (Appendix Fig. A1.4M). Simulated 6180precis also comparable to
observations from the Patagonian Andes [47-48 °S, Stern and Blisniuk, 2002]. At
these two southerly locations, the most depleted values may not be well simulated
because the model is too coarse to represent the full elevation where the range is
narrow. We consider the model acceptable for the following experiments because it
captures the important large-scale features of climate and 180precin South America.
We show our results in comparison to the control run in order to highlight the
impact of particular changes in boundary conditions and to minimize the error in

the results.

2.4.2 Sensitivity experiments

For each change in model parameters we present the changes in South
American regional climate (Fig. 2.4) and 6'80prec (Fig. 2.5). The main results
discussed here are 20-year austral summer (D]F) averages. Because austral summer
is the wet season in the central Andes, it dominates the weighted mean annual
average 6180prec signal. The central Andes is also where many 680prec records and
paleoaltimetry studies are focused. As DJF is not the dominant rainfall season in
other parts of South America, we also show mean annual (Fig. 2.6) and austral

winter (Appendix Figs. A1.2-A1.5) results.

2.4.2.1 COzeffects on 6'80prec

The global mean annual temperature (MAT) is 12.6 °C, 15.4 °C and 19.1 °C in
the control (1xCOz), 2xCO2 and 4xCO2 simulations respectively. The temperature
increase of ~2.8 °C between 1x and 2x CO:is consistent with other models and
observational datasets [Knutti et al, 2006; Murphy et al, 2004]. Temperature

increases are not spatially uniform (Fig. 2.4E), with temperatures increasing more
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over land than the oceans. At 4xCO2, warming of 4-6 °C in the low-latitude ocean is
accompanied by an increase of 8-10 °C in the center of the continent and an increase
of 6-8 °C on the Central Andean plateau. At 4xCO>, precipitation decreases by up to
3-4 mm/day in the Central Andean foreland and increases by up to 6-8 mm/day on
the northeast coast (Fig. 2.4A).

At higher CO:2 levels, 8180prec increases across South America with the
exception of the Amazon basin (Fig. 2.5A). The maximum change occurs in the
central Andes where 6180prec is -8%0 (Fig. 2.5A) at 4xCO2, 6-8%o0 (Fig. 2.5F) less
negative than the modern. In the southern Andes, 8180y is between -6 and -8%o in
the 4xCO; simulation, 2-3%o less negative than in the control simulation. Increases
in 8180prec can be attributed primarily to temperature controls (Fig. 2.4E) on the
amount of kinetic fractionation and to a lesser degree to changes in precipitation
(Fig. 2.4A), which alter the amount of rainout. At higher temperatures, isotopic
fractionation during surface evaporation and cloud condensation is reduced. The
specific humidity is also higher which, according to distillation principles, leads to
less negative 8180vapor. For the same precipitation pattern, the §180 of water vapor is
therefore less negative than the control simulation throughout the vapor transport
path. In the Amazon region §'80prec is -2 to -6%o0, 1-3%o0 more negative than in the
control simulation. This decrease can be attributed to an increase in precipitation
that enhances Rayleigh distillation. These effects of increased precipitation rates on
0180prec are geographically restricted. As the prevailing winds (Fig. 2.2C) transport
depleted moisture from the northeast coast of Brazil westwards across the Amazon
basin and towards the central Andes, high temperatures and mixing with less
depleted air masses counteract the depletion caused by high rainout rates over the
Atlantic (Fig. 2.4A). At 2xCO, the changes in precipitation, temperature and 680prec
(Appendix Figs. A1.1A and A1.1F) relative to the control simulation are smaller in

magnitude than at 4xCOz but follow a similar pattern.

2.4.2.2 Andean Elevation effects on 6180prec
In agreement with other studies [Campetella and Vera, 2002; T A Ehlers and
Poulsen, 2009; Insel et al., 2010a; Lenters and Cook, 1995], the elevation of the Andes
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is shown to exert a strong control on the regional climate. In the No Andes
simulation, precipitation (Fig. 2.4B) decreases by 8 mm/day on the eastern flanks of
the central Andes and increases in the western Amazon basin by 3-5 mm/day
compared to the control simulation. Temperatures increase by 20-25 °C in the
central Andes when the Andes are lowered but remain constant in regions where
elevation is identical in both simulations (Fig. 2.4F).
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Figure 2.4. Austral summer climatology.

Simulated summer precipitation (mm/day) (a-d) and temperature (°C) (e-h) difference
between simulation and control (simulation minus control, see Fig. 2b and 2c) for a and e)
4xC02, b and f) No Andes, c and g) Seaway, d and h) No Ice. Note that the contour intervals
change at 6 mm/day and 10°C in the precipitation and temperature plots respectively.
Although isotopes are different in the freshwater and marine seaway runs, the climate is
identical.
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Figure 2.5 Austral summer 8180 cc.

(previous page) A-E) Simulated amount-weighted summer 680 (%0) predicted by
GENESIS with A) 4xCO, B) No Andes, ¢) SWmarine, 2 sSeaway (see Fig. 2.2A) with a marine,
Atlantic-like, isotopic composition, D) SWeeshwater, @ seaway with freshwater (-6%o)
composition and, E) No Ice, Ocean - no Antarctic Ice Sheet, (6180¢cean = modern 880qcean -
1.2%o). F-J) Summer 6180y difference (simulation minus control) between the sensitivity
simulation and the control run (Fig. 2.2D) for the simulations in (A-E). Note that the contour
interval changes at 4%o.

Figure 2.6. Mean annual 8180 prec.

(next page) A-F) Simulated amount-weighted mean annual 680y (%0) predicted by
GENESIS with A) modern conditions, B) 4xCO>, C) No Andes, D) SWmarine, @ sSeaway (see Fig.
2.2A) with a marine, Atlantic-like, isotopic composition, E) SWireshwater, @2 Seaway with
freshwater (-6%o) composition and, F) No Ice, Ocean - no Antarctic Ice Sheet, (6180¢ccan =
modern 6180gcean - 1.2%0). G-K) Mean annual 6180 difference (simulation minus control)
between the sensitivity simulation and the control run (Fig. 2.6A) for the simulations in (B-
F). Note that the contour interval changes at 4%o.
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6180prec in the northern, central and southern Andes is 2-3%o, 4-8%0 and 2-3%o, less
negative in the No Andes experiment than in the control simulation (Fig. 2.5G). The
opposite signal is observed in the Amazon basin; §80prec is more negative by as
much as 4-6%o in the No Andes simulation (Fig. 2.5G). The Half Andes simulation
shows a similar pattern of change as a result of elevation decrease but of a smaller
magnitude (Appendix Figs. A1.1A and A1.1F).

In the Amazon basin the higher precipitation rates at lower Andean elevation
result in more negative 6!80prec. In the northern and central Andes, changes in
adiabatic cooling, amount effects and moisture source all play a role in determining
0180prec. In the central Andes and north of the equator, an increase in precipitation
(Fig. 2.4B) with increasing elevation enhances the decrease in §80prec expected
from adiabatic cooling alone. In addition, as elevations increase, the Andes act as a
barrier to zonal circulation and prevent moisture derived from the Pacific from
penetrating inland resulting in greater influence from Atlantic sourced moisture
[Insel et al, 2010a]. In western South America, Pacific sourced water has a shorter
travel distance and undergoes less Rayleigh distillation than Atlantic sourced water
vapor, causing it to be less depleted. Switching from a Pacific to Atlantic moisture
source therefore results in more negative 6180prec. In the southern Andes, where a
slight increase in precipitation (1-2Zmm/day at 50 °S, Fig. 2.4B) accompanies uplift
and there is no change in moisture source [GEOSECS, 1987], the increase in §180prec
with increasing elevation is weaker than in the central Andes and dominated by

adiabatic cooling effects.

2.4.2.3 Seaway effects on 6180prec

The seaway exerts a strong, local control on regional climate. We compare
the areas affected by 1) the southern, Paranan (60 °W, 25-40 °S), and 2) northern,
Amazonia (Brazil, Peru, Bolivia), regions of the seaway. In the Paranan region,
evaporation and humidity increase but temperature decreases (Fig. 2.4G) and
precipitation rates remain very low (Figs. 2.2C and 2.4C). In the Amazonia region,
summer surface temperatures (Fig. 2.4G) are higher in the presence of a seaway.

Higher relative and specific humidity over the seaway results in an increase in
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precipitation downwind in the northern and central Andes of up to 4-6 mm/day
(Fig. 2.4C).

The effects of the seaway and the resultant climatic changes on 680prec
depend on the 6'80scaway. Two experiments, SWmarine and SWireshwater, have a
0180seaway 0f ~-1%0 and -6%o respectively. In the SWharine experiment (Figs. 2.5C and
2.5H), the 680prec south of 25 °S (Paranan) is up to 4%o less negative than the
control simulation. North of 25 °S (Amazonia), §'80prec is more negative than the
control simulation by 2-4%o. Maximum depletion occurs in the northern Andes and
the Amazon basin. In contrast, the SWyreshwater €Xxperiment results in more negative
0180prec throughout the continent (Figs. 2.5D and 2.5I). Maximum depletion occurs
in the northern Andes where the lowest values are between -22 and -20%o0, 6-8%:0
more negative than the control simulation.

Source and amount effects are responsible for changes in 6180prec in the
presence of a seaway. In the Paranan region, where simulated average precipitation
rates are <1 mm/day, the isotopic composition of the seaway dictates the direction
of change in 8'80prec. The 8180prec Will shift in the direction of the 8180scaway. For
example, in the SWharine case, 8180prec becomes more negative. In the Amazonian
region, the seaway drives an increase in precipitation and therefore rainout effects,
lowering the 6180prec. The 6180seaway determines the magnitude of §180prec depletion
relative to the control. A more depleted seaway (SWrreshwater) Causes a more negative
0180prec (Figs. 2.5H and 2.5I). Temperature changes (Fig. 2.4G) may also alter the
0180prec but are not the dominant control as the simulated temperature changes are

expected to have the opposite effect on §180prec than those simulated.

2.4.2.4 Antarctic Ice Sheet effects on §180prec

The removal of the ice sheet results in a global MAT rise of 0.9 °C from 12.6
°C to 13.5 °C. However, temperature increases predominantly occur south of 45 °S
and are not observed in the summer average over South America (Fig. 2.4H).
Precipitation rates change by 1-2 mm/day in a few isolated regions (e.g. 75 °W; 40
°S, Fig. 2.4D).
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The physical removal of the ice sheet (Nolce_modOcean experiment) results
in small regions that are 0-2%o0 more negative than the control simulation (e.g. 0 °S,
65 °W; Figs. A1.1E and A1.1]). The addition of isotopically light meltwater to the
oceans results in precipitation that is isotopically more depleted by a further
~1.2%o (Nolce experiment, Fig. 2.5E). In the model, the change in 680ocean therefore
causes a change in 6180prec of the same magnitude and is the dominant mechanism
by which Antarctic ice formation alters South American §80prec. The maximum
impact of the ice sheet on 6180pecis ~2-3%o0 but the impact is generally <2%o (Fig.
2.5]).

2.4.3 Time-Specific Paleoclimate Scenarios

Interpretation of 6180y records requires quantifying the combined effects
of more than one control. Here we explore two time scenarios: 1) the late Eocene
(Figs. 2.7A - 2.7D), when Andean uplift began and, 2) the middle Miocene (Figs. 2.7E
- 2.7H), preceding and during the formation of many of the central Andean §180prec

records.

2.4.3.1 Late Eocene, ~40Ma

The late Eocene scenario includes a low-elevation Andes, 4xCO>2, no AIS or
interior seaway, and a 0!80gcean corrected for ice sheet volume. Maximum
temperatures of >40 °C occur between 20 °S and 30 °S in the Eocene simulation,
which is >10 °C warmer than the present day foreland and >30 °C warmer than the
present-day (control simulation) high Andes at this latitude (Figs. 2.2B and 2.7D).
Precipitation rates are reduced in the central and northern Andes as a result of the
removal of an orographic barrier while elevated COz and low Andean elevation lead
to increased precipitation in the Amazon and equatorial Atlantic (Figs. 2.2C and

2.7C).
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Figure 2.7 Climatology and 8180, for Eocene and Miocene scenarios.

(previous page) Simulated austral summer amount-weighted 6180, difference in 6180prec,
precipitation (mm/day), and temperature (°C) for the late Eocene (A-D) and middle
Miocene (E-H) simulations. Difference in 8180y (B and F) is simulation minus control (Fig.
2D). The Eocene simulation has No Andean elevation, 4xC0O, and No Antarctic Ice Sheet
(81800cean = modern 8180qcean - 1.2%0). The Miocene simulation has half Andean elevation,
2xC0zand a modern ice sheet and 6180qcean. Neither simulation includes a seaway. Note that
the contour level changes in A§180ec.

The middle Eocene 8180prec pattern (Fig. 2.7A) is significantly different than
the modern (Fig. 2.2D). A single strong 680prec minimum occurs in central South
America, with a weaker minimum in the southern Andes. In the Eocene simulation,
precipitation is isotopically less depleted by >8%o0 along the Andean range and 6-
8%o in Eastern Brazil (Fig. 2.7B). Maximum differences between the Eocene and
control simulation occur in the northern central Andes and western Amazon. The
more negative 6180prec in the Amazon is associated with greater upwind
precipitation rates (Figs. 2.2C and 2.7C). Higher temperatures (Figs. 2.2B and 2.7D)
and reduced rainfall rates (Figs. 2.2C and 2.7C) result in less negative §180prec values

elsewhere and particularly on the eastern central Andean flanks.

2.4.3.2 Middle Miocene, ~15 Ma

The middle Miocene experiment is performed using half Andean elevation
and 2xCO; (table 2.1). Simulated middle Miocene temperatures in the Altiplano
region are 20-25 °C and precipitation rates are 3-11 mm/day (Figs. 2.7G and 2.7H),
10-15 °C cooler on the Altiplano and 6 mm/day drier on the eastern flanks than the
control simulation (Figs. 2.2B, 2.2C, 2.7G and 2.7H). In the Miocene simulation,
0180prec is less negative everywhere in the Andes (by 2-8%o0) and in Eastern Brazil
than the control simulation but in the Amazon basin 180precis more negative. The

maximum decrease in §180prec 0ccurs in the southern Altiplano (Fig. 2.7F).

2.4.3.3 Cenozoic 6'80prec patterns in South America
Combining the boundary conditions in these time-appropriate scenarios
allows us to make estimations of past climate and &180prec patterns. Based on the

modern, Miocene and Eocene simulations, we expect that §180prec had lower spatial
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gradients and variability in the past (Figs. 2.2D, 2.7A and 2.7E). For example, the
extreme low values in the central and southern Andes and in Eastern Brazil (45 °W,
20 °S) that are present in the control simulation are not as low in the Miocene
scenario and are weak or not present in the Eocene scenario. The Miocene §180prec
pattern is similar to modern but shifted toward less negative values with lower
spatial gradients. At half the modern elevation, the Andes are still capable of
modifying the regional climate and 6'80prec. The Eocene 6180yrec pattern is simple
with 6180prec decreasing away from the coasts and towards higher latitudes.

In both scenarios, changes in temperature and precipitation patterns are
consistent with the sensitivity experiments of the individual parameters. However,
the total change in 6'80prec in the Eocene scenario (Fig. 2.7B) is less than that
expected from sensitivity experiments in which only Andean elevation, CO2 or
01800cean are changed (Figs. 2.5F, 2.5G and 2.5]). This discrepancy is mainly due to
0180prec responding differently to increasing CO; in the absence of the Andes. A
strengthening of the Chaco Low, a low pressure system in central South America,
and changes in moisture source with increasing CO: result in precipitation that is
isotopically more depleted at low Andean elevations despite an increase in

temperature.

2.5 IMPACTS OF CENOZOIC GLOBAL CLIMATE AND REGIONAL GEOGRAPHY
CHANGES ON SOUTH AMERICAN CLIMATE AND 8180prec RECORDS

The simulations presented here show that global and regional climatic

change can exert a significant influence on §80prec. Here we compare the simulation

results with existing climate and stable isotope records.

2.5.1 Impact of global climate and regional geography changes on South
American climate
The climate of South America is significantly altered by a rise in CO2, a change
in Andean elevation and the presence of an inland seaway (Figs. 2.4A-2.4C, 2.4E-
2.4G) but less so by the presence or absence of the AIS (Figs. 2.4D and 2.4H).
Although spatially variable, temperatures increase everywhere in response to an

increase in CO2 whereas only local temperature changes occur in response to
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increasing Andean elevations and seaway incursions. An increase from no Andean
elevation to full Andean elevation causes the greatest changes in surface
temperature (up to 25 °C in the central Andes, Fig. 2.4F) but temperature changes
under high (4x) CO: conditions are significant in comparison (10 °C, Fig. 2.4E).
Predicted temperature changes in the presence of a seaway are mainly limited to
the seaway and do not extend to high elevations (Fig. 2.4G). Given this, surface
temperature records from multiple locations could help to distinguish between
these factors. For example, a drop in temperature of 10 °C on the Andean plateau
could represent an elevation increase of around half (~2000m), or a doubling of CO>
and an elevation increase of one third. The former would not be accompanied by
temperature changes in the foreland while the latter would show an increase in
temperature of ~3 °C in the foreland. This example highlights how sampling
strategies could not only quantify the paleoclimate, but also help delineate between
different mechanisms of climate change.

The seaway, Andean elevation and, to a lesser extent, CO; levels are capable
of causing large changes in the magnitude of precipitation rates in the northern
Andes (Figs. 2.4A-2.4C). Precipitation rates in the central Andes are modified
primarily by Andean elevation; an increase in elevation causes an increase in
precipitation on the Eastern flanks. In the southern Andes, atmospheric CO2 is the
dominant control on precipitation, particularly in the winter months (Appendix Fig.
A1.2), in addition to some changes in response to elevation increase. Precipitation
rates in the Amazon region and Eastern Brazil depend on CO: levels, Andean

elevation and the seaway.

2.5.2 Impact of global climate and regional geography changes on South

American 8180, records

2.5.2.1 Existing South American stable isotope records
Simulation of §180prec can improve interpretations of 6180prec records by
showing the relative importance of different controls on 680y for a given region.

A brief summary of currently available records of Cenozoic South American 680yprec,
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including data from soil carbonates, lacustrine carbonates and biogenic-apatite from
fossil mammal teeth, is as follows (see also Fig. 2.8):

(i) In the northern Andes few carbonate stable isotope records exist because
the climate is wet and not conducive for soil carbonate formation. An exception to
this is a recent study by Giovanni et al. [2010b] who report lacustrine carbonate
data from the Cordillera Blanca, Peru that were deposited <5.4 Ma (Fig. 2.8A). The
0180carb sample values range from -13.2 to -17.8%o, indicating that §8Q0prec was
strongly depleted and suggesting that high elevations had been attained in this
region by ~5 Ma.

(ii) Central Andean climate is more conducive to carbonate formation and
data is available from the plateau and both flanks. Palustrine and pedogenic
carbonates from the northern Altiplano (Fig. 2.8B) record a decrease in 680carb from
between -6 and -8%o at ~28 Ma to between -10 and -16%o0 at ~6 Ma [C Garzione et
al, 2008; Garzione et al., 2006]. The late Miocene part of this record indicates a 3-
4%o decrease in mean 8'80Omw between 10 and 6 Ma [Garzione et al., 2006], when
converted from 8180carp using paleotemperatures extracted from the same records
using A47 clumped isotope paleothermometry [Ghosh et al., 2006]. Fossil mammal
teeth from the northern Altiplano show a decrease of ~10%o in 680w from ~26
Ma to 10-8 Ma [Fig. 2.8C, Bershaw et al.,, 2010]. 6'80carb from the eastern Andean
flanks record a decrease of ~5%o between 12.4 and 8.5 Ma and then an increase of
~4%o0 by 7.5 Ma [Fig. 2.8D, Mulch et al, 2010]. This pattern was attributed to
Andean uplift and the initiation of a wetter and more seasonal climate [Mulch et al.,
2010]. A second record from the eastern flanks, but at lower modern elevations,
shows fluctuations of §180car, between -14 and -6%o, prior to 7 Ma [Uba et al., 2009].
The less negative 6180car, values are from facies that are interpreted as marine
inland seaway deposits. Palustrine and lacustrine carbonates from the Atacama
desert document a ~5%o increase in 6180cb between 12 and 6 Ma, which is

attributed to
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Figure 2.8 8180 records from South America (30 Ma - present).

(previous page) Records presented here are derived from soil or lake carbonates unless
otherwise stated. Circles and boxes indicate the location of sample sites within South
America. A) Giovanni et al. [2010a], B) Garzione et al. [2006] and Garzione et al. (2008) C)
Bershaw et al. [2010] - 6180 of carbonate component of bioapatite in fossil mammal tooth
enamel, D) Mulch et al. [2010], E) Rech et al. [2010], F) Kleinert and Strecker [2001], G)
Latorre et al. [1997], and H) Blisniuk et al. [2005]. In order to plot the data on the same
plots, some of the data have been assigned ages based on the age constraints and
sedimentation rate estimates given in the original papers (Blisniuk et al., 2005; Giovanni et
al, 2010; Mulch et al,, 2010; Rech et al.,, 2010). Where possible, constant sedimentation
rates are assumed based on dated horizons within the observed stratigraphy. The record
presented in Giovanni et al. (2005) has only one age constraint of 5.45 Ma at the base of the
section. For ease of viewing we assume that the first sample is 5.45 Ma and consecutive
measurements are at 0.05 m.yr. intervals. Datasets reported against different 6180
standards have been plotted so that the y-axes correspond to approximately equivalent
6180 carp values.

increased aridity due to the creation of an orographic barrier when Andean heights
are >2 km [Fig. 2.8E, Rech et al, 2010]. To the south in Northwest Argentina,
Kleinert and Strecker [2001] identify an increase in pedogenic 6'80cab from
between -11 and -8%o, 12-9 Ma, to ~-6.5%o0 by 7-3 Ma and a further increase to
between -5.5 and -1.5%o during the Plio-Pleistocene (Fig. 2.8F). The 6™0car
increase was attributed to increasing evaporation in a more seasonal and drier
climate, despite expected depletion due to the development of a rain shadow.
Nearby, Latorre et al. [1997] document an increase in §180car, of 4%0 between 9 and
3.5 Ma (Fig. 2.8G), which they suggested may be due to an increase in seasonality
and evaporation, possibly on a global scale.

(iii) Finally, in the eastern foreland of the Patagonian Andes a decrease of
2%o0 and an increase in variability is observed in pedogenic §180car, at ~16.5 Ma [Fig.
2.8H, Blisniuk et al., 2005]. This change is attributed to rain shadow development
that is slightly masked by increased evaporation, both of which are a consequence of

Andean uplift.

2.5.2.2 Evaluation of §'80prec records based on simulation results
This wealth of 8180prec data records provides valuable constraints on the

tectonic and climatic evolution of South America. However, the majority of these
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records are currently interpreted in terms of local and regional scale processes and
do not account for either global climate change or a seaway incursion. In some
cases, local controls may dominate the signal; however, discounting regional change
may lead to an over- or under-estimation of the magnitude of change in the
dominant control.

The 8180 composition of carbonates is dependent on the local evaporation
rate and soil temperature during carbonate precipitation as well as the 6180
composition of the local meteoric water (6180mw). Increasing evaporation rates and
decreasing soil temperatures drive increases in 680crb [Kim and O'Neil, 1997;
Quade et al, 1989]. Distinguishing these 3 different controls is complex but is
possible with 1) additional constraints on temperature, 2) sedimentological
evidence of increasing aridity / humidity as an indicator of changing evaporation
rates and 3) prediction of 6180prec based on climate models and known climatic
constraints. Climate models enable us to estimate both changes in surface
temperature and 6180y for a given change in boundary conditions. Predictions of
both 6180,recand temperature effects on carbonate formation can then be combined
when examining 6180 records. Assuming that a decrease in surface temperature
causes an increase in 8180car, of ~0.12%0/°C [Kim and O'Neil, 1997], a temperature
increase of ~10°C would increase 680carb by 1.2%0. As GENESIS simulates surface
temperature and not temperature at the depth of carbonate formation these values
are an approximation but help to determine the relative importance of temperature
and 0!80prec changes. For many of the boundary conditions presented here,
predicted temperature effects are small compared to changes in §180prec. Exceptions
to this are the climatic responses to increasing elevation and decreasing CO> at low
elevations. On the Andean Plateau, increasing elevation from low to full Andean
elevation results in a temperature increase of 20-25 °C and a decrease in §80prec of
3-6%o, leading to a net decrease of ~0-3.5%po in §80carb. Decreasing CO: from 4x to
1x PIL results in a temperature decrease of 6-8°C, a §180prec decrease of 4-6%o0 and
therefore a decrease in §180carb of ~3-5%0. The seaway and ice sheet do not affect

surface temperatures (Figs. 2.4G and 2.4H).
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The very negative ~5 Ma 680crb found in the northern Andes [Fig. 84,
Giovanni et al. 2010] has been attributed to high Andean elevations at that time. Our
results show that the presence of a freshwater seaway could lower 6180prec by >4%o0
in this region. However, the seaway had retreated by ~7Ma [Hoorn et al., 2010] and
it is therefore unlikely that a seaway contributed to these low §18Qcar, 0bservations.
Increasing Andean elevation from half to modern elevation leads to a simulated
decrease in 6180prec of only 2-3%o in the northern Andes (Appendix Fig. A1.1F),
which is less than the spread of values recorded over a short period of time. We
suggest that this record is consistent with Andean elevations that were within
~2000m of the modern elevation by ~5Ma.

Andean Plateau 6180, records indicate a decrease of ~1-2%;o in 6180carb,
and an increase in 6180carp variability between 10 and 6 Ma [Garzione et al., 2006].
Ehlers and Poulsen [2009] and Poulsen et al [2010] demonstrate that this record is
consistent with increasing Andean uplift accompanied by a decrease in surface
temperature and increases in convective precipitation on the Andean flanks.
However, decreasing COz could also have contributed to decreasing 680car,
reducing the amount of surface uplift required to produce the same 8180carp signal.
0180precis lowered by >3%o0 on the Altiplano when CO2 decreases from 2x to 1x PIL
(Appendix Fig. A1.1G). COzlevels have not exceeded 2x PIL since 10 Ma [Demicco et
al, 2003; Pagani et al., 2005; Pearson and Palmer, 2000], but even a 1.5%0 CO:-
driven decrease in 680prec would result in under-estimates of paleoelevation by
~500 - 750m. Conversely, the presence of a freshwater seaway from 15 to 7 Ma, but
not after ~7Ma, would mask an increase in elevation between 10 and 6 Ma.

The ~30 m.y. isotopic record of mammal teeth from the Altiplano indicates a
decrease in 680mw of ~10%0 between 26 Ma and 10 Ma [Bershaw et al., 2010]. Due
to lack of data, it is impossible to determine whether the transition from 26 to 10 Ma
was gradual or punctuated. Increasing elevation and decreasing CO: levels are
capable of decreasing 6180mw. However, a decrease of 10%o0 exceeds the isotopic
response to any one control, or the combination of controls in the Miocene and
Eocene scenarios. Possible reasons for this discrepancy include regional changes,

e.g. ocean circulation, that are not accounted for in our experiments or higher
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evaporation rates at 26 Ma. Another possibility is that a seaway lowered §180prec at
~10 Ma, contributing to the overall decrease from 26 to 10 Ma. This decrease in
080mw is consistent with the decrease in 6'0cab observed over a similar time
period [Fig. 2.8B, C Garzione et al., 2008], although the observed decrease in 6180carb
is smaller possibly due to changes in temperature or evaporation rates.

The late Miocene decreasing trends in 6180 on the Altiplano contrast with
records from the western and eastern Andean flanks, which indicate increases of
between 5 and 8%o since ~11 Ma [Figs. 2.8E, 2.8F and 2.8G; Kleinert and Strecker,
2001; Latorre et al., 1997; Rech et al., 2010]. These 680carb increases are consistent
with decreasing local surface temperatures, increasing evaporation rates, and
changing seasonality. Changing seasonality could alter 6!80cm by changing the
aridity and 8'80prec during the season of carbonate formation. This increase is also
consistent with increasing Andean elevation. On the eastern flanks, our simulation
results show that as Andean elevation increases, §180prec in the adjacent foreland
increases. This is because as Andean plateau elevations increase, the strengthening
South American Low Level Jet transports enriched water vapor further across the
Amazon basin [Poulsen et al., 2010]. Additionally, simulated evaporation rates on
the eastern flanks increase with increasing elevation. @ However, precise
identification of the locations of 6180carb increase relative to 6180precincrease would
require simulations at a higher resolution than those presented here and this
mechanism does not explain the contemporaneous increase in 680 on the
western flanks (Fig. 2.8E). Increasing ice sheet size may have contributed ~1%o to
increasing 6180prec sSince 10 Ma. Retreat of the seaway occurred before ~7 Ma and is
therefore unlikely to have contributed to increases in 0680c that extend
throughout the last 10 Ma.

However, the seaway could have contributed to the negative 680carb
excursion observed in the eastern Bolivian Andes by Mulch [2010, Fig. 2.8D]
between 10 and 7 Ma. Although an Amazonia seaway was present from ~24-7 Ma,
the extent of the seaway fluctuated through time [Hovikoski et al., 2007; Uba et al,
2009]. Constraining the timing, extent and isotopic composition of the seaway is a

critical step in determining the influence of the seaway on 680ca records. Results
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show that the seaway has the potential to drive a decrease in 6180carp at this location
but at this time it is not possible to determine how important the seaway was to
these 6180carb records. It is likely that the seaway did influence the 680car records
but it may have contributed to the observed variability rather than the long term
trends.

When examining &'8Q0cab records from the southern Andes it is more
appropriate to use the mean annual 180prec results because DJF is not the dominant
rainfall season there. CO2 exerts the strongest control on 680pec (Figs. 2.7F - 2.7])
and we suggest that the contribution of CO; to 680carb from this region (Fig. 2.8H)
has previously been underestimated. For example, fluctuating CO; levels associated
with the Middle Miocene Climatic Optimum [Kurschner et al., 2008; Retallack, 2009;
Sheldon, 2006] may have at least contributed to the high variability seen in the
0180carb record, if not the longer term trends as well.

This review of the available South American 6'80carb records from South
America indicates that Andean uplift likely played a dominant role in determining
0180prec during the last 15 Ma. Uplift of the Andes alters 6180prec both as a direct
result of lower temperatures at higher elevation and also through modification of
regional circulation patterns. However, CO; levels and an inland seaway also
contributed to 0!80prec. Discounting these latter effects could lead to
misinterpretations of paleoelevation and paleoclimate. Key uncertainties in making
more detailed predictions about observed 6180 records using simulation results
include knowledge of CO; levels, timing of Andean uplift and the timing and isotopic
composition of seaway incursions. Terrestrial temperature records and good spatial
distribution of contemporaneous §180car, records are potential avenues by which to

improve constraints on the relevant controls for a particular time period.

2.5.3 Implications for paleoaltimetry data interpretation

Stable isotope paleoaltimetry techniques use modern isotopic lapse rates to
infer changes in elevation from records of §180prec. Paleoelevation estimates from
the Andes place an important constraint on plateau formation mechanisms [Barnes

and Ehlers, 2009; Garzione et al., 2006]. Our results show that changes in global and
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regional climate can complicate the extraction of paleoelevation estimates from the
0180carb record. Specifically, the model results show that an underestimate of
paleoelevation would be made from carbonates that formed at elevated CO; levels
and estimates that do not account for climatic change caused by Andean surface
uplift. In contrast, 61804cean changes associated with lower ice volumes would lead to
paleoelevation estimates that are too high. Impacts of the seaway on paleoaltimetry
depend on the timing and composition of the seaway; if the seaway were present at
the time of carbonate formation, paleoelevations would again be overestimated,
possibly by as much as ~1000m. For example, a shift in §180mnw of 4 %o would be
interpreted as an elevation change of 1400 m based on a modern global average
lapse rate of 2.8 %o/km [Poage and Chamberlain, 2001]. We note however that this
number is an approximation because lapse rates have been documented to be
temporally and spatially variable [Poulsen et al., 2010]. A local Andean lapse rate of
2.1 %o/km [Gonfiantini et al., 2001] would yield an estimated elevation change of
1900 m for a 680mw shift of 4%o, approximately half of the modern Andean Plateau
elevation. At least half of such a 4%o shift in 6180mw could be driven by changing CO>
levels or an inland seaway incursion. If this were the case, paleo-elevation estimates

would be in error by ~700-1000m or more.

2.5.4 Caveats

Like all modeling studies, this study has limitations that should be
considered in evaluating the results. In comparison to most paleoclimate studies, we
have used a fairly high-resolution global climate model. Nonetheless, spectral
truncation reduces the maximum elevation of high, narrow mountain ranges such as
the Andes, which reduces the maximum orographic precipitation and raises
minimum temperatures. As a result of using an older topographic dataset, the
simulated topography in the southern Andes is slightly too low, which may reduce
the magnitude of simulated change in &8180prec when the Andes are lowered.
However, due to the spectral truncation of narrow topography, a higher elevation in
the initial dataset is unlikely to make a large difference. We confirm this by

comparison with a similar study that uses a higher resolution regional model with
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higher topography that gives similar results in the southern Andes [Insel et al,
2012]. However, the general patterns of wet or dry and cold or warm regions are
well represented in the model, as are the §180prec patterns. Our use of a slab ocean
model prohibits the simulation of ocean surface currents and longitudinal variations
in sea surface temperatures. The distribution of sea surface temperatures are
known be important to modern South American climate. For example, the Humboldt
current promotes hyperaridity in the Atacama desert [Hartley, 2003; Houston and
Hartley, 2003] and ENSO governs interannnual variability [Ropelewski and Halpert,
1987]. A more realistic SST distribution improves the simulated modern climate
using GENESIS and is likely to improve the simulated 8180y distribution as well.
Future simulations incorporating an ocean circulation model will help to reduce this
uncertainty. The vegetation in our simulations is prescribed as modern. Important
climatic processes such as moisture recycling in the Amazon region depend on
vegetation properties. Given the amount of climatic change simulated, it is likely that
the vegetation patterns have also changed. Such vegetation changes are unlikely to
have large direct impacts on 680prec but may influence the climate, and thus
indirectly 6180prec. Finally, uncertainties in the paleoclimate record of the boundary
conditions and their implementation in the model lead to uncertainties in the
interpretation of §'8Qcab. In particular, improved knowledge of past atmospheric
COz levels and the nature and timing of the inland seaway would provide better

constraints on potential causes of 6180carb shifts.

2.6 CONCLUSIONS

Our results indicate that both global and regional factors have significantly
modified the climate and &'80prec of South America during the Cenozoic.
Precipitation rates are modified by changes in elevation and higher precipitation
rates are caused by the presence of the South American inland seaway in the mid to
late Miocene.

0180prec is sensitive to Cenozoic climate and environmental change. In
particular, 6180precis expected to have decreased over most of the continent through

the Cenozoic, except in the Amazon basin, due to increasing Andean elevation and
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decreasing atmospheric CO2. This trend is partially counteracted by an increase in
01800cean as a consequence of ice sheet formation. An excursion toward more
negative 6180precis predicted during the mid-late Miocene when an inland seaway
was present. Uncertainty in the timing, extent and isotopic composition of the South
American inland seaway limits our ability to predict the impact of the seaway on
0180carb records. 8180prec is more sensitive to changes in COz at higher elevations
[Poulsen and Jeffery, 2011]. Thus as Andean elevation has increased 680prec has
become more sensitive to smaller changes in CO».

Existing stable isotope records of 6180prec are consistent with predictions of
changes in 8180prec due to Andean uplift and associated climate change. However,
these records are also consistent with Andean uplift accompanied by changing CO>
levels and inland seaway incursions, as well as local changes in temperature and
evaporation rates. We therefore suggest alternative explanations for existing
records, quantify uncertainties in paleoelevation estimates, and show that it is
necessary to consider all of these factors when interpreting Cenozoic records of

0180precin South America.
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CHAPTER 3
QUANTIFYING THE ROLE OF PALEOCLIMATE AND ANDEAN
PLATEAU UPLIFT ON RIVER INCISION?

Abstract

River incision over geologic time scales can be a valuable indicator of
regional surface uplift. However, extracting the timing of surface uplift relative to
the onset of incision is complicated by changes in precipitation commensurate with
topographic development. Evidence of large-scale river incision on the flanks of the
Andean plateau has been cited in support of a rapid and recent surface uplift event.
Recent climate modeling studies demonstrate large magnitudes of regional climate
change associated with surface uplift of the Andes, which may have influenced river
incision processes. Here we present an analysis of mid-Miocene (16 Ma) to Present
river incision of the southwest Peruvian Ocofia River. A Monte Carlo approach with
~1.6 x 105 different simulations is used to explore the range of surface uplift and
paleoclimate histories that are compatible with the modern river profile and
geological constraints on the incision timing and magnitude. A range of channel
properties, including channel width parameterization, erodibility coefficient, and
erosion threshold, are considered. Results indicate that deep canyon incision on the
plateau flanks may not be as diagnostic of rapid surface uplift as previously thought.
More specifically, the evolution of the Ocofia River is consistent with local plateau

elevations of 1-3 km at 16 Ma, and either a steady or punctuated uplift of 1.5 - 3.5

2 A .
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km since then. The range of acceptable uplift histories is sensitive to the magnitude
and temporal evolution of precipitation. Similar paleoprecipitation changes are

expected to have modified river profile evolution elsewhere in the Andes.

3.1 INTRODUCTION

Bedrock river profiles are sensitive to tectonics, climate, and the internal
dynamics of rivers such as channel width variation or river capture [Roe et al., 2003;
Whipple, 2009]. Analysis of modern river profiles is a useful tool for quantifying
interactions of these processes over million year time scales. For example, records
of river incision have been used to infer shifts in climate, discrete uplift events, and
large-scale changes in catchment geometry [e.g. Attal et al., 2008; Clark et al., 2004;
Crosby and Whipple, 2006; Duvall et al., 2004; Kirby and Whipple, 2001; Snyder et al.,
2000; Whipple and Tucker, 1999; Whittaker et al., 2008; Yanites et al., 2010].
Constraining the timing of surface uplift is an important but challenging goal in the
study of orogen development. Geological constraints on the timing and magnitude of
river incision can constrain surface uplift because a change in relative base level
(e.g. surface uplift) can drive incision of a comparable depth. However, precipitation
can also play a significant role in shaping the landscape by modifying river discharge
and erosion [Roe et al., 2003; Whipple, 2009; Willett, 1999]. The spatial distribution
of precipitation modifies the shape of steady-state longitudinal river profiles [Roe et
al, 2002; Wu et al., 2006], and increases in mean annual precipitation can drive
river incision by decreasing the gradient of river profiles [Wobus et al., 2010;
Zaprowski et al.,, 2005]. Regional climate can be strongly modified by mountain belt
development and surface uplift [e.g., Kutzbach et al., 1989; Roe, 2005]. Consequently,
tectonics and climate are inter-dependent controls on the development of fluvial
landscapes.

The surface uplift history of the central Andes is unresolved, with end-
member models that include (1) a ‘slow and steady’ uplift of ~4 km since ~40 Ma,
and (2) a ‘punctuated’ uplift with a rapid rise of ~2.5 km between 10 and 6 Ma
[Barnes and Ehlers, 2009; Ehlers and Poulsen, 2009; Garzione and Hoke, 2006].

Deeply incised canyons on both flanks of the Central Andean Plateau have the
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potential to help distinguish between these two models. Estimates of incision
magnitudes have been derived from a variety of techniques including
thermochronometry, paleosurface degradation, and analysis based on river profile
knick-point migration [Barke and Lamb, 2006; Barnes et al., 2006; M Farias et al,
2008; Garzione et al., 2006; Gubbels et al, 1993; Hartley et al., 2007; Hoke et al.,
2007; Kennan et al., 1997; Kober et al., 2006; McQuarrie et al., 2008a; McQuarrie et
al, 2008b; Schildgen et al., 2010; Schildgen et al., 2007; Schildgen et al., 2009a;
Schildgen et al., 2009b; Schlunegger et al., 2006; Simpson, 2004; Walcek and Hoke,
2012]. Incision magnitudes range from 0.25-3 km and, in most cases, incision began
in the late Miocene (10-5 Ma) suggesting a contemporaneous, regional scale driver
such as surface uplift of the plateau. The largest incision estimates are for the
Maran-Cotahuasi-Ocofia catchment (hereafter, Ocofia) in southwestern Peru (14-
16° S, Fig. 1A) where thermochronometry and #%Ar/3°Ar dated, valley filling,
ignimbrite flows indicate >2.5 km incision since ~9 Ma [Gunnell et al, 2010;
Schildgen et al., 2010; Schildgen et al., 2007; Schildgen et al., 2009b; Thouret et al.,
2007]. In many cases, a distinction between different plateau surface uplift models
cannot be made based on incision timing and magnitudes because the observations
can fit either model within error [Barnes and Ehlers, 2009]. Incision depths and
rates in the Ocofa catchment require surface uplift of ~2.4 - 3 km since 14 Ma
[Schildgen et al., 2009a].

However, recently it has been suggested that the late Miocene incision was
not driven by rapid surface uplift, but rather by an increase in precipitation rates
[Barnes and Ehlers, 2009; Ehlers and Poulsen, 2009]. At plateau elevations greater
than ~50% of the modern; Andean topography blocks westerly flow, convective
precipitation is initiated on the eastern flanks, and a rain shadow develops on the
western flanks [Campetella and Vera, 2002; Ehlers and Poulsen, 2009; Insel et al,
2010; Lenters and Cook, 1995; Poulsen et al, 2010]. Convective precipitation
initiated on the eastern flanks of the Andes reaches the headwaters of the larger
catchments on the western flanks. Previous studies have demonstrated that modern
river profiles, catchment scale erosion rates and drainage basin morphology reflect

spatial variations in modern precipitation rates [Abbuehl et al, 2011; Bookhagen
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Figure 3.1. Ocofa catchment and geological constraints on incision.

(previous page) A) Modern topography of the Ocona catchment and its location on the
western flanks of the northern Altiplano (inset). Locations of dated volcanic deposits that
provide stratigraphic constraints on the timing of incision are indicated (yellow triangles,
[Schildgen et al.,, 2007; Schildgen et al, 2009a] and blue hexagons [Thouret et al, 2007].
Locations of river profiles shown in Fig. 3.1B are indicated by A, A’ and B. B) Longitudinal
profiles. River profiles corresponding to the western (A) and eastern (B) branches of the
river (blue). 90 km wide swath of maximum topography centered on the canyon mouth
(gray). Modern elevation of the 16 Ma paleosurface (black, see text and supplementary
material for details). Profiles were extracted from a filled 30 m ASTER GDEM.

and Strecker, 2012; Garcia et al., 2011; Schlunegger et al, 2011] suggesting that
regional precipitation patterns exert a control on the modern fluvial landscape
[Strecker et al., 2009]. However, the influence of climate change in determining the
timing and magnitude of river incision on million year timescales has not been
quantified for this region. Furthermore, it is not clear whether increased
precipitation could induce sufficient erosion to account for late Miocene river
incision.

In this study, a one-dimensional (1D) river incision model is developed to
simulate the incision history of the Ocofia canyon (Fig. 3.1A). A Monte Carlo search
process is used to identify the range of surface uplift conditions that are consistent
with geological observations and simulated changes in regional climate [Ehlers and
Poulsen, 2009; Insel et al., 2010]. The Monte Carlo search approach is also used to
account for a range of different possible erosion mechanisms and river channel

properties.

3.2 GEOLOGIC AND CLIMATIC SETTING

The Andes Mountains formed as the result of Nazca Plate subduction beneath
the South American plate. Deformation in the central Andes began ~60-40 Ma
[DeCelles and Horton, 2003; McQuarrie et al., 2005], accelerated ~25 Ma, and has
since migrated eastward from the Altiplano Plateau into the foreland fold-and-
thrust belt [Barnes et al, 2008; McQuarrie, 2002]. In southern Peru, crustal
shortening of ~123 km has been recorded on the eastern flanks [Gotberg et al,
2010]. In contrast, shortening rates on the western flanks are much lower, although

high-angle reverse faults accommodated shortening prior to ~8 Ma [M. Farias et al,,
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2005; Muiioz and Charrier, 1996; Victor, 2004], and there is geomorphic evidence
for active deformation on smaller contractile structures that continues to the
present [Hall et al, 2012]. In the Ocofia catchment, late Cenozoic activity on the
Iquipi fault accommodated left lateral motion prior to 25-15 Ma [Roperch et al.,
2006], and a later component of north side down motion (~100-200 m) [Schildgen
et al., 2009a]. Plateau relief on the western flank is therefore attributed to a crustal
scale monocline [Hall et al., 2012; Isacks, 1988; Schildgen et al., 2009a; Wérner et al.,
2002]. A smooth topographic ramp links the active Western Cordillera to a ~1 km
high escarpment at the Pacific Coast. This topographic ramp is dissected to depths of
up to 3.5 km by the Ocofia Canyon (Fig. 3.1).

The Ocofia River cuts through Middle to Late Miocene ignimbrites, the
Cenozoic Moquegua Formation, and Paleozoic-Mesozoic igneous and metamorphic
basement in its deepest reaches. Deposition of the Lower Moquegua group occurred
~50-30 Ma [Decou et al., 2011; Roperch et al, 2006]. This formation consists of
predominantly terrestrial red mudstones, siltstones and sandstones with
intercalated conglomerates that were deposited in endorheic basins. Since ~30 Ma,
a clastic wedge of alluvial, deltaic and debris flow deposits of the Upper Moquegua
formed on the western Andean flanks with some late Oligocene marine deposits at
the base [Roperch et al.,, 2006]. Decou et al. [2011] report an increase in the energy
of depositional environment and a transition from distal to more proximal sources
though the Cenozoic. In the region of the Ocofia canyon, sedimentary deposition
ceased ~16-14 Ma and was capped by one or more regionally extensive ignimbrites
between 16.2 and 13.2 Ma [Schildgen et al., 2007; Schildgen et al., 2009a; Thouret et
al, 2007]. The base of this ignimbrite forms a regional paleosurface [Fig. 3.1B,
Schildgen et al., 2007; Thouret et al., 2007] that we use to constrain the amount of
incision since the cessation of deposition of the Upper Moquegua group.

Results from multiple thermochronometry studies combined with dates of
valley filling ignimbrite and basaltic andesite lava flows provide estimates on the
timing of canyon incision. Thermal modeling constrained by apatite and zircon (U-
Th)/He data shows that canyon incision into the ~16 - 14 Ma paleosurface began

11-8 Ma and ended 5-2 Ma [Schildgen et al., 2010; Schildgen et al., 2007; Schildgen
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et al, 2009b]. The modeled delay between paleosurface formation and the onset of
deep incision is further supported by observations of ~9 Ma ignimbrite flows that
fill up to ~600 m deep paleo-channels in the neighboring Caraveli valley [Thouret et
al, 2007]. Furthermore, dated volcanic deposits on the valley floor and walls
provide constraints on the incision history (Fig. 3.1B). These deposits show that a
minimum of 75 % of the incision had occurred by ~4 Ma near the confluence of the
Maran and Cotahuasi rivers [Sample 5, Fig. 3.1, Thouret et al.,, 2007] and 90-100 %
of incision was complete by 2 Ma [Samples 1-4, Fig. 3.1, Schildgen et al., 2007;
Schildgen et al., 2009b; Thouret et al., 2007]. In contrast to the rapid (0.1-1 mm yr1)
incision of the canyon, denudation rates of interfluve surfaces constrained by (U-
Th)/He apatite cooling ages, cosmogenic exposure dating, and sediment budgets are
as low as 0.001 mm yr-! in northern Chile [Kober et al., 2007], and up to ~0.05 mm
yr-1in the Ocofia region [Schildgen et al., 2007].

On the western Andean flanks in southern Peru, modern mean annual
precipitation rates increase from <0.1 m yr! at the coast to ~1 m yr-! at the plateau
margin [Fig. 3.2, Bookhagen and Strecker, 2008; Houston and Hartley, 2003; Huffman
et al, 2007]. Hyper-arid conditions at the coast have been attributed to: (1) the
subtropical location; (2) blocking of moisture by the Andes; and (3) the cold
Humboldt current that creates a temperature inversion along the coast and traps
moisture below ~800 m [Houston and Hartley, 2003]. In the present climate,
moisture that reaches the headwaters of the Ocofa catchment is predominantly the
result of spillover of summertime convective precipitation from air masses that
originate in the Amazon basin and cross the plateau [Garreaud, 1999; Garreaud et
al, 2003; Houston and Hartley, 2003]. Climate modeling studies have demonstrated
that the amounts of convective precipitation increase with increasing Andean
elevation [Campetella and Vera, 2002; Ehlers and Poulsen, 2009; Insel et al., 2010;
Lenters and Cook, 1995; Poulsen et al., 2010]. The precipitation response to plateau
elevation is spatially variable and displays a threshold behavior; convective
precipitation increases when plateau elevations exceed ~70 % [Poulsen et al., 2010].
Other than Andean uplift, significant drivers of regional climate change during the

late Cenozoic include global cooling, Amazonian seaway incursions [Frailey et al.,

64



1
< L [---TRMM 3B42 .
.(% --------- TRMM 2B31 R
:*5_ 08k —— RegCM ; |
5 ;
3 i o | i
a L)
3 06} 1 |
c - .
= i
A e 1
o -
) !
£ 04f |
ie}
(O]
2
g | |
€
© 0.2} i
Z

0 " ' :

. AR
-16.5 -16 -15.5 -15 -14.5
Latitude (°)

Figure 3.2. Modern precipitation rates

Normalized mean annual precipitation rates across the Ocofia canyon from two TRMM
products [Bookhagen and Strecker, 2008; Huffman et al., 2007] and the RegCM model
results used in this study. All datasets are normalized by the maximum value in the region
to enable comparison of spatial distributions.

1988; Rasanen et al., 1995], and onset of the Humboldt Current along the west coast
of South America [Houston and Hartley, 2003]. Paleoclimate simulations indicate
that global cooling through lowering of atmospheric CO2, and Amazonian seaway
incursions have had little effect on precipitation rates in southwestern Peru [Jeffery
et al, 2012]. This study therefore focuses on climate change in response to

increased surface elevation and the resulting effect on fluvial discharge and erosion.

3.3 METHODS: SIMULATING RIVER PROFILE EVOLUTION WITH A MONTE
CARLO SEARCH APPROACH

In this study, we identify the range of surface uplift conditions that are

consistent with geologic and geomorphic observations and quantify the importance

of precipitation to the river incision history. This range is determined by simulating

the evolution of the Ocofia River profile using a 1D river profile evolution model. All
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simulations are initiated at 16 Ma when a regionally extensive paleosurface formed
(Fig. 3.1B and Fig. 3.3A) and run forward to the present day. Many of the parameters
that describe river behavior are under-constrained for both the modern and past
Ocona River. To account for a range of all possible combinations of plausible incision
parameters and boundary conditions, a Monte Carlo search method is used. This
resulted in a total of 1.64 x 10> river profile evolution scenarios. Each simulated
scenario is evaluated using the shape of the modern river profile (Fig. 3.1B) and
geological constraints on the timing and evolution of incision. Results are presented
in terms of surface uplift histories that fit these constraints. In this section, we
describe the model set up in detail. First, the basic model equations are described
and free parameters identified. Second, the initial and boundary conditions for the

Ocofa catchment are outlined. Third, the geological constraints used to evaluate the

Table 3.1. Range of parameter values in Monte Carlo Search

Parameter Symbol Range of Values Units
Erosion Law
Erosivity Constant ky, 5x10'34; 7.5x10'34; 1x10'33; 2.5x10'33; m>? yr2 l<g'3/2
5x1077; 7.5x107; 1x107%; 2.5x107%;
5x107% 7.5x107% 1x107"; 5x107;
1x107
Shear Stress Exponent a 372 Dimensionless
Grain Size D 0; 0.02; 0.05; 0.1; 0.2; 0.3; 0.5; m
1.0
Channel Properties
Channel width coefficient k&, 0.001 yr*™ m@
Channel width exponent b,, 0.40; 0.45; 0.50; 0.55 Dimensionless
Drainage area exponent h 1.5 Dimensionless
Drainage area coefficient k, 130
Tectonics
Initial Plateau Elevation E; 1000 — 3000; 500 m interval m
Uplift Stage 1
Fraction of total amount U, 0-0.9; 0.1 interval Dimensionless
Fraction of total time U, -0.9; 0.1 interval Dimensionless
3-stage uplift only
Fraction of total amount Uy, Us 0-08; 0.2 interval Dimensionless
Fraction of total time Uy, Up 0-0.9; 0.1 interval Dimensionless

66



Model Inputs and Steps

>

6 -
Topographic Inputs, E, |

Final Elevation
of Paleosurface

N W B~ O

h
Range of initial
plateau elevations

y

-
4

Simulated paleosurface
topography (km)

o

750 200 250 300

0 50 100
Distance from headwaters (km)
B
5 5 LRock Uplit Inputs, U, and y|

T 7000 m
>
e 20k 1500 m
£ 2000 m
© 15F
© 2500 m
=
s 1.0 3000 M _—
- Maximum uplift
g 0.5F rate for initial plateau
@ 0 y €levation of 3000m.

0 50 100 150 200 250 300

Distance from headwaters (km)

c \ 4

Paleoclimate Inputs | Topography used
in RegCM simulation:

w

RegCM simulated mean

annual precipitation (mm day')
N

Low Andes

50 100 150 200 250 300
Distance from headwaters (km)

o
o

Randomly Select Fluvial Erosion Parameters:
tk, D, b}

L4

| Calculate evolution of 1D river profile for 16 Myr

D
Evaluate Misfits I - Final paleosurface
5} — Observed modern river
\ = =Simulated modern river
E 4} v (obs,-sim)
= \
§ 3 N
T N
> 2
w
1t
% 50 100 150 200 250 300

Distance from headwaters (km)
Repeat experiment with
different parameters.

67




Figure 3.3. Monte Carlo Search: Model setup and evaluation.

(previous page) A) Initial and final paleosurface elevations. Initial plateau elevation is
randomly selected from discrete 0.5 km intervals between 1.0 and 3.5 km. B) Range of rock
uplift rates for each initial plateau elevation. Rock uplift occurs in two stages with rates that
together raise the initial surface to the modern observed paleosurface elevation (Fig. 3.3A).
Typical uplift rates are ~0.1-0.2 mm yr-! C) Precipitation rates simulated by RegCM for
plateau elevations at 100%, 75%, 50% and 25% of modern elevations and a ‘Low Andes’
scenario in which maximum elevation is 250 m [Ehlers and Poulsen, 2009; Insel et al., 2010].
In river incision simulations, precipitation rates are tied to plateau elevations and
interpolated for elevations between those simulated by RegCM. Additional fluvial erosion
parameters are selected at random from a range of discrete values (Table 3.1) and river
profile erosion is simulated for 16 Myr. D) x2 misfit. The final river profile is compared with
the modern river profile using a x2 misfit (Equation 5). Input parameters for all simulations
that fit the modern river profile with a x2 < 10 are stored, and the experiment repeated with
new parameters

model output are defined. Finally, the model sensitivity to the assumptions used is

evaluated.

3.3.1 Stream power based river incision model

The river incision model calculates the elevation profile of a river bed
through time. River bed elevations are a function of relative rates of uplift (U) and
incision. River incision is calculated following a commonly used, detachment
limited, shear stress based erosion law [Howard et al., 1994; Seidl and Dietrich,
1992; Snyder et al, 2000; Whipple and Tucker, 1999]. Active incision occurs only
when the basal shear stress exceeds a critical shear stress required to move
sediment. River profile evolution is therefore described by the conditional

equations,

dh y

E=U—kb(rb—rc) T,>T, (3.1a)
dh

Z_U T, <T (3.1b)
dt b c

where dh/dt (m yr1) is the change in elevation of the river bed through time, U (m

yr1) is the rock uplift rate, 7, (Pa) is the basal shear stress, 7. (Pa) is the critical

68



shear stress, a is a dimensionless constant dependent on the physical process of
erosion, and k, (m(@*+1) yr(2e-1) kg(-0)) is an erosivity constant that incorporates erosion
process and bedrock lithology and strength. Theoretically determined values for a
include a = 1 for erosion by plucking [Howard and Kerby, 1983; Whipple et al., 2000];
a = 5/2 for a suspended-load abrasion based model [Foley, 1980; Hancock et al,
1998; Whipple et al., 2000]; a = 7/2 for cavitation erosion [Whipple et al., 2000]; and
a = 3/2 for a stream power based law, in which the rate of incision is proportional to
the rate of energy dissipation per unit bed area [Howard et al., 1994; Seidl and
Dietrich, 1992; Whipple and Tucker, 1999]. A stream power erosion law (a = 3/2) is
used in all experiments shown here. Sensitivity experiments verified that the range
of uplift histories found does not depend on the choice of a (see section 3.5.3.3).
Empirically determined values of the dimensional erosion coefficient k;, vary over
several orders of magnitude [Stock and Montgomery, 1999], and the units of k; are
dependent on the value of a. kj is a free parameter in the Monte Carlo search (see
Table 3.1 for range of values) because it exerts a strong control on the magnitude of
incision rates and is dependent on multiple, under-constrained properties, such as
bedrock erodibility.

The basal shear stress (7»), and therefore the potential for erosion, is

dependent on channel flow properties according to:

1,

2
= z 2
T = puCigs (i)' 55 (32)

where py (kg m3) is the density of water, Cr is the Darcy-Weisbach dimensionless
friction factor, g (m yr?2) is gravitational acceleration, Q (m3 yr1!) is channel
discharge, W (m) is channel width, and S (m m-1) is the local channel bed slope,
which is an approximation for the channel surface slope [Snyder et al., 2000;
Wolman and Miller, 1960]. Values assigned to parameters pw, C;, and g are listed in
Table 3.2. Channel slope is calculated by differencing the elevation of the local node

with that of the downstream node.
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Table 3.2 Constants used in 1D river profile model

Variable Symbol Value Units
Darcy-Weisbach friction factor Cy 0.03 dimensionless
Shield’s stress . 0.045 dimensionless
Density contrast Ap 1650 kg m™
Gravitational acceleration g 9.81 ms”
Density of water P 1000 kg m™

Parameterization of the discharge terms (Q and W) in equation 2 determines
the shape of the steady-state river profile and the river response to changes in
discharge. In this study, we explicitly account for non-uniform precipitation
distributions within the catchment (see section 3.3.2) and the dependence of
channel width on discharge [Montgomery and Gran, 2001; Yanites and Tucker,
2010]. Total discharge at a point on the profile is the integral of upstream drainage area
and precipitation rates. Upstream drainage area, 4 (m’), is prescribed following Hack’s

law [Hack, 1957]

A=kx" (3.3)

where k; (m2) is a dimensional constant and h (dimensionless) is the reciprocal of
the Hack exponent. Appropriate values of k, = 130 and h = 1.5 were determined for
the Ocofia catchment from a 30m ASTER GDEM [METI and NASA, 2001]. The
relatively low value of h for this catchment [Hack, 1957; Rigon et al., 1996] indicates
the relatively large proportion of the catchment area that lies in the upper reaches,
making this catchment particularly sensitive to climatic change in the headwater
region. The distribution of precipitation within the catchment, and therefore along-
stream discharge volume, is taken from climate simulation results as described in

section 3.3.2. Channel width at node i is related to stream discharge according to:

Wi = kaibw (34)
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*mG*D) is a dimensional coefficient, and b,, is a dimensionless positive

where k,, (yr
constant. Empirically determined values of b, vary from ~0.4-0.6 [Leopold and
Maddock, 1953; Montgomery and Gran, 2001; Yanites and Tucker, 2010]. In this study
we hold £, constant at 0.001 in all simulations because variation in this parameter is
countered by variation of &, and inclusion of k,, as a free parameter does not increase the
range of plausible uplift histories. However, b,, is a free parameter in the Monte Carlo
search (Table 3.1). Values that are both consistent with empirical observations, and that
give reasonable channel widths, were selected to limit the range of search parameters.
The final river incision parameter that is a free parameter in the Monte Carlo
search determines the critical shear stress (tc, equation 3.1). We assume that the
critical shear stress is related to the shear stress required to lift sediment from the

bed and expose bedrock [Howard et al, 1994; Lave and Avouac, 2001; Sklar and

Dietrich, 2004]. It is evaluated according to

7, =7.ApgD (3.5)

where t."is a dimensionless critical shear stress (Shield’s stress), 4p (kg m-3) is the
density difference between the fluid and the sediment, g (m yr?) is gravitational
acceleration and D (m) is the median grain size. In the model, critical shear stress
values are determined from a range of grain sizes (D) between 0.02 and 1 m (D,
Table 1), which is equivalent to critical shear stresses of 15-730 Pa when combined
with appropriate values of 7.”, 4p and g (Table 2). An option of a critical shear stress
of zero, and consequently no erosion threshold, is also included in the Monte Carlo
search experiments (Table 3.1).

The evolution of the river profile through time is evaluated by solving
equations 3.1-3.5 using an explicit, finite difference, forward modeling approach.

Equation 3.1a is approximated [Tucker, 2004] by
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% =U - (kbrb“ - kbrca) T, >T, (3.6)

At each time step, the slope values, discharge and channel width are used to
calculate the local shear stress for each node (equation 3.2). Node spacing is 500 m
and the model time step is 1000 years. Topography is then updated based on
equations 3.6 and 3.1b, except for the final node, which is held fixed at sea level. The
evolution of the profile and the total amount of incision is tracked throughout the

simulation.

3.3.2 Initial and boundary conditions for the Ocofia catchment

Initial and boundary conditions for the Ocofia catchment are defined as
follows. The modern elevation of the 16 Ma paleosurface was extracted from a 30 m
ASTER DEM [METI and NASA, 2001] and regional geologic maps [INGEMMET, 2004]
by spline-fitting the modern elevation of the Huaylillas ignimbrite base following the
method of Schildgen et al. [2007] (see supplementary material for details).
Assuming negligible hillslope erosion, rock uplift has raised the original
paleosurface from an initial, unknown elevation to its modern elevation over the last
16 Myr. The geometry of the paleosurface at the onset of the simulation is
prescribed as a flat plateau and ramp to zero elevation at the coast (Fig. 3.3A). A
ramp-and-flat geometry was chosen for the initial topography because it defines an
uplift rate that is constant on the plateau, suggests some outward growth of the
plateau, and decreases towards the coast. This pattern is consistent with the
conclusion of Schildgen et al. [2009b] who describe the uplift pattern as a
combination of monocline development and block uplift. For simplicity, our initial
simulations combine these two deformation styles throughout the simulation. We
explore scenarios in which monocline uplift switches to block-uplift during the late
Miocene in Section 3.5.1. Alternative geometries for the initial shape of the
paleosurface were explored including a river profile that has a concavity similar to
the modern river. However, these geometries require an uplift rate that has a
maximum ~200 km from the headwaters that is not compatible with regional

tectonic development. The initial elevation of the plateau is treated as a free
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parameter, Ej, in the Monte Carlo search (Table 3.1). Plateau elevations of less than
3.1 km at 16 Ma are unlikely because significant material had already been shed
from the mountain front at this time [Roperch et al, 2006], indicating the prior
establishment of significant topography. Conversely, plateau elevations >3 km at 16
Ma are inconsistent with geologic evidence for at least 1.5 km of surface uplift since
deposition of regional ignimbrites 16 - 14 Ma. Simulated initial plateau elevations
considered are therefore limited to range between 1 and 3 km (Fig. 3.3A and Table
3.1), with simulations initiated at discrete 500 m intervals.

In our initial suite of simulations, rock uplift rates are defined to raise the
initial surface up to the modern paleosurface elevation in two stages of different
rates (Fig. 3.3B). In the model, the rock uplift rate is determined by two random
numbers that describe the first uplift stage in terms of the amount of uplift (U,) that
occurs in, and the duration (U;) of, the first uplift stage (Table 3.1). The spatial
distribution of uplift rates is dependent on the shape of the prescribed initial
topography and the magnitude of uplift rates depends on the initial plateau
elevation (Fig. 3.3B). Rock uplift rates and surface uplift are considered to be
equivalent because background erosion rates and flexural isostatic response are
likely to be small compared to uplift amounts [Lamb, 2011; Simpson, 2004]. We
explore more complex uplift histories, including 3-stage uplift and a component of
block uplift, in section 3.5.1.

The discharge term (Q/W, equation 3.3) is commonly calculated based on the
assumption that precipitation rates are uniform throughout the catchment and that
each unit area therefore contributes the same volume to the total discharge. For this
study we account for spatial and temporal variability in precipitation rates by using
results from the regional climate model RegCM. Ehlers and Poulsen [2009] and Insel
et al. [2010] performed several climate model simulations in which the Andean
topography was modified for lower plateau elevations. South American climate was
simulated at 5 different plateau elevations representing modern, 75%, 50%, 25%
and low (250 m) Andean elevations. For this study, a north-south transect of mean
annual precipitation rates was extracted across the Ocofia catchment from each of

these simulations (Fig. 3.3C). At each point on the climate data transect, mean
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annual precipitation rates were averaged across three longitudinal grid cells
spanning the width of the catchment. RegCM is known to overestimate precipitation
rates in this region, so absolute values were scaled to give precipitation rates of
~3.5 mm day! (~1.3 m yr1) in the headwaters (Fig. 3.3C) while maintaining the
spatial gradient that compares well with observations (Fig. 3.2). In the river incision
model, precipitation rates at each time step are interpolated to the appropriate
elevation. Climate inputs are not a free parameter in the Monte Carlo search. The
Monte Carlo search therefore includes seven free parameters (Table 3.1) that
account for uncertainties in river incision parameterization (ks bw, and D), initial

conditions at 16 Ma (E;), and surface uplift history (U, and Uy).

3.3.3 Model evaluation criteria

For each simulation in the Monte Carlo search, model output is evaluated
based on a comparison with the modern river profile, and the ability to replicate the
timing of incision onset and completion (Fig. 3.3D). The success of the model in
simulating the observed river profile is measured using the reduced yx? misfit

function:

n 2

5 1 sim, — obs,
_ i i 3.7
X n—v—lz( tolerance ) (3.7)

i

where n is the number of nodes on the river profile (601 nodes, 500m spacing), v is
the number of free variables, sim; is the simulated river elevation at node i, obs; is
the elevation of the smoothed, observed river profile at node i. The tolerance is 150
m, given by the estimated error on the filled and smoothed river profile extracted
from a 30 m ASTER GDEM [METI and NASA, 2001]. In this study, the western, Maran,
branch of the river (Fig. 3.1) is simulated because it is more deeply incised.
Furthermore, the upper Cotahuasi (eastern) branch was filled by volcanics ~2 Ma
which complicates model evaluation based on the modern river profile [Thouret et

al, 2007]. To ensure that previously glaciated regions were not included in the
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analysis, the observed profile was truncated at ~50 km from the headwaters (Fig.
3.3). The x? misfit is a measure of how well the model reproduces the shape and
elevation of the modern river profile. The x? misfit also measures the total amount
of incision, because the total amount of incision is the difference between the
elevation of the modern river profile and the modern elevation of the 16 Ma
paleosurface, which is fixed for all simulations. Only simulations that yield a x? misfit
< 2 (Fig. 3.4) are discussed in the results (section 3.4).

Acceptable river simulations must also obey two constraints on the timing of
incision: (1) erosion into the paleosurface must be less than 600 m at 12 Ma along
the full length of the profile, and (2) at least 90% of the total incision must have
occurred by 2 Ma between 80 and 125 km from the river outlet. Hereafter, these two
constraints are referred to as the ‘incision onset constraint’ and the ‘incision
completion constraint, respectively. Incision onset timing is constrained by
modeling of thermochronometry data [Schildgen et al., 2009b] and dated channel fill
deposits [Thouret et al., 2007]. Timing of incision completion is constrained by
dated volcanic deposits close to, or at, the present day valley floor [Fig. 3.1,
Schildgen et al, 2007; Schildgen et al, 2009b; Thouret et al., 2007]. The model
constraints were chosen as a combination of multiple available constraints with the
goal of identifying simulations that display both an increase in incision rate during
the first few million years of simulation, and a slowing to near completion by the
end of the simulation. Due to the simplicity of the model, stricter constraints that
more faithfully represent some of the geological observations, for example, less than
300 m incision by 8 Ma and 100 % complete incision by 2 Ma, result in the rejection
of all simulated scenarios. In the following section we therefore demonstrate the
different effects of climate and tectonics factors on profile evolution under relatively
simple tectonic and incision conditions, and discuss more complicated uplift models

in sections 3.5.1.2 and 3.5.1.3.
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Figure 3.4. x2 misfit.

Range of simulated river profiles that match the modern river profile (white) within a specified %* limit.
The final river profile with the lowest x> misfit found by the Monte Carlo search is shown in black. The
modern river profile is truncated at ~50 km to remove the region influenced by glacial erosion and the ¥*
misfit is calculated only for the portion of river shown.

3.3.4 Model caveats

The model simulations presented here include simplifications and
assumptions. Geological factors that are not explicitly accounted for in the model
include drainage re-organization, lithological variations, volcanic valley infill, mass
wasting, and glaciation. The model assumes that the river is governed by
detachment-limited erosion that includes a threshold; variations in sediment flux
are not accounted for. It is assumed that RegCM precipitation rates are
representative of the long-term discharge and that all precipitation becomes surface
runoff. Finally, surface uplift is prescribed to occur in two stages, which does not
permit more complex uplift histories. In order to validate our results, we examine
and quantify (see Sections 3.5.2 and 3.5.3) the impact of these factors on the results

using additional Monte Carlo searches with slightly modified model formulation.
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3.4 RESULTS

Monte Carlo searches were successful in finding a range of geologic and
geomorphic parameters that fit the observational constraints defined in section
3.3.3. Experiment results are presented in the following way. First, the sensitivity of
the model to climate and tectonics is demonstrated with example simulations using
parameter values chosen from the suite of successful simulations. Second, results of
the Monte Carlo search are presented in terms of plausible plateau uplift histories.
Finally, the influence of erosion parameters on the model is examined. The fit of the
Monte Carlo model to the data is presented in the following two ways: (1) a ‘good-
fit’ simulation is defined here as one that obeys the geologic timing constraints, and
fits the modern river profile with a y? misfit < 1 (equation 3.7). This criterion was
chosen because it implies the model is fitting the observed modern river profile
within one standard deviation of uncertainty in elevation. (2) An ‘acceptable’
simulation is defined as one that obeys the timing constraints and river profile
elevation with a x2 misfit < 2. This criterion means the model fits the modern river
profile elevation at the two standard deviation level. Fits greater than this (e.g. x?
misfit < 10, Fig. 3.4) are shown only for reference to illustrate model sensitivity to

poor combinations of parameters.
3.4.1 Demonstration of model behavior

3.4.1.1 Baseline simulation

Results are shown for three individual simulations to illustrate the model
setup and behavior with respect to different parameter choices. The first of these is
the ‘baseline simulation’ (Fig. 3.5), which is an example of a single simulation (i.e.
without a Monte Carlo search) that yields a good fit to observations. The baseline
simulation was initiated with a plateau elevation of 2 km at 16 Ma. Surface uplift
rates of ~0.24 mm yr! on the plateau were applied between 16 and 9.6 Ma (Fig.
3.5A). At 9.6 Ma, uplift rates on the plateau were reduced to ~0.11 mm yr! and
remained at this rate until the end of the simulation (present day). Precipitation
rates change with increasing plateau elevation according to RegCM climate model

simulations (Fig. 3.3C). The river profile was recorded every 4 million years
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throughout the simulation (Fig. 3.5B) and tracks the response of the river to both
surface uplift and changing precipitation rates. The initial river profile at 16 Ma (Fig.
3.5B) is a flat ramp to the coast. Incision is initially strongest at the coast (300 km,
Fig. 3.5B) and propagates inland through time with active incision dissecting the
plateau margin after ~12 Ma. At the end of the simulation, the river is still actively
incising. The most distal 50 km of the river profile attain steady-state by 8 Ma.

The timing and spatial distribution of incision is also recorded throughout
the simulation. The total amount of incision is recorded in 2 million year intervals
(Fig. 3.5C). Maximum total amounts of incision are greater than 2.5 km and occur in
the middle reaches of the river (~150 km along the profile, Fig. 3.5C). In the baseline
simulation, the amount of incision between 16 and 14 Ma is low (< 200 m). Through
time, incision rates increase and the locus of maximum incision rate (denoted by the
distance between two adjacent lines) propagates upstream. By 2 Ma, maximum
incision rates are located at ~90 km along the profile and the most distal ~100 km
are at, or near, topographic steady-state (Figs. 3.5B and 3.5C).

Figure 3.5C also demonstrates how the incision timing constraints are used
to evaluate the model. If the total erosion at 12 Ma lies outside of the gray shaded
area (600 m total incision), the simulation violates the incision onset constraint.
Similarly, the total erosion since 2 Ma must lie within the red shaded box (10% of
the total erosion), to obey the incision completion constraint. In this baseline
simulation, the final river profile fits the modern observed river with a x2 misfit of
0.39 (Fig. 3.5D). In this example, all three evaluation criteria are met and the model
is considered to represent a good-fit to the observations. In a Monte Carlo search,
the input parameters would be stored and included in the range of good-fit results.
If any of these three criteria were not met, then the experiment is discarded. For a
given set of erosion parameters, the simulations are sensitive to the tectonic and
climatic conditions. We demonstrate this sensitivity with two additional individual
experiments. As with the previous simulation (Fig. 3.5), these experiments are

individual simulations and a Monte-Carlo search is not used.
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Figure 3.5. Example ‘baseline’ simulation.

(previous page) A) Rock uplift rates applied between 16 and 9.6 Ma (green), and 9.6 to 0
Ma (orange). B) River profile development at 4 Myr intervals during the simulation. C) Total
incision since time t. Differences between consecutive time lines indicates the amount of
erosion that occurred in that time interval. Incision onset constraint: maximum of 600 m
incision before 12 Ma (gray shading). Incision completion constraint: at least 90% of
incision must occur by 2 Ma (red shading). D) Simulated final river profile (green), observed
modern profile (blue), and simulated and observed modern elevation of 16 Ma paleosurface
(gray). The x2 misfit for this simulation is 0.87.

3.4.1.2 Tectonic sensitivity experiment

In the first of these, the ‘tectonic sensitivity experiment’, uplift rates are held
steady at ~1.6 mm yr! throughout the simulation (Fig. 3.6). Uplift rates during the
first 6.4 Myr of simulation are therefore lower than the baseline simulation, and
uplift rates since 9.6 Ma are higher than the baseline simulation (Fig. 3.6A). Due to
the lower initial uplift rates, the river gradient from the plateau margin to the coast
is lower than the baseline simulation (Fig. 3.6B). Additionally, because plateau
elevations are lower during the simulation, and precipitation rates increase with
increasing elevation (Fig. 3.3C), the discharge is also lower than in the baseline
simulation. Consequently, initial incision rates are lower and incision propagates
upstream more slowly (Fig. 3.6B).

Slower incision rates throughout the simulation result in less total erosion
than the baseline experiment (Fig. 3.6C). Total incision is less than 90 % between 80
and 125 km from the outlet by 2 Ma and the incision completion constraint is
therefore broken. Furthermore, the total erosion throughout the simulation is too
low (Fig. 3.6D) and the final river profile has a x? misfit of 2.65. A steady uplift from
2 km at 16 Ma is therefore not compatible with the incision constraints under the
specified erosion parameters because incision rates are initially too low due to the
lower elevation, but the increase in uplift rate results in incision rates that are too

high during the last 4 million years of simulation.
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Figure 3.6. Tectonics sensitivity experiment.

(previous page) This simulation is identical to the baseline experiment (Figure 3.5) except
that the initial plateau elevation is 3 km, 1 km higher than the baseline experiment. For
comparison, the results of the baseline experiment (Fig. 3.5) are shown as dashed lines and
the following comments describe differences between the two experiments. A) Uplift rates
are lower between 16 and 9.6 Ma, and higher between 9.6 and 0 Ma. B) The elevation of the
river profile remains similar throughout the simulation as the paleosurface is uplifted
around the canyon. C) Incision rates at the end of the simulation are higher, but 90%
incision is not achieved by 2 Ma and the incision completion constraint is broken. D) The
final river is not so deeply incised with a x2 misfit of 2.65. This simulation therefore does not
yield a good fit to the observations.

3.4.1.3 Climate sensitivity experiment

In the final individual experiment we demonstrate the importance of the
temporal variation of precipitation by holding precipitation rates constant through
time. Precipitation rates are therefore not linked to plateau elevation, as is the case
in the previous simulations (Figs. 3.5 and 3.6). The previous experiment (Fig. 3.6)
showed how a combination of topographic and precipitation conditions controls the
timing of the onset of rapid incision. By holding precipitation rates constant we
demonstrate the importance of elevation dependent precipitation. For the
simulation shown in Figure 3.7, all model parameters are identical to those in the
baseline simulation (Fig. 3.5) except for precipitation rates, which are taken from
the 100% Andean elevation case (Fig. 3.3C). Modern precipitation rates enable rapid
incision at low (<3 km) plateau elevations. The lower reaches of the river quickly
approach topographic steady-state (200-300 km along profile, Fig. 3.7B). Incision
amounts between 16 and 12 Ma are high enough to break the incision onset
constraint between 210 and 230 km along the river profile (Fig. 3.7C). A constant
precipitation rate also results in greater total incision amounts (Fig. 3.7D) giving a
final river profile x? misfit of 2.06, lower than with the steady uplift rate, but higher
than the baseline simulation (Fig. 3.7D).

Together, these three experiments demonstrate how different tectonic and
climatic conditions can alter the river profile evolution for a specific set of erosion
parameters. However, simulations with a different uplift rate or initial elevation
may be compatible with geological constraints under a different set of erosion

parameters (bw, D, and ky). Monte Carlo searches over a wide range of parameter

82



W  Rock Uplift rate (mm yr') 2>

Elevation (km)

(@]

Erosion Amount (km)

Elevation (km)

Climate sensitivity experiment

04 Rock Uplt Rate | — 16 - 96Ma
0.3f = 96 - 0 Ma
0.2r
01f \
0 : , . .
0 50 100 150 200 250 300
Distance along river (km)
River Profile Development | = 16 Ma (Initial)
= 12 Ma
5 == 8 Ma
=== 4 Ma
4k === (0 Ma (Final)
baseline
simulation
3
2
1
0 1 1 1 A
0 50 100 150 200 250 300
Distance along river (km)
35 Total Incision O >90% total incision t= ===16Ma
since time t [C1600 m incision —14 Ma
3 12 Ma
=10 Ma
25T
o F
15[
1 b=
05f
0 A L A
0 50 100 150 200 250 300
Distance along river (km)
Final River Profile — Paleosurface
6 F === Observed River
Simulated River:
i - = baseline
= = tectonics sensitivity
4F === climate sensitivity
2k
- x°=2.06
0 1 1 1 1 1
0 50 100 150 200 250 300

Distance along river (km)

83



Figure 3.7. Climate sensitivity experiment.

(previous page) This simulation is identical to the baseline experiment (Fig. 3.5) except
that the precipitation rate is held at rates corresponding to 100 % Andean elevation (see
Fig. 3.3C) throughout the simulation. For comparison the results of the baseline experiment
(Fig. 3.5) are shown as dashed lines and the following comments describe differences
between the two experiments. A) Uplift rates for each stage are identical. B) River incision is
more rapid at the onset of the simulation and the lower reaches attain topographic steady-
state at an earlier time. C) Total incision by 12 Ma exceeds 600 m, breaking the incision
onset constraint. D) The final river profile has a x2 = 2.06. It is more deeply incised than the
baseline and tectonics sensitivity experiments. This simulation does not yield a good fit to
the constraints.

values are therefore needed to establish the full range of plausible uplift histories.

The following sections present Monte-Carlo search results.

3.4.2 Monte Carlo results for Northern Altiplano surface uplift histories

A Monte Carlo search, performed as described in section 3.3 (see also Fig.
3.3), with 1.64 x10° simulations identifies a wide range of uplift histories that
produce acceptable or good-fit results. Figure 3.8A shows the range of plateau uplift
histories that are compatible with geological constraints. Ranges of plateau uplift
histories are shown for cumulatively applied constraints, to demonstrate how each
of the good fit criteria (incision onset constraint, incision completion constraint, and
river x? misfit) determines the final set of results. Each shaded region encompasses
several individual uplift histories that fit the specified constraints (Fig. 3.8B). Not all
past elevation paths within the shaded region can necessarily produce a good fit
result, rather all good fit results lie within the shaded region. Different regions
indicate how each individual constraint determines the acceptable uplift history
range. In these, and all following figures, ‘plateau elevation’ refers to the elevation of
the undissected plateau (e.g. Fig. 3.7B).

Monte Carlo searches reproduce the modern river profile with a x? < 2 under
a wide range of uplift histories and the x? misfit alone does not define a meaningful
uplift history range (region 1, Fig. 3.8A). This range includes uplift histories with
initial elevations at 16 Ma between 1.5 and 3 km, those with close to modern

elevations at 14 Ma, and those in which elevations remain below 2 km until 2 Ma.
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The more extreme of these uplift scenarios are geologically unrealistic. Applying
incision-timing constraints greatly reduces the range of acceptable uplift histories.
Application of the incision onset constraint results in the rejection of uplift histories
in which high (>3.5 km) plateau elevations are attained prior to 13 Ma (region 2, Fig.
3.8A).
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Figure 3.8. Past plateau elevations consistent with geological constraints.

A) Past plateau elevations that produce acceptable fits to the following, cumulatively
applied, geological constraints in a Monte Carlo search: 1) River x2 misfit less than or equal
to 2, 2) Incision onset constraint; Total incision at 12 Ma must be less than 600 m, 3)
Incision completion constraint; Incision is at least 90 % complete by 2 Ma. 4) Simulations
that fit both timing constraints with a river x2 misfit less than or equal to 1. An uplift rate of
0.1 mm yr-! is shown for reference (dashed gray line). ‘Acceptable’ and ‘good’ fit results are
shown as regions 3 and 4 respectively. B) Individual plateau uplift histories (white) that
define region 4 of Fig. 3.8A.
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Application of the incision completion constraint reduces the parameter
space by rejecting scenarios in which low elevations persist throughout the
simulation (region 3, Fig. 3.8A). The range of uplift histories is reduced still further
when results are restricted to those that fit both geological constraints and have a
river x% misfit < 1 (region 4, Fig. 3.8A). Of the 1.64 x 10° scenarios tested, 114
produced an acceptable fit to the model constraints (region 3, Fig. 3.8A) and 52
produced a good fit to the model constraints (region 4, Fig. 3.8A and 3.8B).

In combination, the constraints require that plateau elevations were 1.5-3
km at 16 Ma, reached a minimum of ~3 km by 10 Ma, and ~3.5 km by 5 Ma. Plateau
elevations close to the modern may have been attained as early as 6 Ma and as late
as <1 Ma. Individual uplift paths (Fig. 3.8B) indicate that, with one exception, most
good fit simulations have an uplift history that slows over time. The switch to a
lower uplift rate occurs anywhere between 14 and 5 Ma. Only uplift rates that were
close to, or less than, ~0.1 mm yr! over the last 6 Ma are compatible with the

incision completion constraint.

3.4.3 River incision parameters

The Monte Carlo search not only identifies the range of uplift histories, but
also the range of river erosion parameters that are capable of producing good fit
results. The number of simulations that produced acceptable or good-fit results with
each discrete value of parameters kj, D, and by, and the initial elevation, Ej, are
shown in Figure 3.9. Simple, individual simulations (not shown) demonstrate that
the sensitivity of profile evolution to an individual erosion parameter is significant.
However, many parameter values included in the search yield an acceptable fit
when combined with an appropriate combination of other parameters. Search
results demonstrate that the erosivity constant, ks, is limited to between 1.25x10-33
and 50x10-33 m5/2yr2kg-3/2 (Fig. 3.9A). The largest number of good-fit results were
found for ky, = 2.5x10-33 m5/2yr2kg-3/2,

The frequency plots do not indicate a strong preference for particular values
of the other model parameters. The range of grain sizes that resulted in acceptable

fit simulations is limited to those with a median grain size of less than 10 cm (D, Fig.
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3.9B), corresponding to a critical shear stress of 73 Pa. No simulations with zero
erosion threshold were successful at the x? < 1 level, which indicates the importance
of including an erosion threshold in the model formulation and suggests that
threshold processes were important in the evolution of the canyon. Only values of
by between 0.4 and 0.5 produced good fit results (Figs. 3.9C and 3.9D), and only one
simulation with by equal to 0.55 gave an acceptable fit to the results. Similarly,
larger median grain sizes, and therefore a higher erosion threshold require more
easily erodible substrate to produce a good fit to the constraints. Figure 8

emphasizes the benefits of using a Monte Carlo search approach to the investigation
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Figure 3.9. Frequency histograms of parameters that give good fit results.

Number of parameter combinations found that fit both timing constraints and the modern
river profile with a x2 < 2 (dark gray) and x2 < 1 (light gray). A) Erosivity constant, ks,
(m5/2yrzkg-3/2). B) Modal grain size, D (cm). C) Channel width exponent, by, (dimensionless)
D) Initial elevation, E; (km). See Table 3.1 and section 3.3 for further explanation of
parameters.

87



of river incision development. The three river erosion parameters are under-
constrained for the river of interest and assuming a single value for each parameter

would have resulted in the omission of plausible uplift histories (Fig. 3.8).
3.5 DISCUSSION

3.5.1 Surface uplift of the Northern Altiplano

This study is motivated by the hypothesis that the influence of climate
change on river incision could reconcile observations of high-magnitude river
incision with a slow and steady end-member model of surface uplift [Barnes and
Ehlers, 2009; Ehlers and Poulsen, 2009]. Our results show that a wide range of
Northern Altiplano uplift histories are consistent with records of incision on the
western flanks. Our results suggest that at 16 Ma, the Northern Altiplano was
between 1 and 3 km elevation (Fig. 3.8), by 10 Ma elevations had reached 3-3.75
km, and by 5 Ma plateau elevations exceeded 3.5 km. Both the range of good-fit
uplift histories (Fig. 3.8) and uplift paths from individual simulations indicate that
uplift rates slowed through time. That is, most successful search results indicate
uplift rates were slower in the second uplift stage than the first uplift stage. Timing
of the transition between the two uplift stages varies considerably between 14 and
5 Ma and is independent of the initial plateau elevation.

Incision timing constraints play an important role in determining the good-fit
uplift history range shown in Figure 3.8. The incision onset constraint determines
the upper limit of plateau elevation through time and requires that plateau
elevations were below 3.5 km until 13 Ma. In contrast, the incision completion
constraint determines the lower limit of plateau elevation development. Volcanic
deposits that are close to the modern day river elevation and dated at ~2 Ma were
used to define the incision completion constraint (Fig. 3.1B). Simulations that have
sufficiently low incision rates during the last 2 Ma to fit this constraint are those in
which recent (<5 Ma) plateau uplift rates are low (< ~0.1 mm yr1) and the river
profile is approaching topographic steady-state. The lack of knick-points is
consistent with, though not conclusive evidence for, topographic steady state and

low incision rates. Other processes, such as a reduction in precipitation, lithological

88



boundaries, drainage re-organization, or volcanic infill, can limit incision rates and
may explain the small incision magnitudes since 2 Ma. If these processes are
important, modern uplift rates may be higher than those found in the Monte Carlo
process. It is unlikely that a lithological change caused a slowing of incision rates in
the last 2-5 Ma because the river has incised through >1 km of Paleozoic to
Mesozoic intrusive rocks. Volcanic valley fill may have slowed river incision by
covering the valley base and by providing an additional source of sediment that

would delay bedrock incision until the sediment was flushed out of the system.

3.5.2 Three-stage uplift scenario

Stable isotope based paleoelevation reconstructions from the Southern
Altiplano that assume no change in climate from the modern suggest that a phase of
rapid elevation increase of up to ~2 km occurred between 10 and 6 Ma [Garzione
and Hoke, 2006; Garzione et al, 2008; Ghosh et al, 2006; Quade et al., 2007]. By
prescribing a two-phase uplift history, the model-setup presented in Figure 8 does
not permit a pulse of rapid uplift during the late Miocene and therefore does not
permit a fair comparative evaluation of the ‘slow and steady’ and ‘punctuated’ end-
member models of surface uplift [Barnes and Ehlers, 2009]. We address this
alternative uplift scenario with an additional Monte Carlo search in which uplift is
permitted to occur in 3 stages (Fig. 3.10). In order to reduce the number of possible
parameter combinations and to make the search viable, the discretization of
parameter space is coarser than in the two stage uplift search. During each stage,
uplift amounts (Ua1 and Uaz) are discretized at 0, 0.2, 0.4, 0.6, and 0.8 times the total
elevation increase (Table 3.1). To evaluate this we conducted an additional 1.6 x 10°
Monte-Carlo simulations, of which 1013 produced an acceptable fit to the model
constraints and 352 produced a good fit to the model constraints.

The initial elevation range found by the three-stage uplift search is greater
than that found in the two-stage uplift search (1-3 km, Fig. 3.8 and Fig. 3.10).
Furthermore, three-stage uplift permits a wider range of elevations throughout the
remainder of the simulation duration. For three-stage uplift, good fit results indicate

plateau surface elevations were between 2.75 km and 4 km at 10 Ma, and between
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3.0 and 4.25 km at 5 Ma. Good-fit results include some that are consistent with the
punctuated uplift end-member model. These simulations have uplift rates that are
initially low (<0.15 mm yr1) followed by a pulse of high uplift rates. However, the
timing of the uplift pulse is generally earlier than that found in proxy records.
Simulated uplift pulses begin 14-11 Ma and last for 1.5-3 Myr, before decreasing for
the final uplift stage. The Monte Carlo search also found good fit scenarios in which
uplift rates are slowest during the second stage, and those in which uplift rates are
close to steady throughout the simulation. The lower bound on acceptable past
plateau elevation is lower for three-stage uplift than two-stage throughout the time
period of simulation. The upper bound on the plateau elevation range is similar.
Uplift histories constrained by incision of the Ocofia canyon are consistent
with either a ‘slow and steady’ or a ‘punctuated’ model of surface uplift. In reality, it
is likely that the regional uplift history was more complex than any of the scenarios
explored in this study, both in space and in time. For example, coastal morphology
suggests renewed uplift of >100 m during the Quaternary [Regard et al., 2010].
However, existing geological constraints do not require or enable the identification
of these complexities. Because the Ocofia canyon is located at the northern margin
of the Altiplano, the range of uplift histories presented here are most relevant to the
northern Altiplano. However, climate change as a result of Andean uplift may also
help to explain incision amounts and timing elsewhere on the Altiplano flanks.
Climate driven incision may have been more substantial on the eastern flanks where

the magnitude of precipitation change was greatest.

3.5.3 Block uplift scenario

Based on combined sedimentology and thermochronology observations,
Schildgen et al., [2009a] suggest that uplift of the south Peruvian Forearc occurred
in two phases with distinct styles. Within ~50 km of the coast, a regional bajada
surface is capped by coarse river gravels that are thought to have graded to sea level
at the time of abandonment. Intercalated ashes indicate that the bajada was active
until ~5 Ma in the Vitor and Sihuas valleys, to the east of the Ocofia catchment.

These valleys also contain large (~1 km) knick-points at 40-60 km from the modern
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coastline that are likely related to abandonment of the bajada surface [Schildgen et
al, 2009a]. Similar gravels are present in the Ocofia catchment, but no major knick-
point is present due to the relatively faster response time of the larger catchment.
To account for both incision onset prior to ~8 Ma and active, shallow river channels
near the coast at ~5 Ma, Schildgen et al., [2009a] propose a change in uplift style ~5
Ma. In this scenario, the Western Cordillera was initially uplifted relative to the
piedmont by monoclinal folding during phase one, followed by a second phase of ~1
km of block uplift extending from the plateau to the coast.

The original Monte Carlo search presented does not include a stage of block
uplift, and due to the model formation, incision of the piedmont begins early (<14
Ma) in all simulations. We therefore test the above scenario with a suite of
simulations in which the uplift style is prescribed to change from monoclinal to

block uplift during the simulation. During phase one (monoclinal uplift), two uplift
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Figure 3.10. Three-stage uplift experiment.
Past plateau elevations that fit both timing constraints with a x2 < 1 (light gray) and a x2 < 2

(dark gray) for simulations in which uplift is permitted to occur in three stages. Dashed gray
line is a visual guide and indicates a steady uplift rate of 0.1 mm yr-1.
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stages are permitted to raise the paleosurface from the initial elevation to a
prescribed height below the modern paleosurface elevation. Phase two (block
uplift) is permitted to begin between 9.6 and 3.2 Ma. The uplift amount during
phase two is defined as the modern elevation of the paleosurface at the coast (800
m). All other parameter ranges are the same as in the original Monte Carlo search
(Table 3.1, Fig. 3.8) and precipitation rates are prescribed to vary with plateau
elevation (Fig. 3.3C). Simulations are evaluated in the same way as the previous
Monte Carlo searches using the incision onset and completion constraints, and a x?
comparison with the model river profile. There are therefore two aspects of the
uplift history that are explored using the ‘block uplift’ Monte Carlo search; 1) the
rates of uplift during the two stages of the first monoclonal uplift phase, and 2) the
timing of transition to block uplift.

Good fit results found in the block uplift search have initial elevations
between 1 and 2 km at 16 Ma (Fig. 3.11A), which is lower than in the two and three-
stage uplift searches. Many good fit simulations have uplift rates that are initially
slow and start to increase between 10 and 8 Ma for the second stage of the
monoclinal uplift phase (Fig. 3.11A). However, some good fit simulations have a
steady uplift rate during the first phase. Transition to the block uplift phase occurs
between 9.6 and 6.4 Ma, with later block uplift initiation (at 4.8 or 3.2 Ma) not
yielding good fit results. Uplift rates are slower during the second uplift phase than
the first. Based on the original constraints alone, these results indicate that the
proposed block uplift scenario is equally successful as previous searches in fitting
the incision observations. Importantly, this scenario identifies some scenarios with
low plateau elevations (<2.5 km) that persist until at least 11 Ma, and a rapid uplift
event between 11 and 6 Ma that are consistent with the punctuated uplift model.

However, simulations that are identified as ‘successful’ by the existing
constraints produce river profiles that do not compare well with the modern river
profile, despite low x? values (Fig. 3.11B). The change in uplift style results in the
generation of knick-points that are not fully transmitted through the catchment
before the end of the simulations. In contrast, simulations that yield low x? values in

the two and three-stage uplift scenarios (Fig. 3.8 and Fig. 3.10) have final river

92



profiles that do not contain knick points and compare well with the modern river
profile (Fig. 3.3). The block uplift search was therefore unable to find a set of
parameters that could both propagate the knick-point upstream before the end of
the simulation and fit the timing constraints. There are two possible explanations
for this; 1) the block uplift hypothesis is not able to explain the observations, or 2)
the current model formulation is too simple. In reality, for example, the plateau may
have attained modern elevations before the present day, or the transition from
monoclinal to block uplift may not have been so abrupt. Future research efforts
could explore variations on the block uplift model presented here to identify uplift
rates and patterns that incorporate a component of block uplift and produce a better

fit to the modern river profile.
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Figure 3.11. Block Uplift.

A) Range of uplift histories that fit the timing constraints with a Y2 <1 (white lines on dark
grey region), and with a x2 < 2 (light grey region). The horizontal dashed line at 3.7 km
indicates the elevation at which uplift transitions from monoclinal to block uplift. An uplift
rate of 0.1 mm yr-! is shown for reference. B) Range of simulated river profiles that match
the modern river profile (black) with a x2 less than 1 in the block uplift simulations (Fig.
3.11A). The final river profile with the lowest x2 misfit found by the Monte Carlo search is
shown in dashed black. Note that most profiles found in this search contain a knick point
that is not present in the observed river profile.
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3.5.4 Role of climate change in determining incision timing

A second aim of this study is to quantify the importance of paleoclimate and
climate change to river incision processes. To the best of our knowledge, this study
is unique in that it uses the results of a regional climate model as input to the river
incision model and therefore accounts for both regional and orographic changes in
climate. Here we describe the results of two additional Monte Carlo searches that
were used to (1) demonstrate the importance of climate change though time, and
(2) test the sensitivity of the model to the magnitude of precipitation. In the first of
these additional Monte Carlo searches, precipitation was held constant at a rate
corresponding to the modern Andean elevation (100%, Fig. 3.3C) throughout each
individual simulation in the same way as the climate sensitivity experiment (Fig.
3.7). In the second search, precipitation rates are tied to elevation, as outlined in
section 3.2, but the magnitude of discharge is reduced by 50% at all elevations.

Lower plateau elevations prior to ~10 Ma are favored when precipitation
rates are held constant (Fig. 3.12A) than when precipitation rates increase with
increasing elevation (Fig. 3.8). The range of initial plateau elevations is restricted to
1-2.5 km under constant precipitation rates. Between 16 and 12 Ma, the upper-
bound of plateau elevations is ~500 m lower when precipitation is held constant
(Fig. 3.8 and Fig. 3.12A). Furthermore, a large number of the good fit simulations are
initiated at 2 km or less in the constant precipitation scenario whereas scenarios
with elevation dependent precipitation rates were more commonly found to
produce good fit scenarios when initiated at 2 km elevation or higher (Fig. 3.9D).
The lower bound on plausible plateau elevations is also lower prior to ~6 Ma. After
~6 Ma, a wider range of elevations are permitted when climate is not dependent on
surface elevation. Because precipitation rates do not vary through time, changes in
erosion potential are driven solely by changes in slope, which in turn are governed
by the uplift history. Elevations greater than 3 km prior to ~12 Ma are not
compatible with a modern climate because the combination of high slopes and high
discharge drive rapid incision that breaks the incision onset constraint.

Accounting for varying precipitation rates therefore alters the interpretation

of surface uplift histories from records of river incision. Paleoelevation estimates
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that account for increasing precipitation rates can be up to 500 m higher than
estimates based on the modern precipitation distribution. Coupled climatic and
tectonic changes both contribute significantly to the evolution of the river profile.
Time variant precipitation rates modify erosion potential and, consequently, the
response time of the system to perturbations [Whipple, 2001]. Note that it is
possible to identify river profile evolution scenarios that are consistent with the
‘slow and steady’ end member model of Andean uplift even when a modern climate
regime is assumed (Fig. 3.12A).

In the second climate sensitivity experiment, we test the sensitivity of the
model to discharge magnitudes using a Monte Carlo search with 50% less discharge
(Fig. 3.12B). This sensitivity experiment addresses two uncertainties in the original
model formulation. First, infiltration and evaporation rates were not accounted for
in the original Monte Carlo search (Fig. 3.8) and all precipitation is assumed to
become surface runoff. Second, the experiment addresses uncertainties in the
climate model inputs to the river simulations. River incision is sensitive to both the
magnitude and spatial distribution of precipitation [Roe et al., 2002]. In comparison
with modern observations, RegCM over-estimates the magnitude of precipitation
over South America for the modern climate, but simulates the spatial distribution of
precipitation well [Fig. 3.2C, Insel et al, 2010]. The simulated increase in
precipitation with increasing plateau elevation is consistent with similar studies
using climate models with different resolutions and precipitation parameterization
[Insel et al., 2012; Jeffery et al., 2012]. Paleoclimate simulation results are supported
by sedimentological evidence from northern Chile (19-21 °S) that indicates
precipitation rates on the western edge of the Altiplano have increased since the
middle Miocene whereas the coastal regions have experienced continued aridity
[Schlunegger et al, 2010]. The largest uncertainty in climate model inputs is
therefore considered to be the magnitude of precipitation, which is addressed using
the 50% discharge experiment.

Reducing the magnitude of discharge has a limited impact on the range of

surface uplift histories (Fig. 3.8 and Fig. 3.12B). Between 16 and 11 Ma, the lower
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Figure 3.12 Climate influence on timing of incision

Past plateau elevations that fit both timing constraints with a x2 < 2 (light gray) andax2< 1
(dark gray) for simulations in which A) precipitation rate is held constant through time at a
rate corresponding to 100% Andes elevation (Fig. 3.3C), and B) discharge is reduced to 50%
compared with the original search (Fig. 3.8). The dashed gray line is a visual guide and
indicates a steady uplift rate of 0.1 mm yr-L.

limit of uplift ranges is up to 500 m lower in the 50% discharge case, with the
maximum difference at the beginning of the simulation (16 Ma). However, only
three uplift histories that were initiated with a plateau elevation <2.5 km gave a
good fit to the model constraints. The upper limit on uplift ranges in the two
scenarios is very similar throughout the simulation period (Fig. 3.8 and Fig. 3.12).
We note that this minimal effect of changing precipitation magnitudes from the
climate model on the river profiles is due to the fact that the erosion parameters,
such as kp (equation 6) and bw (equation 4), offset the effect of discharge magnitude.

Extraction of uplift histories from river profiles is sensitive to both the
temporal distribution and the magnitude of the assumed precipitation. In
catchments where precipitation rates increase with increasing regional topography,
such as the Ocofia, over-estimating the magnitude of precipitation can result in an
under-estimation of the minimum elevation. Furthermore, ignoring the increase in
precipitation rates with increasing topographic elevation can result in the
underestimation of the maximum elevation. However, given the large uncertainties
in river erosion parameterization, there is significant overlap in good-fit uplift

histories under the three different climatic scenarios considered here (Figs 3.8 and
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3.12). The range of uplift histories established in the original Monte Carlo search
(Fig. 3.8) is therefore considered robust with respect to the uncertainties in climate

model derived inputs to the model.

3.5.5 Model validation and sensitivity of results to model formulation

As with any modeling study, the simulations presented here include
simplifications and assumptions. Geological factors that are not explicitly accounted
for in the model include drainage re-organization, lithological variations, volcanic
valley infill, mass wasting, and glaciation. The model also assumes that the river is
governed by detachment-limited erosion and sediment flux is not explicitly
accounted for. In order to validate our results, we examine and when possible
quantify, the impact of these factors on the range of acceptable plateau histories

identified by the model.

3.5.5.1 Drainage area

Conceivable changes to the catchment area include capture of the upper
branches (Cotahuasi or Maran canyons, Fig. 3.1), and growth of the catchment by
headward erosion. Capture of a drainage area similar in magnitude to the Cotahuasi
branch would result in a step increase in discharge and trigger an increase in
erosion rate that would propagate upstream. A drainage capture event could drive a
rapid increase in incision rate and is an alternative to rapid surface uplift as a driver
of incision. However, at present there is no direct evidence for a drainage capture
event within this catchment. Similarly, drainage area increase by headward erosion
would progressively increase the total discharge at a point on the profile. If the
increase in erosional capacity causes the flow to exceed the erosion threshold, active
incision would be initiated. Both of the catchment area scenarios are consistent with
our key finding that the observed pulse of river incision does not necessitate low

plateau elevations in the mid-Miocene.

3.5.5.2 Catchment properties
A wide range of values for the erosivity constant (k;) was included in the

Monte Carlo search (Table 3.1). However, for each simulation the selected value was
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held constant in space and time. This model formulation assumes that the
underlying lithology is uniform throughout the catchment, which in reality is not the
case (see supplementary material). Elsewhere on the western Andean flank,
Abbuehl et al. [2011] find evidence for incision through an erosion resistant caprock
that delayed faster incision into the weaker, underlying rocks. However, the main
lithological transition encountered by the river was from the conglomeratic
Moquegua formation to the stronger, intrusive Paleozoic-Mesozoic basement. This
transition may have slowed incision but did not stop it as >1 km of basement rock

has been incised in the middle reaches.

3.5.5.3 Erosion law

This study uses a simple stream-power based erosion law with an effective
linear exponent. However, plausible uplift histories are not sensitive to the choice of
exponent (a) in the erosion law (Equation 3.1). A Monte Carlo search performed
with a = 5/2 (not shown), consistent with erosion by suspended load abrasion,
found good-fit uplift histories that are very similar to those found with a = 3/2. Good
fit simulations found with a = 5/2 had a lower critical shear stress range than with a
=3/2.

The model used in this study assumes that erosion is detachment-limited.
That is, incision is limited by the ability of the river to detach material from the bed.
Influx of material to the valley by mass wasting or volcanic debris is not explicitly
accounted for. The use of an erosion threshold term partly accounts for the need to
transport a sediment load, but does not account for temporal variation in the
amount of sediment cover or the function of sediment load as an erosion tool [Sklar
and Dietrich, 1998]. However, Whipple and Tucker [2002] outline the behavior of
transport- and detachment-limited systems and we apply their findings to the
Ocofia catchment as follows.

1) Transition to a transport limited system is likely when uplift slows and the
river approaches steady-state, and transient conditions can be difficult to detect
based on river profiles. Low incision rates in the last ~2 Ma suggest that the lower

reaches of the Ocofia catchment are approaching steady state. Combined with
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observations of high sediment production through landsliding in the upper canyon
reaches, it is likely that some of the river is now behaving as a transport-limited
system, particularly downstream of the major Maran-Cotahuasi confluence.

2) Detachment limited systems adjust to changes in base level by upstream
propagation of a knick-point whereas transport-limited systems tend to undergo
more uniform lowering and knick-points, where present, are more diffuse. Our
conclusions are dependent on the incision timing, which we have assumed to occur
under detachment-limited conditions. This assumption is supported by two lines of
evidence; (1) there is exposed bedrock in the Maran branch of the modern river, and
(2) apatite “He/3He thermochronometry data are consistent with the propagation of
an incisional wave [Schildgen et al, 2010], which is more consistent with a
detachment-limited, rather than transport-limited system [Whipple and Tucker,
2002]. The importance of sediment flux to river incision is likely to have increased
through time as uplift and incision rates have slowed. A change in uplift rate during
the last ~5 Myr may not be evident in the modern topography if incision response
times have increased since the late Miocene due to a transition from detachment to
transport-limited conditions. Indeed, there is no evidence in the river profile of
estimates of ~300 m of coastal uplift since ~800 ka inferred from coastal

morphology [Regard et al., 2010].

3.5.6 Monte Carlo Search as a tool for interrogating river profile evolution

In this study, we have demonstrated a Monte Carlo approach to extract uplift
history from river profiles under a climate regime that is dependent on the orogen
topography. Although the Monte Carlo search process did not identify a unique
uplift history, it does succeed in (1) differentiating between uplift histories that
were plausible under different climatic conditions and, (2) constraining the erosion
parameters that could yield a good fit to observations. Furthermore, we show that
the surface uplift history can be constrained in cases where river properties such as
channel widths, erosivity and erosion mechanism are not well known. Because
many of the parameters are not well known, most uplift histories could produce the

modern river profile (Fig. 8). Additional constraints on the timing of incision were
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necessary to reduce the range of plausible uplift histories sufficiently for the results
to be useful. Application of this method is therefore restricted to regions where
information is available on the initial conditions and timing of incision from, for
example, thermochronometry data. Better constraints on the appropriate erosion

rule could better constrain surface uplift histories in Ocofia catchment.

3.6 CONCLUSIONS

In order to determine surface uplift histories of orogens from observations of
river incision, it is necessary to account for spatial and temporal gradients in
precipitation. By using a regional climate model], it is possible to account for changes
in regional climate associated with mountain belt development in addition to local
orographic effects. This is particularly important on the leeward side of mountain
ranges, such as the Ocofia canyon, because simple orographic models would predict
areduction in precipitation with increasing elevation.

River simulations with a Monte Carlo search successfully constrain a range of
uplift histories and erosion parameters that are consistent with geological
observations. In addition to the shape of the modern river profile, constraints on the
timing and magnitude of incision were necessary to define a meaningful uplift
history. Furthermore, the identification of the full range of good-fit uplift scenarios
requires the inclusion of an erosion threshold in the model. Our results show that
high magnitudes of incision do not necessitate contemporaneous, rapid, surface
uplift but that a combination of climate change and surface uplift can drive rapid
river incision when erosion thresholds are attained.

Uplift histories of the northern Andean plateau constrained by canyon
incision are compatible with either a ‘slow and steady’ or ‘punctuated’ surface uplift
model. Arguments that canyon incision indicates rapid surface uplift are therefore
not unique to geologically constrained models of river dynamics. Future work that
limits the erosion parameter space will improve this techniques ability to

distinguish between different uplift scenarios.
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CHAPTER 4

PRECIPITATION AND VEGETATION CONTROLS ON
TOPOGRAPHY OF THE CENTRAL ANDES

Abstract

Field observations and landscape evolution models indicate that landscape
processes in active mountain belts are strongly dependent on vegetation and
climate. In fluvial landscapes, erosional efficiency is commonly thought to depend
on the intensity, frequency, and duration of precipitation events. We use Tropical
Rainfall Measuring Mission (TRMM) observations to test the importance of
precipitation intensity in determining geomorphology at the mountain belt scale.
Precipitation metrics, including mean annual precipitation, and the mean intensity,
duration, and frequency of precipitation events, are derived from the TRMM 3B42v7
product. Topographic characteristics are calculated from the SRTM 90 data set. The
new precipitation datasets are then compared with mean hillslope gradients in the
central Andes using correlation analyses and multiple linear regression. The
importance of different precipitation metrics in controlling the regional topographic
characteristics is quantified and spatial variations in bedrock lithology, and the
amount and type of vegetation cover are considered in the analysis.

Results indicate that mean hillslope gradient correlates most strongly with
percent vegetation cover (r = 0.56). Where vegetation cover is less than 95%, mean
hillslope gradients increase with mean annual precipitation (r=0.60) and vegetation
density (r = 0.69). Where vegetation cover is dense (>95%), mean hillslope
gradients decrease with increasing precipitation intensity by ~0.5° /mm day!(r =

-0.56). Climate influences on topography are therefore mediated by vegetation,
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which itself is also dependent on mean annual precipitation (r = 0.77). Bedrock
lithology and spatial variations in uplift rate also influence mean hillslope gradients.
Observations from the central Andes are consistent with landscape evolution
models in which hillslope gradients are determined as a balance between rock
uplift, climatic erosional efficiency and erosional resistance of the landscape

determined by bedrock lithology and vegetation.

4.1 INTRODUCTION

Through erosional processes, precipitation has the potential to determine
topographic characteristics of active mountain belts from the catchment to orogen
scales [Koons, 1990; Willett, 1999]. Detecting clear and consistent climatic signals in
topography and the distribution of erosion has proved challenging [Whipple, 2009],
in part because climate is also dependent on topography [Galewsky, 2009; Kutzbach
etal, 1989; Roe et al., 2008]. Another factor is that climate-topography interactions
are commonly explored using long-term mean observations, such as mean annual
precipitation (MAP). However, the erosional efficiency of climate may be more
usefully described in terms of the variability, or storminess, of precipitation [Dadson
et al, 2003; Lague et al, 2005; Molnar et al, 2006; Tucker and Bras, 2000].
Precipitation events can be described in terms of the intensity (P), duration (D) and
frequency (1/1) [Fig. 1, Eagleson, 1978]. Landscape evolution models (LEMs) predict
that at higher mean precipitation intensity, fluvial landscapes will have lower relief,
higher drainage density and higher mean erosion rates [Tucker, 2004; Tucker and
Slingerland, 1997; Tucker and Bras, 2000]. The role of precipitation variability is
particularly important when the geomorphic process is dependent on discharge
exceeding a critical erosion threshold [Dietrich et al., 1992; Lague et al., 2005; D. R.
Montgomery and Dietrich, 1992; Tucker, 2004]. One factor affecting the critical
erosion threshold is vegetation [Collins and Bras, 2010; Collins et al, 2004;
Istanbulluoglu and Bras, 2005], which modifies the effective erosion threshold
through root cohesion and surface roughness [Hales et al, 2009; Schmidt et al,

2001; Wainwright et al., 2000]. Furthermore, vegetation reduces surface runoff and
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rain splash by canopy interception, leaf litter ground cover, and increasing soil
infiltration capacity [Wainwright et al., 2000].

Climate and vegetation have long been recognized as major inter-dependent
controls on surface processes [e.g. Abrahams and Ponczynski, 1984; Istanbulluoglu
and Bras, 2005; Langbein and Schumm, 1958; Tucker and Slingerland, 1997].
Sediment yield and topographic properties, such as drainage density and relief, have
been explored in a range of climatic settings. For sites in the USA, Langbein and
Schumm [1958] demonstrated that sediment yield increases with MAP until

grassland vegetation is established. As MAP increases, sediment yield decreases and
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Figure 4.1 Definition of precipitation metrics

Precipitation metrics are defined after Eagleson (1978) and Tucker and Bras (2000) as
follows. Each precipitation event (dashed lines) is approximated as a rectangular pulse
(solid lines) that is described by (1) precipitation rate (P) that is the mean of all
instantaneous observations during that event, (2) duration of the event (D), and (3) the
interval (I) before the next event begins. At each grid point in the TRMM dataset all
precipitation events are extracted from the time series. The mean of these three metrics (P,
D and I) is then calculated over all events, at each grid point, to give P, D, and I (Fig. 3).
Mean annual precipitation (MAP) is calculated independently as the total precipitation at
each grid point divided by the number of years of observation.
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then stabilizes under woodland forest. Observations from Australia [Abrahams,
1972], Guyana [Daniel, 1981], and additional USA sites [Melton, 1957] yield a similar
trend. Drainage density is also shown to correlate with precipitation intensity in the
USA, Australia, and the UK [Abrahams, 1972; Abrahams and Ponczynski, 1984;
Chorley and Morgan, 1962; Cotton, 1964; Musgrave, 1947]. However, due to data
availability at the time of publication of these studies, existing observational
datasets explore these relationships at the catchment scale, and the spatial density
of observations is low. Recent advances in satellite-based precipitation observations
now enable observations of precipitation intensity in a broader range of climate and
tectonic settings. Furthermore, remotely sensed vegetation and topography datasets
are now also available in the same regions.

In this study, we complement previous efforts by using satellite-based
observations of precipitation and vegetation to explore the relative importance of
the mean climate state, precipitation variability, and vegetation in determining
topographic characteristics in an active mountain belt. The mean intensity, duration
and frequency of precipitation events are extracted from TRMM (Tropical Rainfall
Measuring Mission) 3B42v7 observations and compared with vegetation, bedrock
lithology, and topographic metrics. We use these datasets to explore which factors, if
any, exert the strongest control on spatial patterns in modern topography of the
central Andes. More specifically, we ask; ‘Does modern topography more strongly
reflect mean annual precipitation, precipitation intensity, or vegetation
characteristics?’ The analysis is performed in the central Andes, for three reasons:
(1) the central Andes are characterized by large climatic gradients, (2) TRMM
observations have a high quality at lower latitudes (<35°), and (3) relationships
between erosion processes and climate over different time scales remains
unresolved in this region [Bookhagen and Strecker, 2012b; Insel et al., 2010b; Jeffery

et al, in press, see also Chapter 3 of this dissertation; McQuarrie et al., 2008b].

4.2 HILLSLOPE GRADIENT RESPONSE TO VEGETATION AND CLIMATE
In an equilibrium landscape, catchment scale erosion rates are equal to rock

uplift and mean hillslope gradients are a measure of the balance between erosional
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root cohesion surface runoff
surface roughness rain splash
leaf litter

Reduces erosion potential.
Increases erosion resistance.

Increase erosion potential

g Bedrock strength ﬂ All Combined

All three properties vary spatially,
Increase erosion resistance and are dependent on each other,
but which factor dominates?

Figure 4.2 Predicted effects of vegetation and precipitation on hillslope gradients

Vegetation (A), precipitation (B) and bedrock lithology (C) are predicted to affect hillslope
gradients by modifying the erosion resistance of the surface, or the erosion potential of the
climate, or both [Istanbulluoglu and Bras, 2005; Wainwright et al, 2000]. Hillslope
responses to individual factors have been observed at the catchment scale and landscape
evolution models, but the relative importance of different factors at the orogen scale is less
well known (D).

efficiency and erosion resistance. Through changes in root cohesion and surface
roughness, vegetation cover can increase erosion resistance, and by increasing

canopy interception and infiltration capacities can also reduce erosion potential,
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thus dense vegetation cover is expected to be associated with higher hillslope
gradients [Fig. 4.24A, Collins et al., 2004; Istanbulluoglu and Bras, 2005; Wainwright
et al, 2000]. Conversely, increasing precipitation amounts, and rates, are expected
to increase erosional potential and decrease hillslope gradients [Fig. 4.2B, Tucker
and Bras, 2000]. An additional factor controlling hillslope gradients is the strength,
or erosional resistance, of the underlying material. To date, modeling studies have
focused on one or two variables alone, and both modeling and observational studies
have been executed at the catchment scale. It is not well known how inter-
dependent variables, such as precipitation and vegetation, act in combination on
large scales (Fig. 4.2D). In this study, we use satellite-based observations to test
which precipitation characteristics and vegetation properties are most important in
determining topography in the central Andes. In our initial analysis, we assume that
the hillslopes are not at threshold gradients [Schmidt and Montgomery, 1995]; that
is the hillslope gradient is sensitive to different climate or vegetation conditions and

is not at an angle limited by the internal strength of the material.
4.3 DATA AND METHODS

4.3.1 Precipitation data

Spatial maps of mean precipitation intensity are derived from NASA’s Tropical
Rainfall Measuring Mission (TRMM) 3B42v7 product. TRMM 3B42v7 is a 3-hourly,
0.25° x 0.25° degree spatial resolution precipitation rate dataset that was derived by
merging precipitation radar, infrared (IR), and microwave observations from
multiple satellites, including the TRMM satellite [Huffman et al., 2007]. Precipitation
radar and microwave observations are used to calibrate IR observations with higher
spatial and temporal coverage. The product is further calibrated using monthly
GPCP rain gauge observations. TRMM 3B42v7 was chosen from the available
precipitation datasets over South America because it has the highest spatial
resolution with a temporal resolution that was sufficient to calculate precipitation
intensity. Reanalysis datasets (e.g. NCEP-NCAR and CFSR) were also considered for
their high temporal resolution, but precipitation rates were not well simulated over

mountainous topography. Our analysis is based on observations from 2000 to 2011.
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Years 1998 and 1999 of TRMM data were not included because additional satellites,
and therefore increased spatial coverage, were introduced in 2000.

From this dataset, we calculate spatial variation in precipitation event
metrics (P, D and I) by time series analysis. At each grid cell, consecutive time steps
(3 hour) with non-zero precipitation rates are grouped into precipitation events.
Each precipitation event is then characterized by the mean precipitation rate
(intensity, P) of the event, the duration (D) of the event, and the time interval (I)
before the next event (Fig. 4.1). The mean of each metric over all precipitation
events is then calculated at each grid cell (P, D and I; Fig 4.3). These precipitation
metrics are commonly used in landscape evolution models [e.g. CHILD, Tucker et al,,
2001 ] and the results of this study are therefore readily comparable with existing
modeling studies. Finally, mean annual precipitation is also derived from the TRMM
3B42v7 dataset (Fig. 4.3). Because the data is discrete with three-hour time steps,
each data point is assumed to be representative of that three-hour window.

MAP derived from the TRMM 3B42v7 dataset is consistent with the
magnitudes and spatial distributions of MAP in other observational datasets [CRU,
Bookhagen and Strecker, 2008; Houston and Hartley, 2003; Hulme, 1992]. Mean
annual precipitation (MAP) rates are highest on the northeastern flanks (north of
18°S, Fig. 4.3A) where MAP rates decrease with increasing elevation from ~3-5 m
yrlat ~600 m elevation to less than 2 m yr-1 near the drainage divide. Further south
(>18°S) on the eastern flanks, MAP is less than 2 m yr! and the relationship with
elevation is weaker. Mean annual precipitation on the eastern Andean flanks is high
because (1) Andean topography deflects moisture transport southwards from the
Amazon basin, driving the South American Low Level Jet and (2) orographic lifting
induces convective precipitation [Campetella and Vera, 2002; Insel et al., 2010a]. In
contrast, MAP on the western flanks is extremely low (<1 m yr-1) at all latitudes and
much of the region receives less than 10 cm of rainfall a year. Hyper-arid conditions
on the western flanks are attributed to (1) the subtropical location [Rutllant et al.,
2003]; (2) blocking of moisture by the Andes; and (3) the presence of the cold,
Humboldt Current that generates a temperature inversion at the coast and traps

moisture below ~800 m [Houston and Hartley, 2003].
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Figure 4.3 TRMM precipitation metrics

TRMM 3B42v7 precipitation observations processed to show A) mean annual precipitation
(m yr-1), B) mean precipitation intensity (mm day-!), C) mean event duration (hours), and D)
mean interval (days). Note the change in scale for mean annual precipitation (A) and mean
interval (D). Each grid cell is 0.25° x 0.25° (~27 km). Only grid cells with an average
elevation of >600 m and that were less than 40% glaciated at the LGM are shown. Altiplano
lakes (Titicaca and Poopd) are outlined in black for spatial reference.
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By decomposing MAP into intensity, duration, and interval components (Fig.
4.3), we can assess how the different aspects of rainfall contribute to the total MAP.

MAP can be approximated from the mean of the individual metrics according to

(4.1)

Over the study area, directly calculated MAP and MAP estimated from event metrics
agree strongly (r? = 0.98). In many respects, mean precipitation intensity mirrors
the mean annual precipitation pattern (Fig. 4.3B). Precipitation intensity increases
from west to east, with peak intensities (> 45 mm day') occurring on the eastern
flank at 13°S. However, precipitation intensity does not have the same north-south
variability as MAP on the eastern flanks. Instead, precipitation intensity decreases
from >30 mm day! at the lowest elevations to <15 mm day! at the drainage divide
along the length of the orogen. Precipitation events north of 18°S on the eastern
flanks have a longer average duration and occur more frequently (Figs. 4.3C and
4.3D). A similar pattern is observed on the western flanks, but in a much more arid

climate.

4.3.2 Topographic data

Precipitation patterns are compared with topographic metrics derived from
the 90 m spatial resolution Shuttle Radar Topography Mission v3 digital elevation
model [Farr et al, 2007]. This study primarily focuses on the controls on mean
hillslope gradient, which is calculated for each grid cell in ArcGIS as the rate of
maximum change in elevation between neighboring cells in the local 3x3 grid. The
results presented are also relevant to controls on landscape relief when averaged at
the resolution of the precipitation dataset, as results of a subsequent analysis are
similar. In order to make direct, quantitative comparisons, elevation and hillslope
gradients are re-gridded to the same resolution as the precipitation data (0.25°, or
~27 km) by spatial averaging (Figures 4.4A and 4.4B). The re-gridding process
determines the average value of all cells in the higher resolution dataset (~90,000

DEM grid points) contained within each grid cell of the lower resolution dataset.
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Figure 4.4 Topography and surface properties

(previous page) Surface properties re-gridded to the TRMM precipitation grid (Fig. 2). A)
Mean surface elevation (km), and B) mean surface slope (°) derived from 90 m SRTM data.
C) Dominant bedrock lithology from USGS geologic maps. D) Percent vegetation cover, and
E) modal vegetation type averaged from 0.05° resolution MODIS plant function type dataset
(Lawrence and Chase, 2007). Only grid cells with an average elevation of >600 m and that
were less than 40% glaciated at the LGM are shown. Altiplano lakes (Titicaca and Poopd)
are outlined in black for spatial reference.

Based on the location of drainage divides, the central Andes are separated
into three separate geographic regions: the western flank, the eastern flank, and the
internally drained Altiplano (Fig. 4.4A). These three regions are separated because
of the differences in climate, large scale topography, and broad lithological
composition (see section 4.3.3 below). The western flank is a crustal scale
monocline, with minor surface breaking faults and block uplift of the coastal region
[Farias et al., 2005; Isacks, 1988; Schildgen et al., 2009a]. At the surface, this is
expressed as a relatively smooth ramp from the western Cordillera to the Pacific
Coast that is dissected by multiple deeply incised canyons. In contrast, the eastern
flank is a fold and thrust belt [e.g. Allmendinger et al., 1997], with a surface
expression of ridges and valleys that are dissected along strike by large drainage
networks. Deformation of the eastern Andean flank has migrated outward from the
Eastern Cordillera (~40-22 Ma), to the Interandean zone by ~20-15 Ma, and the
Subandes have been most active since ~15-10 Ma [Barnes and Ehlers, 2009]. Finally,
the Altiplano is predominantly a depositional basin with localized inverted basins.
The highest relief is at the basin margins in the western and eastern Cordilleras and
in association with Quaternary volcanoes.

Highest mean hillslope gradients (>24°) are in the northern Central Andes,
particularly the northeastern flanks (north of ~17°S). Peak mean hillslope gradients
are associated with large, deeply incised drainage networks such as the upper
catchment of the Rio Beni on the northeastern flanks. Canyons are also the primary
location of high hillslope gradients on the western flanks, e.g. the Cotahuasi-Ocofia
canyon at ~16°S. Peak hillslope gradients in the southeastern flanks are also

associated with river valleys (Rio Pilcomayo and Rio Grande) but maximum values
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are lower (~20-24°). The Altiplano has consistently low mean hillslope gradients

(<10°), as does the Atacama region of the western flanks (20-27°S).

4.3.3 Land Surface Data

To test the relative importance of climate and land surface properties in
determining topographic morphology, we also include vegetation and geologic data
in the analysis. The chosen vegetation dataset was developed by Lawrence and
Chase [2007] from the Moderate Resolution Imaging Spectoradiometer (MODIS)
instrument on NASA’s Terra and Aqua satellites. In their derived dataset, vegetation
is classified into 17 Plant Functional Types (PFT’s) and each 0.05° grid cell is
described in terms of the % of each PFT in that grid cell (including bare ground). We
re-grid this dataset to the precipitation grid and re-classify the original PFTs to the
following simpler subsets: ‘not vegetated’, ‘shrubs’, ‘grass’, and ‘trees’. This grouping
simplifies the analysis yet maintains distinctions between major vegetation types. In
the analysis, we present the total percent vegetation cover (Fig 4.4C) and the modal
vegetation type in each grid cell (Fig. 4.4D). If total vegetation cover is greater than
40%, the grid cell is classified as the most abundant vegetation type (excluding ‘not-
vegetated’). For grid cells that are <40% vegetated, ‘not vegetated’ is also included
as an option for the most abundant vegetation type. This approach was taken
because simply identifying the most abundant vegetation type, with ‘not vegetated’
as an equally weighted option, results in grid cells with >70% vegetation being
classified as ‘not vegetated’

Total vegetation cover increases strongly from the west to east (Fig. 4.4C)
and also displays a weaker south to north gradient on the western flanks. The most
densely vegetated regions (>90%) are dominated by trees (Figs. 4.4C and 4.4D).
Grasses dominate the landscape south of 18°S, and at higher (>~2 km) elevations
with 60-80% vegetation cover. The desert regions are bordered with shrubs, which
also cover a large area of the northern Altiplano and high elevations on the eastern
flanks between 17 and 22°S. Vegetation patterns strongly reflect the regional
climate, with MAP corresponding to higher percent vegetation cover. A transition

from not vegetated, through shrubs, to grass, and then trees, accompanies the
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increase in percent vegetation cover (Fig. 4.5). These spatial patterns are revisited
in more detail in the correlation and regression analyses presented later (section 4).

Lithological data from the USGS [Schenk et al., 1999] is also re-classified and
re-gridded (Fig. 4.4E). Lithology is divided into dominant rock types that are
expected to have different strengths. First they are divided by general rock type
(sedimentary, volcanic, intrusive, and metamorphic) and second by age
(Quaternary, Cenozoic, and Mesozoic). We recognize that these divisions do not
account for all lithological variations, for example differences between shales and
sandstones, or for potentially important variations in the extent of rock fractures
[Duhnforth et al, 2010; Larsen et al, 2010]. However, at the resolution of the
precipitation data these categories serve as a useful starting point for differentiating
between different rock strengths. The eastern flanks are dominantly underlain by
Paleozoic to Mesozoic sediments, with the youngest sediments currently being
uplifted at the eastern margin of the fold-and-thrust belt. Cenozoic volcanic deposits
of the western Cordillera dominate the higher elevations in the western flanks.
Large Quaternary sedimentary basins include the Altiplano and Atacama. Additional
Quaternary sediments are found in fault-bounded basins on the eastern flanks
(south of ~22°S). The ‘Quaternary’ group also encompasses Quaternary volcanoes
and volcanic deposits, most of which are not large enough to dominate a grid cell.
Minor intrusive and older volcanic rocks can be found on the Pacific Coast and
scattered elsewhere.

Before statistical analyses are performed, some grid points are removed from
the dataset to account for regions that have been affected by recent glaciations or
have not experienced recent tectonic activity. Regions that were primarily shaped
by glacial processes are removed from the analysis by removing grid cells in which
>60% of the area was covered by glaciers at the Last Glacial Maximum [] Ehlers et
al, 2011]. Grid points with a mean elevation less than 600 m are removed to restrict
the analysis to the active mountain belt. After removal of low elevation and

previously glaciated grid points, 1739 grid points remain.
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Figure 4.5 Vegetation type

The type of vegetation varies with increasing vegetation cover. Shrubs are the dominant
vegetation type where total vegetation is less than ~80%, with some grass mixed in. The
fraction of grass cover increases with increasing vegetation and is most abundant between
~80-95% vegetation cover. Finally, trees dominate only in the most densely vegetated
regions.

4.3.4 Data Set Analysis Methods

The strength of correlations between all topography, vegetation, and climate
variables is explored quantitatively using Pearson’s correlation coefficient and a
series of scatter plots. Correlation coefficients are used to identify the strongest
linear correlations and compare the strengths of relationships between different
variable pairs and subsets. Unless otherwise stated, all correlation coefficients
reported are statistically significant at a p<0.01 level according to a two-tailed test.
Scatter plots are generated for all parameter pairs, but only those selected to

illustrate key findings are presented. Correlation coefficients alone are only able to
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identify linear relationships, but the scatter plots enable the identification of non-
linear trends and outliers. The analysis is presented in the following order: (1)
direct correlation between hillslope gradients and precipitation metrics; (2) direct
correlation between hillslope gradients and surface properties (vegetation and
lithology); and (3) interdependent controls of climate and vegetation on hillslope

gradients are explored with data subsets and multiple linear regression models.
4.4 RESULTS

4.4.1 Correlations between precipitation metrics and hillslope gradients

Of the precipitation metrics explored, mean hillslope gradients in the central
Andes are most strongly correlated with mean event duration (r = 0.52, Table 1) and
to a lesser degree with mean annual precipitation (r = 0.49). Correlations between
mean hillslope gradient and mean event intensity and mean interval duration are
lower (r = 0.26 and r = -0.32 respectively). However, it is evident from scatter plots
of mean hillslope gradient against precipitation (Fig. 4.6) that relationships between
mean hillslope gradient and precipitation are not linear. We begin a more rigorous
interrogation of the dataset by sub-setting the observations according to geographic
regions (western and eastern flanks, and the Altiplano; Section 3.2 and Fig. 4.4A)
that are characterized by different climate regimes and dominant bedrock lithology.

Mean hillslope gradient generally increases with mean annual precipitation
(Fig. 4.6A). As MAP increases, the maximum observed hillslope gradient increases
from <20° at <0.1 m yr'' MAP, to ~32° at 2 m yr'! MAP. Over the same range in MAP,
there is little change in the minimum observed hillslope gradient. However, where
MAP exceeds 2 m yr-1, mean hillslope gradients are greater than ~10°. High (>25°)
hillslope gradients are found on both flanks (Fig. 4.6), but hillslopes on the Altiplano
are low (<13°). This likely reflects the difference between erosional processes
occurring on the flanks and predominantly depositional processes on the Altiplano.
Correlation coefficients between hillslope gradient and MAP are stronger on the
individual flanks (r > 0.44, Fig. 4.6A and Table 1) than on the Altiplano (r = 0.12).

The best-fit linear relationship between mean hillslope gradient and MAP is steeper

125



Table 4.1 Correlation coefficients between mean hillslope gradient and precipitation
metrics.

Pearson’s correlation coefficients are given for all data and data separated according to
percent vegetation, modal vegetation type and modal lithology. All correlations are
statistically significant at the p<0.01 level; according to a two-tailed test, unless otherwise
indicated. For correlations coefficients that are not significant at the p<0.05 level, no values
are reported.

Pearson’s Correlation

Coefficient Numfber
e . o
Classification mean mean event mean mean percent data
annual intensity event interval vegetation points
precipitation duration duration cover
m yr! mm day-! hr days %
All data 0.49 0.26 0.52 -0.32 0.56 1739
WF and EF 0.52 0.22 0.49 -0.44 0.58 1465
Region
Eastern Flank 0.48 - 0.45 -0.59 0.50 934
Altiplano - -0.14¢ 0.44 -0.37 0.23 269
Western 0.45 0.34 0.28 -0.35 0.60 531
Flank
Percent vegetation (WF and EF only)
0-95% 0.60 0.31 0.55 -0.42 0.69 1116
95-100% 0.34 -0.56 0.32 -0.69 -0.31 349
Modal vegetation type (WF and EF only)
not vegetated 0.19 - 0.16 -0.24 0.38 692
shrubs 0.32 - 0.25 -0.36 0.42 287
grass 0.46 -0.49 - -0.67 - 204
trees 0.16 -0.54 - -0.55 0.36 269
crops - -0.82 -0.88 - -a 13
Lithology (WF and EF only)
b
Quaternary 0.35 - 0.23 -0.23 0.47 183
Cenozoic Sed. 0.26¢ -0.24¢ - -0.46 - 93
Older Sed. 0.45 0.10 0.44 -0.40 0.51 738
Cenozoic Volc. 0.34 0.13 0.29 -0.29 0.57 372
Mesozoic Volc. - 0.48 - - 0.72 39
Intrusive 0.59 0.37¢ 0.51 -0.54 0.52 40

a. Cropland expected to change natural percent vegetation cover.

b. Abbreviations for lithologies are as follows: Sed. - Sedimentary rocks; Volc. - Volcanic Rocks;
‘Older’ - older than Cenozoic.

c. Correlation is significant at the p<0.05 level according to a two-tailed test, but not at p<0.01.
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Figure 4.6 Mean hillslope dependence on precipitation metrics

Scatter plots of mean hillslope (Fig. 4.4B) against TRMM derived precipitation metrics. A)
Mean annual precipitation (m yr-1), B) mean precipitation intensity (mm day-1), C) mean
event duration (hours), and D) mean interval duration (days). Observations are subdivided
according to geographic region (Fig. 4.4A); western flank (red), eastern flank (green), and
Altiplano (blue). Correlation coefficient (r) between mean hillslope and precipitation metric
is given for each region, and best-fit lines shown for subsets in which r exceeds 0.25.

on the western flank than the eastern flank (r?west = 0.2 and r?e.st = 0.23,
respectively).

Precipitation intensity (P) and mean hillslope gradient do not correlate
strongly, either when the complete dataset is considered (r = 0.26, Table 1) or in the
separate geographic regions (r < 0.35, Fig. 4.6B). Although there is a high degree of
scatter in the plot of mean hillslope gradient against P, figure 4.6B suggests a non-

linear relationship between the two variables: mean hillslope gradient increases
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with precipitation intensity when P<~20 mm day!), and decreases when P exceeds
20-25 mm dayl. Mean hillslope is most strongly correlated with mean event
duration (r = 0.52, for all data), and mean hillslope gradients tend to increase with
increasing event duration (Fig. 4.6B). Correlation coefficients are lower for
individual geographic regions than for the whole dataset, but the best-fit linear
relationship has a similar slope (4.7 °/hour) for all three regions (Fig. 4.6C). Finally,
mean hillslope gradients generally decrease with increasing mean event interval (I,
Fig. 4.3D). Mean interval (I) is not strongly correlated with hillslope gradients for
the complete dataset (r = -0.32), or on the Altiplano or Western Flank (r =-0.37 and
r = -0.35 respectively, Fig. 4.6D). However, the correlation coefficient between I and
hillslope gradients on the Eastern Flank is -0.59, the highest correlation found in the
regional breakdown analysis.

No single precipitation metric can explain the spatial variation in mean
hillslope gradient for the entire dataset. In general, mean hillslope gradients
increase with increasing MAP and event duration, and decrease with mean interval.
Some precipitation metrics have a stronger correlation with hillslope gradient when
individual regions are considered, e.g. mean interval on the eastern flanks. These
initial findings appear to contradict modeling and observational studies that
precipitation intensity is a strong control on erosion processes and landscape
morphology. However, topography is also known to depend on surface properties
such as vegetation and lithology. In the next section we explore the direct
relationships between hillslope gradients and surface properties, before exploring
how precipitation and surface properties act in combination to shape the landscape.
Because hillslope gradients on the Altiplano are low, and because depositional
processes are more important than uplift and erosion in this region, we focus on the

western and eastern flanks for the remainder of the study.

4.4.2 Hillslope dependence on vegetation and bedrock lithology
Mean hillslope gradients are more strongly correlated with percent
vegetation cover than any of the precipitation metrics (r = 0.56, Table 1 and Fig

4.7A). The range of mean hillslope gradients increases with increasing vegetation
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Figure 4.7 Mean hillslope gradient dependence on surface properties.

A) Mean hillslope gradient (degrees) against percent vegetation cover (Fig. 4.4D) color-
coded according to modal vegetation type. Best-fit linear, square and cubic lines are shown
to indicate that the relationship is non-linear at high vegetation cover. B) Boxplots of mean
slope, subdivided by modal vegetation type (Fig. 4.4E). Number of data points in each group
is indicated at the base. C) Boxplots of mean slope, subdivided by modal bedrock lithology
(Fig. 4.4C). Number of data points in each group is indicated at the base.

cover from 0-20° at no vegetation cover, to 0-32° at 100% vegetation cover. The
relationship between hillslope gradient and percent vegetation cover is non-linear;
mean hillslope gradients increase with increasing vegetation cover up to ~80%
vegetation, but as vegetation cover increases further, the range of hillslope gradients
widens and lower hillslopes (<10°) are again found. As vegetation cover increases,
the modal vegetation type transitions from not vegetated, to shrubs, then grass and
finally trees at >~95% vegetation cover (Fig. 4.7A). Below ~80% vegetation cover,
an increase in vegetation cover is primarily an increase in shrubs, with some
increase in grass cover (Fig. 4.5). The abundance of shrubs decreases steeply to <5%
between 80 and 100% total vegetation cover. Trees are almost absent where total
vegetation cover is less than 80% but tree cover increases rapidly above 80% to
become the dominant functional type at 100% vegetation. However, classifying
vegetation cover by plant functional type does not directly help to predict mean
hillslope gradient (Fig. 4.7B). Where surface cover is classified as not vegetated,
mean hillslope gradients are low (mean of ~13°), but the distribution of mean
hillslope gradient is similar for shrubs, grass and trees (Fig. 4.7B). The lower
hillslope gradients associated with agricultural land (‘crops’, Fig. 4.7B), are
interpreted as a cause, not a consequence of the land cover type. Although different
vegetation types are expected to affect the landscape via different mechanisms,
there is not a clear relationship between dominant vegetation type and mean
hillslope gradient in the central Andes.

In contrast, mean hillslope gradients show a strong association with the
dominant bedrock lithology (Fig, 4.7C). Mean hillslope gradients are highest when

underlain by intrusive rocks or ‘older’ (Mesozoic and Paleozoic) sedimentary rocks.
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Lower hillslope gradients are generally found on younger sedimentary rocks and
Quaternary sediments. Low hillslopes gradients in Quaternary sediments are likely
due to the depositional nature of the systems. The opposite is true for volcanic rocks
in that higher hillslope gradients are found in regions underlain by the younger
(Cenozoic) rocks, although there is significant overlap in the range of hillslope
gradients found in these two broad age categories. Higher hillslope gradients are
generally found on harder, less easily eroded substrates. Percent vegetation cover
and lithology exert the strongest influence on mean hillslope gradient in the central
Andes. However, there remains a high degree of scatter in the data that cannot be
explained by these two factors alone and we have not yet considered the interaction
of different climate and vegetation properties. We address these details by

considering smaller subsets of the data.

Table 4.2 Correlation coefficients between percent vegetation cover and
precipitation metrics.

Pearson’s correlation coefficients are given for all data and data separated according to
percent vegetation and modal vegetation type. All correlations are statistically significant at
the p<0.01 level; according to a two-tailed test, unless otherwise indicated. For correlations
coefficients that are not significant at the p<0.05 level, no values are reported.

Pearson’s Correlation

Coefficient
- - Number of
Classification mean annual mean eventintensity = mean mean data points
precipitation event interval
duration duration
m yrl mm day! hr days
All data 0.77 0.74 0.81 -0.43 1739
EF and WF 0.77 0.75 0.82 -0.47 1465
Percent vegetation (WF and EF only)
0-95% 0.79 0.56 0.75 -0.48 1116
95-100% 0.114 0.39 0.27 - 349
Modal vegetation type
not vegetated 0.59 0.45 0.27 -0.33 692
shrubs 0.48 0.36 0.59 -0.18 287
grass 0.28 0.60 0.63 - 204
trees - 0.35 0.29 0.154 269

a. Correlation coefficient is significant at the p<0.05 level according to a two-tailed test, but not at
p<0.01.
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4.4.3 Inter-dependent controls on mean hillslope gradients

4.4.3.1 Vegetation categories

Although vegetation shows the strongest correlation with mean hillslope
gradient, vegetation itself is also dependent on the climate (Table 4.2). The high
correlation between mean annual precipitation and percent vegetation cover (r =
0.77, Table 4.2) is consistent with moisture availability being the limiting factor on
net primary productivity in the Central Andes [Churkina and Running, 1998].
Factors that can explain the remaining spatial variability in vegetation cover include
surface temperature, nutrient availability and solar radiation. Maximum correlation
coefficients between vegetation and climate variables, and hillslope gradients are
found when the observations are split into two groups with vegetation cover above
and below 95-98%. Where vegetation cover is less than 95%, MAP has a high
correlation with mean hillslope gradient (r = 0.60, Table 4.1 and Fig 4.8), but mean
hillslope correlates more strongly with percent vegetation cover (r = 0.69, Table
4.1). For this same data subset, vegetation and MAP are also strongly correlated (r =
0.79, Table 4.2). The correlation coefficients suggest that, for this subset of the data,
the influence of precipitation and vegetation on hillslopes is strongly coupled.

In contrast, both MAP and percent vegetation are poorly correlated with
mean hillslope gradients in densely vegetated regions (rmapr = 0.34 and rveg = -0.31).
Where vegetation cover is less than 95%, mean hillslope gradients generally
increase with increasing vegetation cover. This trend breaks down at >95%
vegetation cover where a wide range of hillslope gradients (2-32°) is found (Figs.
4.7A and 4.8), suggesting that other factors play a role in determining hillslope
gradients in these regions. Correlation analyses show that mean hillslope gradient
correlates most strongly with mean precipitation intensity (P) and interval duration
(I) under dense vegetation cover (rp = -0.56 and r; = -0.69, Fig. 4.8B, Table 4.1).
Where vegetation density can no longer increase, the effects of changing
precipitation may be more direct. In the following sections we explore the physical
mechanisms underlying the relationships between vegetation, climate and hillslope

gradients in these two vegetation categories.
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Figure 4.8 Combined vegetation and climate controls on mean hillslope

Scatter plots of hillslopes vs. precipitation metrics (first shown in figure 4) color coded
according to amount of vegetation cover. A) Mean annual precipitation correlates more
strongly with hillslope where vegetation cover is less than 95% (orange). B) Conversely,
mean precipitation intensity correlates more strongly with hillslopes where vegetation
cover exceeds 95 % (dark green). Observations in these plots are from the western and

eastern flanks only.
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4.4.3.2 Multiple linear regression

It is evident from the above correlation analyses that the explored variables
are both interdependent, and have the potential to modify hillslopes in different
ways. Stepwise multiple linear regression analyses were performed to determine
whether a combination of variables could explain more of the variability in observed
hillslope gradients than any one factor. Models were evaluated based on r? and F-
statistic values, and acceptable models all have individual variable coefficients that
are both significant at the 1% level and are reasonable with respect to the original
correlation analyses. More complex models that fit these criteria are not presented
because they did not explain more of the variability in the observations.

In the <95% vegetation category, the best-fit regression model incorporates
percent vegetation cover and precipitation intensity, and has an r? of 0.49 (Fig.
4.9A);

Hillslope Gradient qsy, = 7.96 — 0.12* P + 0.15 = % vegetation (4.2)

This model is only a marginal improvement on a regression with percent vegetation
cover alone (r? = 0.48). It is useful to note that the precipitation intensity coefficient
is negative, indicating that although vegetation cover effects dominate, hillslope
gradients also decrease with increasing precipitation intensity in this category.
Variability in bedrock lithology explains some of the additional variability in mean
hillslope gradient. Hillslope gradients that are over-estimated by the regression
model are more commonly on Quaternary or Cenozoic sediments, which are likely
to be weaker and more easily eroded (Fig. 4.9A). In the >95% vegetation category,
the best fit model includes mean precipitation intensity and mean interval and has
an r? of 0.55 (Fig. 4.9B);
Hillslope Gradientsqsy, = 29.8 — 028« P — 2.89[  (4.3)

As in the sparse vegetation category, hillslope gradients are overestimated on

Quaternary and Cenozoic sediments.
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Figure 4.9 Multiple linear regression models

Comparison of observed and predicted hillslope gradients for the best multiple linear
regression models found for A) <95% vegetation category, and B) >95% vegetation
category. A 1:1 ratio (black line) is shown to aid comparison. Each data point is color coded
according to bedrock lithology at that point.

135



4.5 DISCUSSION

In the central Andes, mean hillslope gradients correlate more strongly with
vegetation cover (r = 0.56, Table 4.1) than any individual precipitation metric.
However, vegetation cover also correlates strongly with precipitation (Table 4.2),
highlighting the inter-dependence of these two controls on mean hillslope gradients.
The strongest patterns emerge when the dataset is subset into two categories,
vegetation cover greater than and less than 95% (Fig. 4.8). Within these categories,
some additional variation in mean hillslope gradient can be explained by the
underlying bedrock lithology (Fig. 4.7B). In the following sections we explore (1)
possible physical mechanisms underlying the observations, (2) additional factors
that affect hillslope gradients to explain scatter in the observed relationships, and

(3) how these observations can inform future research avenues.

4.5.1 Erosional efficiency, erosion resistance, rock uplift, and equilibrium

landscapes

In an equilibrium landscape, mean hillslope gradients adjust such that
catchment wide erosion rates balance rock uplift. To understand how vegetation
and climate controls influence mean hillslope gradient we discuss the effects of each
factor on the erosional efficiency of the climate and the erosional resistance of the
landscape. Any decrease in erosional efficiency, or increase in erosional resistance,
is expected to require higher hillslope gradients to attain the same catchment scale
erosion rates. High hillslope gradients can therefore be indicative of a low erosional
efficiency or high erosional resistance, and vice versa, assuming uniform erosion
rates. Two additional factors may confound this assumption. First, spatial variations
in rock uplift may exert a stronger control than spatial variations in erosional
efficiency. Initially we assume that uplift rates are uniform and then explore the
implications of such an assumption and identify reasons to suggest that this factor is
important. Second, modern topography is unlikely to have attained full equilibrium
with the tectonic and climatic factors affecting it [Whipple, 2001]. Although, LEM’s
are commonly analyzed at equilibrium [e.g. Collins and Bras, 2010; Tucker, 2004],

comparisons with observations are still useful as a means of testing the model
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results in a real system. Collins and Bras [2010] argue that the natural landscape is
likely to at least partly reflect an equilibrium landscape, because equilibrium states
are often approached asymptotically. The ability of their model to explain much of
the data presented in this study (Section 4.5.2, below) supports their conjecture

regarding equilibrium landscapes.

4.5.2 Physical mechanisms of climate and vegetation control on mean

hillslope gradients

In the two vegetation categories, different factors determine the balance
between erosional efficiency, erosional resistance and uplift. Where vegetation is
less than 95%, an increase in MAP is accompanied by an increase in vegetation
cover (r = 0.79, Table 4.2). Increasing MAP has three competing effects. First,
increasing MAP will increase moisture available for surface runoff. Second, an
increase in vegetation will reduce surface runoff by increasing infiltration rates and
by intercepting rainfall before it hits the ground. Third, roots can increase cohesion
of the subsurface and increases surface roughness, thereby increasing erosional
resistance. Only considering the first effect, increasing MAP would be expected to
increase erosional efficiency and would result in lower hillslope gradients in an
equilibrium landscape. However, in the second and third effects, vegetation
decreases erosional efficiency requiring higher hillslope gradients in an equilibrium
landscape. Our observations indicate that mean hillslope gradients generally
increase with an increase in MAP that is accompanied by increasing vegetation
cover. This suggests that the effects of vegetation cover outweigh those of increasing
MAP, and that in the <95% vegetation category, the primary control of climate on
erosion is through changing vegetation cover. Orogen scale observations in the
central Andes are therefore consistent with catchment scale modeling studies in
that hillslope gradient responses to climate are moderated by vegetation [Collins
and Bras, 2010].

In the second category (vegetation >95%), an increase in MAP does not cause
a significant increase in vegetation cover. Under dense vegetation cover, mean

hillslope gradients decrease from ~25° at P = 10 mm day! to ~10° at P = 40 mm
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day! with a correlation coefficient of r = -0.56 (Fig. 4.8B). As P increases, surface
runoff and erosional efficiency increase, resulting in lower hillslope gradients. As
vegetation cover is at a maximum, there is no additional indirect loss of moisture to
infiltration or canopy interception, or increase in erosion resistance. The modal
vegetation type can explain some additional variability in the relationship between
P and mean hillslope gradient (Fig. 4.10A); trees are associated with slightly higher
(4-5°) hillslope gradients than grass. A possible reason for this is that grass modifies
the geomorphic effectiveness of precipitation primarily at the ground surface,
whereas trees reduce the amount of precipitation reaching the ground surface by
canopy interception. If MAP were solely dependent on P, then increasing MAP
would be expected to cause a decrease in hillslope gradient. However, our
observations indicate that MAP is weakly positively correlated with mean hillslope
gradient in this category. In the central Andes, spatial variability in MAP is strongly
controlled by D and /, in addition to P (Fig. 4.2). As a result, spatial variations in
topography correlate more strongly with P than MAP on the heavily vegetated
eastern flanks.

In the dense vegetation category, mean hillslope gradient also correlates with
mean interval duration (r = -0.69). The negative correlation between mean hillslope
gradient and I under dense vegetation is counter-intuitive; an increase in the
frequency of events would be expected to increase the erosional efficiency, lower
hillslope gradients and therefore produce a positive correlation with I. Further
insight may be gained by separating the data into regions north and south of 17.5°S
(Fig. 4.10B). North of 17.5°S, the mean interval is less than 2 days, and hillslopes
correlate poorly with I (r = -0.23) with a range in hillslope gradients of 8-32°. South
of 17.5°S, hillslopes decrease from 15-25° at I = 2 days to 0-10° at ] = 4.5 days (r = -
0.62). One possible explanation is that mean hillslope gradient does not depend on
mean interval, and that the observed relationship between mean interval and
hillslope gradients is just an artifact of the relatively strong correlation between

P and I south of 17.5°S (r = 0.49). A second possible explanation of the correlation
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Figure 4.10 Precipitation controls on hillslope gradients in densely vegetated terrain

Scatter plots of hillslope gradients vs. precipitation metrics in densely vegetated (>95%)
regions color-coded according to most abundant vegetation type: trees (dark green) and
grass (light green). A) Mean hillslope gradient decreases with increasing precipitation
intensity. B) Mean hillslope gradient generally decreases with mean interval, but hillslope
gradeints spans a broad range (8-32°) where precipitation events occur almost daily (north

of 17.5 °§, filled squares).
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between hillslope gradient and [ is that temporal clustering of precipitation events
plays a role in determining erosional efficiency. The occurrence of landslides in
particular is dependent on antecedent conditions, in addition to individual
precipitation events [Crozier, 1999; Gabet et al., 2004]. The data presented here are
consistent with a fluctuation between dry and wet conditions being more erosive
than a continuously wet environment.

As noted previously, precipitation intensity on the eastern flanks does not
vary from north to south in the same manner as the other precipitation metrics.
Consequently, the mean hillslope gradient against P plot is not separated into
distinct groups when data points are classified by latitude (Fig. 4.10A). However,
data points that do not fit the overall trend well (hillslopes >15° at precipitation
intensity >~40 mm day-!) are all situated north of 17.5°S. In these locations, high
precipitation intensity does not drive sufficient erosional efficiency to maintain low
hillslope gradients. There are two possible reasons for these high hillslope
gradients: (1) locally high uplift rates may require steep hillslopes for erosion rates
to keep pace with rock uplift, even under high erosional efficiency, or (2) the
landscape may not be in equilibrium with the local climate and vegetation
properties. Two lines of evidence support the former hypothesis. First, long term
exhumation rates are higher north of 17.5°S [Horton, 1999; Masek et al, 1994;
McQuarrie et al.,, 2008b] and may correspond to higher modern uplift rates [Barnes
and Pelletier, 2006]. Second, the outlying data points are located at the eastern edge
of the fold-and-thrust belt, which is the modern tectonically active region [Barnes et
al, 2008]. The complete dataset suggests that where erosional efficiency is low,
steep hillslopes will develop regardless of the uplift rate. Spatial variability in uplift
rates is hidden because maximum hillslope gradients are limited by the strength of
the underlying material, rather than the erosional efficiency or uplift rate [Larsen
and Montgomery, 2012; Schmidt and Montgomery, 1995]. As precipitation intensity
increases, lower hillslope gradients only develop where uplift rates are sufficiently
low that the increase in erosional efficiency is capable of balancing the mass flux

from rock uplift without the need for steep hillslopes.
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4.5.3 Comparison of results to simpler mean annual precipitation analyses
The observations presented in this study provide an extensive dataset that
helps to elucidate the dominant controls on topography at the scale of a mountain
belt. Observations from the Central Andes are consistent with the results of LEM
studies in showing that (1) the amount and type of vegetation cover can play an
important role in controlling mean hillslope gradients [Collins et al, 2004;
Istanbulluoglu and Bras, 2005], and (2) precipitation intensity can be strong control
on erosional efficiency [Tucker, 2004; Tucker and Bras, 2000]. Observations from
the central Andes also help to identify the dominant processes and forcing factors
under different climate conditions, and provide quantitative constraints on the
transitions between these domains. In the Andes, the transition from vegetation to
precipitation intensity controlled hillslope gradients occurs over a broad range
between 1 and 2 m yr'! MAP (Fig. 4.8A). Maximum hillslopes, and inferred minimum
erosional efficiency, occur at ~2 m yr'! MAP. The role of vegetation amount in
controlling the spatial variability of geomorphic processes is therefore not restricted
to arid, or even sub-humid, conditions but is dictated by the amount of vegetation,
which also depends on surface temperature, nutrients, and solar radiation.
Montgomery et al. [2001] demonstrated that hemisphere scale climate
gradients exert a first order control on Andean topography. In their study, erosion
potential was evaluated using an erosion intensity parametric based on the product
of the local slope and the cumulative upslope discharge. At the scale of the Andes,
this parametric is useful in explaining cross-range asymmetry and large-scale
morphology. However, we have shown that hillslope gradients and precipitation
rates are inter-dependent, through the effects of vegetation cover on the erosional
efficiency of the climate. High hillslopes may indicate low erosion potential, but may
also indicate high erosion thresholds set by the vegetation cover or bedrock
lithology. If changes in precipitation act directly on hillslopes, then the product of
precipitation and slope is a good indicator of erosion potential. However, because
vegetation can also control hillslope gradients, care must be taken when defining an

erosion potential parametric such as that used by Montgomery et al. [2001]. In
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densely vegetated regions, high mean hillslopes associated with high precipitation
intensities are a more robust indicator of high erosion potential (Fig. 4.10A).

Satellite-based observations such as TRMM datasets now enable the analysis
performed in this study to be repeated in other active mountain belts. The quality of
TRMM data is best at latitudes less than ~35°, but precipitation intensity is most
important in humid, densely vegetated conditions, which are more commonly found
in the low latitudes and encompasses mountain ranges in Taiwan, Papua New
Guinea, northern South America, and parts of the Himalaya.

Finally, we consider the temporal implications of the observed spatial
relationships. Because topography depends on vegetation cover and precipitation
intensity, studies of climatic controls on temporal variation in erosion rates should
consider these factors in addition to changes in mean annual precipitation alone.
Perhaps most important is the consideration of how vegetation responds to climate
change, because the amount and type of vegetation cover will respond to
temperature changes, in addition to precipitation. Constraining past changes in
vegetation, temperature and mean annual precipitation is possible through several
proxies, including geologic records of pollen, oxygen isotope, and sedimentation
rates and styles. Constraining precipitation intensity for past climates is more
challenging. One possible approach is to use paleoclimate simulations, and we

intend that the dataset presented here be a useful tool for model calibration.

4.5.4 Evaluation of precipitation and lithology datasets

The precipitation event metrics derived from TRMM 3B42v7 for this study
show a spatial pattern that is consistent with modern understanding of central
Andean climate. However, there are some limitations to the data. Precipitation rates
in the TRMM 3B42v7 dataset are instantaneous measurements presented as a
discrete 3-hourly timeseries. Peak precipitation intensities are therefore likely to be
underestimated for each event, and therefore over all events. Additionally, all
individual events therefore have a duration that is a multiple of 3 hours. Some
events may be much shorter than 3 hours and the actual values of mean event

duration derived by this method are therefore less meaningful than the spatial
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distribution of event duration variability. Finally, we assume that precipitation
events have a Poisson distribution that can be described entirely by the mean over
all events [Eagleson, 1978; Tucker and Bras, 2000] and do not include a metric for
seasonality or temporal clustering of events.

Due to the spatial resolution of the precipitation dataset, all of the variables
were averaged over a 0.25° grid. Spatial averaging enables a statistical comparison
between all variables, but properties such as vegetation are heterogeneous within a
grid cell of this size. Relationships between topography, vegetation and climate that
occur at smaller scale than the precipitation dataset, such as variation of vegetation
cover with slope aspect [Yetemen et al., 2010] and valley scale micro-climates, are
therefore not accounted for in the analysis. The highest resolution dataset used in
this analysis is the topography. Each 0.25° precipitation grid cell includes ~90,000
DEM grid cells and therefore also include multiple catchments with ridges, river
valleys, trunk streams and hillslopes. Because hillslopes are spatially dominant in
the landscape, compared to river beds for example, we assume that the mean
hillslope gradient in a 0.25° grid cell is representative of the hillslope gradient in
that region. Distributions of hillslope gradients from a few sample locations follow a
normal distribution (not shown). Maximum hillslope gradients are a potentially
useful metric because they may more closely represent the local threshold gradient,
however the maximum hillslope over such a wide region would be more sensitive to
outliers than the mean.

By necessity, the bedrock lithology was classified in fairly broad categories. A
higher resolution, more detailed geological dataset may reveal further lithologic
controls on mean hillslope gradients. Such an analysis would be particularly
interesting on the eastern flanks where the bedrock is almost uniformly ‘older
sediments’ and there is high variability in mean hillslope gradient. Other studies
have shown that threshold hillslope gradients [Larsen et al, 2010] and glacial
erosion rates [Duhnforth et al, 2010] depend on spatial variations in rock fracture
density. Our observations suggest that, in the Andes, maximum hillslope gradients

are also limited by the amount of vegetation cover (Fig. 4.6).
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In addition to bedrock lithology, soil type can also be an important factor in
hillslope processes and therefore may also affect hillslope gradients. For example,
the cohesiveness of a soil affects how easily soil particles are moved by surface
runoff and raindrop impact, and the porosity of surface layers determines the
susceptibility of a hillslope to landslide failure, particularly during rain events.
Distinguishing the effects of soil type on landscape morphology is challenging
because soil type depends on many factors that can also directly affect surface
processes, including bedrock lithology (parent material), climate, and vegetation.
However, exploration of the variation in hillslope gradient with soil properties such
as sand, silt and clay fractions may help to explain some of the scatter in the

relationships presented above.

4.6 CONCLUSIONS

We present a new analysis of TRMM precipitation data that quantifies the
variability in precipitation event intensity, duration and frequency. Topographic
characteristics of the Central Andes correlate with these precipitation
characteristics when considered in combination with vegetation. Where vegetation
cover is less than 95%, both MAP and vegetation correlate strongly with mean
hillslope gradients (rmap = 0.6 and ro veg = 0.69). However, the response of hillslope
gradients to vegetation and MAP changes is more consistent with vegetation being
the mechanism controlling hillslope gradients. As vegetation cover increases,
resistance to erosion increases (Fig 4.2A) and hillslope gradients increase. However,
in the central Andes MAP can be considered as the underlying driving factor because
vegetation is strongly dependent on MAP. In contrast, where vegetation cover is
dense (>95%), precipitation intensity is a stronger predictor of mean hillslope
gradient than MAP. An increase in mean precipitation intensity increases erosional
efficiency, resulting in a return to lower mean hillslope gradients in the wettest
regions with high intensity precipitation events (hillslope gradients decrease by
~0.5° / mm day-1). Bedrock lithology and spatial variation in rock uplift rates also

play a significant role in determining mean hillslope gradients.
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When assessing climate-topography interactions, the relevant precipitation
metric is therefore dependent on the vegetation cover. In the seasonal, wet climate
of the central Andes, the transition between the two regimes occurs between 1 and
2 m yr'! MAP, but may differ in other climates depending on the composition of the
local plant community. Mean annual precipitation may be a sufficient means of
characterizing climatic erosional efficiency, but only where it is the dominant

control on vegetation cover.
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CHAPTER 5

CONCLUSIONS

To conclude, the key findings of each research chapter are summarized and
implications for future research directions are considered. The two hypotheses that
were introduced in Chapter one are evaluated, these hypotheses are: (1) proxy
records that indicate a rapid surface uplift event in the late Miocene are compatible
with a steady surface uplift rate when climate change is accounted for, and (2)
precipitation intensity is a dominant control on landscape morphology and
erosional efficiency in the Central Andes. Finally, the key results of this thesis are
presented in a synthesis with other recent work that examines the topographic and
climatic development of the Andes and outstanding research questions are

identified.

5.1 SUMMARY OF RESULTS

5.1.1 Chapter 2

In this chapter, the relative importance of global and regional controls on
Cenozoic climate and precipitation 6180 in South America were explored using a
global climate model with modified boundary conditions. The key results of this
study are: (1) Precipitation rates in the Andes are sensitive to Andean surface
elevation, the seaway and, to a lesser extent, CO: levels. Increasing Andean
elevations and the presence of a seaway both cause large increases in precipitation,
but in different parts of the Andes. (2) The stable isotopic composition of

precipitation is sensitive to all of the parameters investigated. An increase in §180prec

151



of up to 8 %o is found in simulations with higher atmospheric CO2. In agreement
with previous studies, §180prec decreases with increasing Andean elevation by an
amount greater than that predicted by the modern adiabatic lapse rate.
Furthermore, the presence of an inland seaway causes a decrease in 6180prec of 1-8
%o in the northern and central Andes. Finally, we demonstrate that in addition to
Andean uplift and associated climate change, COz levels and an inland seaway are
likely to have influenced 680carb records from South America.

The results of this study both facilitate and motivate further research. First,
the conclusion that Andean topography is the strongest and longest lasting control
on precipitation rates in the Central Andes enables further research to focus on
surface uplift induced climate change as the primary control on central Andean
precipitation rates in the late Cenozoic [e.g. Barnes et al., 2012; Jeffery et al., in
press]. Second, Andean topography is also the strongest control on &180prec.
Together with other complimentary studies [Insel et al., 2010a; Insel et al., 2012;
Poulsen et al., 2010], we show that Andean stable isotope based paleoaltimetry
estimates are consistent with a steady uplift of the Altiplano, which supports
hypothesis 1 above. Third, the presence of an inland seaway is also capable of
causing a strong (1-8 %o) signal in South American 6'0prec proxy records. At
present, the nature, timing and isotopic composition of the seaway is not sufficiently
well constrained to confidently attribute 6180prec proxy signals to the seaway with
confidence. However, our study indicates the value of obtaining greater constraints
on seaway characteristics.

Climate model simulations in which CO: levels were modified are also
relevant to paleoaltimetry proxies from other mountain ranges, because the climate
response to changing COz levels is global in nature. Simulations presented in
Chapter 2 were therefore also used to examine the impact of CO2, and consequently
global temperatures, on 680prc in other orogens. Poulsen and Jeffery [2011]
showed that surface to troposphere gradients of both temperature and vapor 6180
are lower at higher COzlevels. In major orogens, downwards mixing of vapor 6180
decreases isotopic lapse rates further and so results in an amplified increase in

0180prec at high elevations in comparison to low elevations. This phenomenon
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further complicates the extraction of paleoelevations from 680pec proxy records,
but quantitative constraints from climate model simulations may help to distinguish
between paleoelevation and global paleoclimate signals. This concept is particularly
important for paleoaltimetry analysis in the early Cenozoic when CO;

concentrations were significantly higher [Pagani et al., 2005].

5.1.2 Chapter 3

The climate and erosional history of the South Peruvian Cotahuasi-Ocofa
River was explored using a numerical river profile evolution model. A Monte Carlo
approach is used to explore the range of surface uplift and paleoclimate histories
that are compatible with the modern river profile and geological constraints on the
incision timing and magnitude. Simulation results indicate that the evolution of the
Ocona River is consistent with local plateau elevations of 1-3 km at 16 Ma, and
either a steady or punctuated uplift of 1.5-3.5 km since then. The range of
acceptable uplift histories is sensitive to the magnitude and temporal evolution of
precipitation.

The results of this study have implications for both Andean paleoaltimetry
and, more generally, the role of coupled climate and tectonic development.
Geological constraints available for the Cotahuasi-Ocofia catchment are consistent
with a wide range of paleoelevation histories, including both end-member models of
surface uplift [Barnes and Ehlers, 2009]. The Cotahuasi-Ocofia catchment was
chosen as a case study because good constraints on the timing and magnitude of
incision are available. It would not have been possible to simulate river
development without good constraints on the timing and amount of incision from
local thermochronometry and sedimentology studies. In order to repeat this
approach elsewhere, a river with suitable constraints, or a companion field study
would be required. However, because estimates for late Miocene incision magnitude
are larger for the Cotahuasi-Ocofia catchment than elsewhere on the Andean plateau

margins, the same principle of climatic influence on the incision history is likely to
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apply to other river in the region, particularly on the eastern flanks where the
change in precipitation rates was greatest [Insel et al., 2010a].

More generally, we show that river incision rates responded to a change in
the distribution and magnitude of precipitation through time. The sensitivity of the
river profile to precipitation change depends on the parameterization of erosion
processes, and where these parameters are under-constrained a range of values
must be considered. The use of climate model output as input to the river incision
model is a continuation in a series of advances in simulating river incision under
more realistic climate and tectonic conditions [Roe et al., 2002; Whipple and Tucker,
1999; Wobus et al., 2010].

A limitation of the river incision study (Chapter 3) is that only changes in
mean annual precipitation rates are considered. As discussed in chapter 4, the
variability of precipitation intensity may be a stronger control on erosion rates than
mean annual precipitation. Modern observations suggest that vegetation and mean
annual precipitation are more important controls on erosional efficiency in arid
regions, such as the Ocofia catchment, which would support the approach used in
chapter 3. However, the impact of precipitation and vegetation on topography was
evaluated for hillslope gradients, and not channel gradients or channel incision
rates. Further analysis is therefore required before mean annual precipitation can
be considered the only relevant climate characteristic. The results of existing
paleoclimate model simulations are not ideal for exploring past precipitation
intensity characteristics because the resolution model resolution is coarse, and the
precipitation intensity output from the models has not yet been tested against
modern precipitation observations. Exploring and testing the possibilities for

simulating precipitation intensity in the past is a future research goal.

5.1.3 Chapter 4
Finally, the precipitation characteristics that determine modern erosional
efficiency in the Andes were evaluated using satellite-based precipitation

observations. Correlation and multiple linear regression analyses indicate that: (1)
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mean hillslope gradient correlates most strongly with percent vegetation cover (r =
0.56), (2) where vegetation cover is less than 95%, mean hillslope gradients
increase with mean annual precipitation and vegetation density, (3) where
vegetation cover is dense (>95%), mean hillslope gradients decrease with
increasing precipitation density by ~0.5° /mm day! (r = -0.56), and (4) bedrock
lithology and spatial variations in uplift rate also influence mean hillslope gradients.
We therefore show the importance of vegetation in mediating the influence of
climate on topography at the scale of an orogen.

An increase in vegetation cover both sets the critical erosion threshold and
reduces surface runoff and rain splash impacts. In the central Andes, vegetation
cover is primarily dependent on mean annual precipitation. Mean annual
precipitation therefore acts as an indirect control on mean hillslope gradients
through vegetation cover and may be the most important climatic variable in
dictating long term topographic development. However, precipitation intensity is
more important where vegetation cover is high. In the central Andes, the most
densely vegetated region is the eastern flanks, which is also the location where
climate-tectonic interactions are thought to be strongest [e.g Barnes et al., 2012;
Horton, 1999; Masek et al, 1994]. Precipitation intensity cannot, therefore, be
disregarded as an important variable in the long-term climate-tectonic development
of the Andes.

The methods and datasets developed in this study have multiple further
applications. First, the precipitation dataset spans 50°N to 50°S and encompasses
several large, active mountain ranges, including the Himalaya, the Rockies and New
Zealand. A similar analysis could therefore be repeated in other orogens, or at other
latitudes in the Andes, to test whether similar patterns are observed in different
climate and tectonic regimes. Second, the temporal variability of PDI characteristics
on glacial-interglacial timescales may dictate the extent to which topography is in
equilibrium with the modern day climate [Tucker and Slingerland, 1997]. If regional
climate models are able to faithfully represent modern spatial variability in
precipitation intensity, then a possible means of constraining temporal variability in

precipitation intensity would be to simulate paleoclimate with a regional climate
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model. Such constraints could be used in conjunction with erosion rates estimates
from cosmogenic radionuclides to evaluate the role of climate in determining
erosion rates and patterns on glacial-interglacial timescales. Based on the results
presented in chapter 4, such a study would also need to include a consideration of
changes in vegetation on the same timescales. Such a study would be particularly
interesting if the limiting factor on vegetation growth transitions between

precipitation and temperature on these timescales.

5.2 EVALUATION OF HYPOTHESES

Hypothesis 1 (proxy records that indicate a rapid surface uplift event in the
late Miocene are compatible with a steady surface uplift rate when climate change is
accounted for) is directly addressed in chapters 2 and 3. We show that qualitative
suggestions that climate change significantly influenced paleoaltimetry records
[Barnes and Ehlers, 2009; T A Ehlers and Poulsen, 2009] are also quantitatively
robust. The evidence presented in this chapter, along with complimentary studies
[Insel et al., 2012; Poulsen et al., 2010], shows that 6180y and fluvial incision based
paleoaltimetry proxies do not require a late Miocene rapid uplift event of ~2.5 km.
However, given the wide range in erosion parameters, including the influence of
climate change on the incision history of the Ocofia catchment does not preclude a
rapid surface uplift event.

The second hypothesis (precipitation intensity is a dominant control on
landscape morphology and erosional efficiency in the Central Andes) was tested by
the precipitation analysis performed and described in chapter 4. We find that
precipitation intensity does influence landscape morphology in the central Andes,
but that its influence is subsidiary to vegetation cover, which in turn depends on
mean annual precipitation. Further examination of the spatial variability in erosion
rates and an estimate of the state of precipitation variability for past climates are

useful avenues for further evaluation of this hypothesis.
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5.3 ANDEAN PALEOELEVATION

Paleoaltimetry is a major challenge in the study of orogenic development.
Stable isotope based paleoaltimetry is appealing because, in principle, it has the
capacity to provide quantitative estimates of past elevations at moderately high
temporal resolution. However, recent work has highlighted multiple uncertainties
associated with this approach, including: 1) constraining the temperature of
formation with A47 clumped isotope thermometry, 2) potential seasonal bias in the
formation of carbonates, 3) global controls on the isotopic composition of
precipitation, and 4) changes in isotopic lapse rates with increasing orogeny
elevation.

When this work began, the surface uplift history of the Andean Plateau was
starting to be questioned. A commonly accepted uplift scenario was that around half
of modern Andean elevation was attained during a late Miocene (10-6 Ma) rapid
uplift event. Geological evidence for a rapid uplift event included (1) large shifts in
the stable isotopic composition of carbonates from the plateau [Garzione et al,
2006; C N Garzione et al, 2008b; Ghosh et al, 2006], and (2) evidence of a
contemporaneous pulse of fluvial incision on the plateau margins [Hoke et al., 2007;
Kennan et al., 1997; Schildgen et al, 2007]. This evidence had been called into
question based on developments in the understanding of how rising topography
changed the regional climate [Barnes and Ehlers, 2009; T A Ehlers and Poulsen, 2009;
Insel et al., 2010a], and the consequent impacts on both the isotopic composition of
carbonates and the rate and nature of surface processes. At this stage, arguments
were primarily qualitative and therefore neither conclusive, nor able to better
constrain surface uplift histories. There are three broad approaches that are able to
advance the field of Andean paleoaltimetry: (1) quantification of climate change
during mountain belt growth and the impact on paleoelevation records, (2)
collection of additional field data, and (3) improved understanding of both soil
carbonate formation and controls on precipitation 6180. The work presented in this
thesis primarily uses the first of these approaches. Here I synthesize this work with

other recent complimentary studies.
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Multiple paleoclimate modeling studies have been performed to assess
different aspects of South American Cenozoic paleoclimate. Building on previous
work by Lenters and Cook [1995] and Campetella and Vera [2002], Poulsen et al.
[2010] focused on the impact of changing Andean topography on large scale climate
patterns at both a coarse (T63) and finer (~50 km) resolution. A highlight of this
work was the identification of threshold elevations (~70% modern elevation) above
which precipitation rates on the eastern flanks increased significantly. Sepulchre
[Sepulchre et al., 2009] explored the influence of Andean topography on ocean
circulation patterns in the eastern Pacific. Chapter 1 of this thesis [Jeffery et al,
2012] explored global controls on South American paleoclimate at a fairly coarse
resolution (T63). Finally, Insel et al. [2010a; 2012] explored the influence of Andean
topography (1) on atmospheric circulation, specifically the South American low-
level jet, and (2) the oxygen isotope composition of precipitation. Some of the key
findings of these modeling studies are that: (1) the isotopic lapse rate on the eastern
flanks increases with increasing Andean elevation, (2) precipitation 6180 is highly
variable both spatially and temporally (<10 years), (3) Andean elevation was the
strongest control on precipitation and precipitation 6180 in the central Andes during
the late Cenozoic (Miocene to Present), and (4) decreasing global temperatures are
accompanied by a decreased in precipitation 6180 that is comparable in magnitude
to changes caused by topography. In terms of paleoelevation, it is likely that initial
interpretations of paleoelevation from the isotopic compositions of carbonates were
under-estimations of the true elevations. Furthermore, dramatic shifts in oxygen
isotopes, such as that observed in late Miocene carbonates [Garzione et al., 2006;
Ghosh et al., 2006] are also consistent with changes in precipitation patterns when
threshold elevations are attained [Insel et al., 2012].

In order to provide good constraints on past surface elevations, an ideal
stable isotope based paleoaltimetry estimate would: (1) be based on multiple
locations across the plateau, and at both high and low modern elevations, (2)
incorporate records that are continuous over several million years at the same
location, (3) be interpreted in the context of paleoclimate model estimates of the co-

evolution of orogen elevation and isotopic lapse rates, and (4) be accompanied by
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sedimentary evidence of environmental conditions at the time of formation. These
ideals may never be attained, simply due to limits of the geological record, but they
do provide targets for future research. Furthermore, it is useful to know what is, and
what is not, well-constrained by existing records.

Paleoclimate model results can also be used to understand changes in surface
processes that accompany mountain belt growth (chapter 3 of this thesis), and to
reassess paleoaltimetry estimates derived from geological constraints on river
incision. By using paleoclimate model results and a Monte Carlo search of river
profile evolution, we showed that a range of uplift histories are consistent with
existing geological constraints and understanding of river incision processes. In
terms of modeling, some additional advances may be possible by considering
changes in the distribution of precipitation events through time, rather than mean
annual precipitation alone. However, in terms of constraining past elevation,
improving the geological constraints would be a more effective approach. Model
results were constrained by the geological evidence, and accounting for additional
variability in climate or incision mechanisms would more likely widen the
acceptable parameter space than reduce it. In chapter 4, we demonstrate that
vegetation plays a role in determining hillslope morphology, but do not address the
role of vegetation in channel incision processes. Vegetation cover in the Ocofia
catchment is sparse, but existent in the upper portion of the catchment. Vegetation
cannot be ruled as an important factor in channel profile development, but modern
processes are not yet sufficiently well understood to apply to the past in a
quantitative manner.

Much of the work presented here highlights uncertainties in the
interpretation of field data. However, it is important also to highlight the value of
these datasets. Models alone cannot provide constraints on the timing and nature of
geological events; they can help to understand some of the complex interactions
between topography and climate and improve data interpretation. Furthermore,
models themselves carry inherent uncertainties and cannot perfectly simulate past
conditions, or incorporate all changes in boundary conditions. An example from this

thesis is the spatial resolution of the climate model used to perform the
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paleoclimate simulations presented in chapter 2. A higher resolution would have
been computationally too expensive for the suite of model runs, but Andean
topography had to be simplified in order to run simulations at the chosen
resolution. Higher resolution models [e.g. Insel et al., 2010a; Insel et al., 2012] are
able to resolve spatial patterns in topography, and precipitation better than the
lower resolution model, but would not be able to address the same questions.

In combination, chapters 2 and 3 of this thesis demonstrate that the impact
of long term climate change on paleoaltimetry proxies is sufficient to reconcile
existing proxy records with a steadier surface uplift history than originally
hypothesized. However, a steady uplift history is not required by proxy records
considered in the context of uplift-induced climate change and therefore uplift
histories that are either completely steady, or are somewhat temporally and
spatially heterogeneous are consistent with existing paleoaltimetry records. Other
lines of geological evidence, such as the volcanic and deformation history, do not
require large scale heterogeneous patterns. At this time, therefore, it does not seem
necessary to invoke large temporal and spatial differences in plateau surface uplift

rate through the late Cenozoic.

5.4 IDENTIFICATION OF CLIMATE-TECTONIC FEEDBACKS IN THE CENTRAL
ANDES: EXISTING EVIDENCE AND FUTURE CHALLENGES

A recent analysis of the topographic, climatic, and exhumational histories of
the eastern flank of the central Andes [Barnes et al.,, 2012], suggest that long-term
exhumation rates are dependent on long-term precipitation patterns, that in turn
are governed by the large-scale topography. This study demonstrates the value of an
integrated approach that considers multiple aspects of Earth surface systems and
processes to establish a coherent geologic history. The above study does have some
limitations; the spatial scale is fairly coarse and climate was only considered in
terms of mean annual precipitation. In chapter 4 of this thesis, | have demonstrated
that present day erosional efficiency in the central Andes is also dependent on the

intensity of precipitation, the amount of vegetation cover, and the bedrock lithology.
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In contrast, the results presented in chapter 4 are limited in that they relate
modern surface morphology with climate, rather than erosion rates as in the Barnes
et al [2012] study. Measurements of erosion rates cover a wider timescale
(thousands to millions of years), and are site specific. They are therefore not so
amenable to the gridded, multivariate analysis approach presented in chapter 4. The
role of precipitation variability and changing surface conditions in temporal changes
in erosion rates has not been fully explored. For example, are erosion rates higher
under glacial or inter-glacial conditions, and why? Or are changes in mean annual
precipitation as a result of Andean uplift sufficiently large to dwarf any changes in
precipitation variability?

Establishing unequivocal evidence for climatic feedbacks on orogen
development remains challenging. Studies of the Andean orogen over the last
decade have shown that topographic changes have significantly modified South
American climate, and that precipitation responses to increasing plateau elevation
were non-linear. The feedback aspect is less well-constrained. Spatial correlations
between rainfall peaks and modern topography are consistent with a climatic
influence on topographic development [Bookhagen and Strecker, 2008; Horton,
1999; Schlunegger et al., 2011]. Barnes et al., [2012] also find evidence in support of
spatial and temporal correlations between elevation controlled changes in mean
annual precipitation and erosion rates and propagation of deformation in the
eastern central Andes. These lines of evidence make a coherent story that is
supported by theory. However, the timing of events still contains significant error,
Altiplano paleoelevation remains under-constrained, and the magnitude of climatic
vs. tectonic forcing on deformation rates and styles is not known. Recent work,
including this thesis, has helped to identify and quantify some of the key
uncertainties in reconstructing the geological history of the Andes. Knowledge of
these uncertainties should help to guide further data collection and modeling

studies.
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APPENDIX A

ADDITIONAL MATERIAL IN SUPPORT OF CHAPTER 2 - IMPACTS OF
CENOZOIC GLOBAL COOLING, SURFACE UPLIFT AND AN INLAND
SEAWAY ON SOUTH AMERICAN PALEOCLIMATE AND
PRECIPITATION 4180

A.1 MATERIAL DESCRIPTION

These supplementary figures provide additional information in support of
the key findings of the main paper. Figure A1l presents the results of additional,
similar simulations with different boundary conditions. Figures A2 to A5 present the
austral summer, austral winter, and mean annual climatology and 680y results
from the main experiments discussed in the paper. These additional results are
intended to supplement the key results in the main text and are relevant for regions
in which DJF is not the dominant rainfall season. The results in shown in figures A2
to A5 are from the same simulations as those presented in figures 2.4 and 2.5 in the

main text and are averaged over 20 years.

Figure A.1 Austral summer 8180, for additional experiments

A-E) 20 year average simulated amount-weighted summer 8180 (%0) predicted by
GENESIS with A) Half Andes, B) 2xCO,, C) Half Andes, 2xC0O, D) Half Andes, SWarine, E) No
Ice, no Antarctic Ice Sheet and modern 6180cean. F-]) Summer 6180y difference (simulation
minus control) between the sensitivity simulation and the control run (Fig. 2.1D) for the
simulations in (A-E). Note that the contour interval changes at 4%o.
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Figure A.2 Mean annual and seasonal difference in precipitation (mm/day)

Simulated differences in precipitation for mean annual (a-d), austral summer (e-h) and
austral winter (i-1) between simulation and control (simulation minus control) for a, e and i)
4xC02, b, fand j) No Andes, c, g and k) Seaway, and d, h and 1) No Ice. Note that the contour
intervals change at 6 mm/day.
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Figure A.3 Mean annual and seasonal difference in temperature (°C)

(previous page) Simulated differences in temperature for mean annual (a-d), austral summer (e-
h) and austral winter (i-1) between simulation and control (simulation minus control) for a, e and
i) 4xCO2, b, f and j) No Andes, ¢, g and k) Seaway, and d, h and 1) No Ice. Note that the

contour intervals change at 10°C.
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Figure A.4 Mean annual and seasonal 8180 e

(following page) Simulated 6180pr.for mean annual (a-f), austral summer (g-1) and austral winter
(m-r). a, g and m) control simulation, b, h and n) 4xC0O2, ¢, i and o) No Andes, d, j and p)
Seaway with a marine isotopic composition, e, k and q) Seaway with a freshwater isotopic
composition and f,1 and r) No Ice.
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Figure A.5 Mean annual and seasonal difference in §180pec

(previous page) Simulated difference in 6180pr for mean annual (a-f), austral summer (g-
1) and austral winter (m-r). Differences in 6180, between simulation and control
(simulation minus control) for a, f and k) 4xC0O2, b, g and 1) No Andes, c, h and m) Seaway
with a marine isotopic composition, d, i and n) Seaway with a freshwater isotopic
composition, and e, j and o) No Ice.
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APPENDIX B

ADDITIONAL MATERIAL IN SUPPORT OF CHAPTER 3 -
QUANTIFYING THE ROLE OF PALEOCLIMATE AND ANDEAN
PLATEAU UPLIFT ON RIVER INCISION

B.1 MATERIAL DESCRIPTION

The modern elevation of a regionally extensive paleosurface is an important
constraint on the amount of incision occurring in the Ocofia catchment since the
mid-Miocene. Here we describe how this elevation is extracted from regional
1:100,000 geological maps [INGEMMET] and the 30m ASTER GDEM [METI and
NASA, 2001] in ArcMAP v9.3. First, geo-referenced geologic maps were simplified to
identify the key stratigraphic units, specifically the Miocene Moquegua formation
and the 16 - 14 Ma Huaylillas ignimbrite (Figure B.1). Following Schildgen et al.
[2007], the paleosurface is defined as the base of the 16 - 14 Ma Huaylillas
ignimbrite. Control points, where the Huaylillas ignimbrite overlies Miocene
sediments at the surface, were identified and the modern elevation of these points
extracted from an ASTER 30 DEM (Figure B.1). Second, the elevation of these
control points is interpolated using a tension spline fit to generate a surface (Figure
B.2). Due to a lack of available data on the plateau (north of ~15.5 °S), the elevation
of the paleosurface north of 15.4 °S was defined as 4500 m. This elevation is based
on mapped contacts between Paleozoic to early Cenozoic sediments, and overlying
late Cenozoic volcanic deposits. Finally, for use in the river incision model, the
elevation of the paleosurface is extracted at 25 km intervals along the profile of the

modern river (Fig. 3.1, main text).
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Figure B.1 Control points on regional geological map

Black circles indicate control points that were selected on the boundary of outcrops of mid-
to-late Miocene volcanics that overly early-Miocene and older sediments. Key geological
units are indicated with an 'X' in the key. The location of the modern river (blue) is
indicated for comparison with Figure 1 in the main text. North of ~15.47S, the Huaylillas
ignimbrite is not well defined. The paleosurface was therefore fixed at 4500 m, based on the
lowest elevation of more recent volcanic deposits.
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Figure B.2 Elevation of the 16 Ma Paleosurface
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Elevation of the surface generated by spline fitting to the elevation of the control points

identified in Supplementary Figure 1.
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