A computational investigation of the impact of aberrated Gaussian laser pulses on electron beam properties in laser-wakefield acceleration experiments
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Critical to the performance of any future accelerator based on the laser wakefield accelerator is the response of the system to perturbations from ideal. In this paper, we use particle-in-cell simulation using a modified version of the OSIRIS 2.0 framework to demonstrate that comatic optical aberrations in a nominally Gaussian laser pulse are self-corrected by the plasma response, leading to stable propagation and therefore little variation in peak energy, energy spread, or peak current of the accelerated bunch, even for serious aberrations. However, the comatic aberration does lead to enhanced transverse beam emittance in the direction of the coma. Although this may be deleterious to the performance of an accelerator, one useful outcome is that the increased oscillation amplitude of electrons in the wake structure may lead to increased synchrotron radiation emission, which would be partially polarized in the direction of coma. © 2011 American Institute of Physics.

I. INTRODUCTION

Laser wakefield acceleration (LWFA) is a promising technique for generating high-energy electron beams via the interaction of a femtosecond-scale laser pulse with a plasma. The laser pulse drives a highly nonlinear plasma wake field in which electrons are trapped and accelerated well beyond the wake group velocity, \( v_g \approx c \). This technique boasts acceleration gradients of \( \sim 100 \text{ GeV/m} \) (Ref. 2) or more, roughly 3 orders of magnitude greater than conventional RF technology. As a result, LWFA may ultimately enable “bench-top”-scale particle accelerators capable of producing beam energies in the GeV range over distances on the order of \( \sim 1 \text{ cm} \) or less, eliminating the large facilities currently required by RF synchrotron technology.

Synchrotrons are powerful tools because of their ability to produce controlled, focused, high-brightness light beams. Synchrotron radiation has a wide array of diverse technological and scientific applications, including cancer therapy, materials characterization, and nanoscale imaging. However, current synchrotron technology is based on radio frequency (RF) cavities with accelerating gradients on the order of \( \sim 100 \text{ MeV/m} \), requiring facility sizes on the order of \( \sim 100 \text{m} \) (Ref. 7) or more to produce beams of the necessary energy levels. These facility sizes severely limit the availability of synchrotron technology.

The LWFA scheme has shown particular promise in terms of generating synchrotron radiation as the electron bunch tends to naturally oscillate within the plasma bubble, resulting in an effect similar to a wiggler. LWFA devices can produce spatially coherent radiation pulses that are on the ultrashort (i.e., femtosecond) timescale, with a brightness in excess of \( 10^{22} \) photons per second per mrad\(^2\) per mm\(^2\) per 0.1% bandwidth. The source produces hard x-rays, with 1 – 100 keV photon energies.9

Realizing practical devices based on the LWFA scheme will require an understanding of the sensitivity of the system’s performance as an accelerator to deviations from the ideal physics of the LWFA regime. Parameters of interest for characterizing the system’s performance include the peak beam energy, beam emittance, and peak beam current. One major possible deviation of the system from the idealized physics consists of deviations from Gaussian in the pulse intensity profile. Additional deviations from an ideal pulse can take the form of aberrations in the phase front and variations in the temporal profile of the pulse, which can modify the laser pulse propagation.11–13

Furthermore, recent experimental results indicate that the introduction of a comatic aberration in a LWFA system can enhance the production of synchrotron x-rays via an increase in the betatron oscillation amplitude. An analysis of the response of the LWFA system will enable supporting this research by providing robust computational tools for introducing a comatic aberration to a LWFA system and analyzing the system’s response to that aberration.

Computational methods provide an ideal avenue of investigation for these problems, as both the shape and magnitude of the pulse shape’s deviation from the Gaussian can be precisely controlled. In particular, the particle-in-cell (PIC) method is an ideal computational method for studying the highly kinetic, collisionless, relativistic plasmas found in LWFA systems. This paper therefore presents the results of a computational investigation into the impact of non-Gaussian pulse intensity profiles, stemming from the comatic optical aberration, on the performance of a LWFA-based electron accelerator.
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II. BACKGROUND

A. Overview of the diffraction theory of optical aberrations

Here we briefly review the diffraction theory of optics. In this theory, optical aberrations are characterized by an expansion of a diffraction integral:\(^{15}\)

\[
U(u, v, \psi) = -\frac{i A d^2}{\lambda^2 R^2} e^{i(\xi - \psi)^2} \times \int_0^\infty \int_0^\frac{\pi}{2} e^{i[\psi(Y_{1, \rho, \theta}) - \psi \cos(\theta - \psi)] - \frac{1}{2} \mu^2] \rho d\rho d\theta}
\]

(1)

in terms of basis functions, where \(u\), \(v\), and \(\psi\) are the optical coordinates.\(^{15}\) This integral is defined such that the intensity is given by\(^{15}\)

\[
I(u, v, \psi) = \left|U(u, v, \psi)\right|^2.
\]

(2)

For the diffraction pattern associated with a single aberration, Eq. (1) can be expanded in terms of Bessel functions \(J_n\) and Zernike Polynomials \(R_n^m\)\(^{15}\)

\[
U(u, v, \psi) = 4C \sum_{m=0}^{\infty} (-i)^{(m-1)s} \cos(m\psi) \times \int_0^1 e^{-\frac{1}{2} \mu^2} \left[\int_{-\infty}^{\infty} R_n^m(\rho) J_m(\nu \rho) \rho d\rho\right] d\mu.
\]

(3)

For small aberrations (i.e., where the constant \(z_{\text{ast}}\) is small), the first Bessel function in the integral of Eq. (3) can be expanded in a power series; this lets us rewrite Eq. (3) as\(^{15}\)

\[
U(u, v, \psi) = C[U_0(u, v, \psi) + iz_{\text{ast}} U_1(u, v, \psi) + (iz_{\text{ast}})^2 U_2(u, v, \psi) + (iz_{\text{ast}})^3 U_3(u, v, \psi) + ...].
\]

(4)

where the expansion terms are given by the integrals\(^{15}\)

\[
U_0 = 2 \int_0^1 e^{-\frac{1}{2} \mu^2} J_0(\nu \rho) \rho d\rho,
\]

(5)

\[
U_1 = 2(-i)^m \cos(m\psi) \times \int_0^1 e^{-\frac{1}{2} \mu^2} R_n^m(\rho) J_m(\nu \rho) \rho d\rho.
\]

(6)

\[
U_2 = \frac{1}{2!} \left\{\int_0^1 e^{-\frac{1}{2} \mu^2} \left[R_n^m(\rho)\right]^2 J_0(\nu \rho) \rho d\rho + i^{2m} \cos(2m\psi) \int_0^1 e^{-\frac{1}{2} \mu^2} \left[R_n^m(\rho)\right]^2 J_2m(\nu \rho) \rho d\rho\right\},
\]

(7)

\[
U_3 = \frac{1}{2 \times 3!} \left\{3(-i)^m \cos(m\psi) \times \int_0^1 e^{-\frac{1}{2} \mu^2} \left[R_n^m(\rho)\right]^3 J_m(\nu \rho) \rho d\rho + i^{3m} \cos(3m\psi) \times \int_0^1 e^{-\frac{1}{2} \mu^2} \left[R_n^m(\rho)\right]^3 J_{3m}(\nu \rho) \rho d\rho\right\}.
\]

(8)

The constants \(l\), \(n\), and \(m\) are integers specifying the type of aberration, as shown in Table 1.

### Table 1. Aberration types and integers (Ref. 15).

<table>
<thead>
<tr>
<th>Aberration type</th>
<th>L</th>
<th>N</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Comatic</td>
<td>0</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Astigmatic</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Curvature</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Distortion</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

B. Comatic aberration implementation

Recent experimental work\(^{17}\) indicates that the presence of comatic aberration may enhance x-ray production via synchrotron radiation in a LWFA device. Therefore, the comatic aberration is the first aberration we study in detail. The expansion given by Eq. (4) was truncated after four terms; Eqs. (6)–(8) (the expression for \(U_4\), while included in the calculations, is omitted below for brevity), yield

\[
U_1 = i \cos(\psi) \frac{2J_4(\nu)}{\nu},
\]

(9)

\[
U_2 = \frac{1}{2\nu} \left\{\frac{1}{4} J_1(\nu) - \frac{1}{20} J_3(\nu) + \frac{1}{4} J_5(\nu) - \frac{9}{20} J_7(\nu) - \cos(2\psi) \left[\frac{2}{3} J_3(\nu) + \frac{3}{5} J_7(\nu)\right]\right\},
\]

(10)

\[
U_3 = \frac{-i}{12\nu} \left\{3 \cos(m\psi) \left[\frac{3}{14} J_{10}(\nu) - \frac{6}{35} J_6(\nu) + \frac{9}{70} J_6(\nu) - \frac{44}{105} J_4(\nu) + \frac{1}{15} J_8(\nu)\right] + \cos(3m\psi) \left[\frac{9}{28} J_{10}(\nu) + \frac{9}{20} J_6(\nu) - \frac{8}{35} J_4(\nu)\right]\right\}.
\]

(11)

Figure 1 shows the results of Eqs. (9)–(11), as well as the equation for \(U_4\), for \(z \approx 1\), if the unperturbed pattern \(U_0\) is take to be either an Airy pattern or a Gaussian pattern.

III. SIMULATION METHODOLOGY AND PARAMETERS

For this investigation, both two-dimensional and three-dimensional simulations were run using the particle-in-cell code OSIRIS 2.0. The three-dimensional version of the code was modified to explicitly include comatic aberrations. Both two- and three-dimensional simulations were performed; the

![FIG. 1. (Color online) The intensities of an Airy pattern (left) and a Gaussian pattern (right) perturbed with an \(z = 1.005\) coma.](image-url)
two-dimensional simulations permitted a thorough parameter sweep, while the three-dimensional simulations permitted an accurate depiction of the comatic aberration.

A. Two-dimensional simulations

For small perturbations in 2D, the superposition of $TEM_{00}$ and $TEM_{10}$ modes is similar to the coma aberration. Additionally, OSIRIS 2.0 can simulate this pulse structure without any modifications to the source code. For these reasons, preliminary simulations consisted of a $TEM_{00}$ (i.e., a Gaussian) baseline pulse with a higher-order $TEM_{10}$ pulse superimposed.

For the 2D simulations, the relative intensities of the pulses were varied to effect different degrees of mode mixing and asymmetry, while keeping the total pulse energy constant. Since pulse energy scales as the integral of $a^2$ over the volume of the pulse, pulse energy was kept constant by scaling the peak intensities of both the $TEM_{00}$ and $TEM_{10}$ pulses such that the following relationship was maintained for all simulations:

$$\int [A_{00}(\vec{r}) + A_{10}(\vec{r})]^2 dV = \int A_{00}^2(\vec{r}) dV,$$

where $A_0$ is a $TEM_{00}$ pulse with peak intensity $a_0 = 4.0$. The relative intensities between the two pulses were quantified via the mixing fraction $f_{10}$

$$f_{00} \equiv \frac{a_{00}^2}{a_{00}^2 + a_{10}^2}, f_{10} \equiv \frac{a_{10}^2}{a_{00}^2 + a_{10}^2}.$$

Since the energy of the pulse is proportional to the integral of $a^2$, defining the mixing fraction in terms of $a^2$ is a natural choice. A computational sweep of this mixing fraction was performed; for brevity, these initial simulations were performed using the two-dimensional version of OSIRIS.

For all two-dimensional simulations, the maximum plasma density was $n_{max} = 0.01n_{crit}$, or $1.75 \times 10^{19} \text{cm}^{-3}$. The simulation box size was $38.2 \times 63.7 \mu \text{m}$; the box moved at speed $c$ in the laser propagation direction. The propagation time was $3475$ fs, giving a propagation distance of $1.04 \mu \text{m}$.

The plasma density profile started with a linear ramp from $n = 0$ to $n = n_{max}$ over a distance of $63.5 \mu \text{m}$, and ended with a linear ramp from $n = n_{max}$ to $n = 0$ over the same distance.

Computationally, the system was initialized with 2 particles per cell. The system had a grid size of $1200 \times 500$ (with the highest resolution in the propagation direction). This gave a grid spacing of $\Delta x \times \Delta y = 0.03175 \times 0.1272 \times 0.1272 \mu \text{m}$.

For the two-dimensional simulations, the laser pulse’s full-width, half-maximum spot size was $5.1 \mu \text{m}$ and the pulse’s full-width, half-duration was $35$ fs. Again, as with the two-dimensional simulations, the emittance, current, and energy characteristics of the electron beams produced were then measured by analyzing the final frame of the simulation.

For the expansion shown in Eq. (3), the pulse power, proportional to the integral

$$P \propto \int a^2(\vec{r}) dxdy$$

remains constant as $x$ is varied. If the expansion given by Eq. (4) is truncated after four terms, the total pulse power varies by an average of $0.76\%$, no more than $2.19\%$, over the range $0 \leq x \leq 1$. Therefore, by utilizing the same pulse initialization parameters, the pulse energy in the 3D simulations was kept approximately constant as $x$ varied. For the unaberrated pulse, these parameters yielded a peak

### TABLE II. Strehl coefficients for the given alpha values.

<table>
<thead>
<tr>
<th>Parameter $\alpha$</th>
<th>Strehl ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.2</td>
<td>0.995</td>
</tr>
<tr>
<td>0.4</td>
<td>0.980</td>
</tr>
<tr>
<td>0.6</td>
<td>0.956</td>
</tr>
<tr>
<td>0.8</td>
<td>0.923</td>
</tr>
<tr>
<td>1.0</td>
<td>0.882</td>
</tr>
</tbody>
</table>
normalized vector potential of $a_0 = 4.0$ and a peak intensity of $3.5 \times 10^{19} \text{W/cm}^2$.

C. Parameter characterization

For the three-dimensional simulations, the current data was extracted directly from the code. The peak forward current, i.e., the current parallel to the direction of laser propagation, was calculated from these distributions.

The beam emittance was calculated from

$$\epsilon_i = 4\langle \Delta x_i \rangle \langle \Delta v_i \rangle,$$

where the subscript $i$ denotes whether or not the positions, and velocities are taken in the polarization direction or perpendicular to the polarization direction. The quantity $\langle \Delta x_i \rangle$ is the root-mean-square deviation of the particle position from the mean particle position in the $i^{th}$ direction, and the quantity $\langle \Delta v_i \rangle$ is the root-mean-square deviation of the particle velocity from the mean particle velocity in the $i^{th}$ direction, as a fraction of the velocity in the propagation direction.

Since OSIRIS prints the relativistic factor $\gamma$, calculating the beam energy distribution from the printed gamma distribution via $E = (\gamma - 1)m_0c^2$ was straightforward. For the three-dimensional simulations, the peak beam energies were calculated from the maximum of the energy spectra. However, for the two-dimensional simulations, the average beam energies were taken, as the two-dimensional energy spectra did not have clearly defined single energy peaks.

IV. 2D TEM$_{00}$ / TEM$_{10}$ MODE-MIXING PRELIMINARY SIMULATION RESULTS

Figure 2 shows, respectively, the initial laser pulse for the two-dimensional, mode-mixing simulations at mixing fractions of $0.05$, $0.50$, and $0.95$. The results of these simulations are shown in Figs. 3 and 4.

Figure 3 shows the relationship between the beam’s perpendicular emittance and the mode mixing fraction. The TEM 10 mode is functionally similar to a pair of copropagating pulses with 180 degree phase shift; it has been shown$^{16}$ that the nonlinear interaction of two such pulses will cause them to repel, resulting in the observed increase in the final beam emittance.

Figure 4 shows the relationship between the beam’s peak energy and the mode mixing fraction. The beam energy showed a fairly strong negative correlation with the mixing fraction ($R^2 \approx 0.75$), decreasing by roughly a factor of 2, from $\sim 140$ to $\sim 70 \text{MeV}$, over the course of the parameter sweep.
V. 3D EXPLICIT COMA SIMULATION RESULTS

Figure 5 shows the intensity profile for a three-dimensional simulation with an $a = 1.005$ coma. The results of the three-dimensional simulations including a direct calculation of the comatic aberration are shown in Figs. 6–9.

Figure 6 shows the relationship between the aberration coefficient $a$ and the peak beam current. The current varies by $20\%$ over the parameter range, with a correlation of $R^2 = 0.74$. This does not appear to have a dramatic impact on the beam performance, as even after a severe aberration is applied, the peak current varies by less than $20\%$.

Figure 7 shows the relationship between the aberration coefficient $a$ and the peak beam energy. The peak energies vary by less than $10\%$ over the entire parameter range, with a correlation of only $R^2 = 0.58$. These results indicate that even in the presence of a severe aberration, peak beam energy is relatively unaffected.

Figure 8 shows how the shape of the beam electron energy spectra varies with $a$. This figure shows that there is a weak relationship between the beam energy spread or general shape of the energy spectrum and the aberration strength.

Figure 9 shows the relationship between the aberration coefficient $a$ and both the polarization (top) and perpendicular (bottom) emittances. Note that the primary aberration axis was in the polarization direction; Fig. 9 shows that a strong comatic aberration increases polarization emittance noticeably, while leaving the perpendicular emittance relatively unaltered.

The difference between the polarization and perpendicular emittances indicates that there is a high degree of beam ellipticity. This condition enhances x-ray generation by synchrotron radiation and indicates that off-axis electron injection may be occurring. This off-axis injection would increase the amplitude of the betatron oscillations in the
undulating electron beam. Therefore, these results support the conclusions of recent experimental work indicating that a comatic aberration can increase the amplitude of the betatron oscillations in a laser-wakefield accelerator.\textsuperscript{14} Confirmation of these effects would require a more focused computational investigation, including considering the case where the primary aberration axis and polarization axis are perpendicular.

VI. CONCLUSION

The results of this computational sweep are promising on two fronts. First, the results indicate that the performance of a LWFA device will be relatively unaffected by the presence of even a strong comatic aberration. Neither the peak beam energy nor the electron energy spread were significantly affected by the presence of a strong comatic aberration for the three-dimensional simulations. Second, the trends in perpendicular and polarization emittances indicate that the beam ellipticity increases with the strength of the comatic aberration. This supports recent experimental work indicating that the presence of a coma can enhance the production of x-rays via synchrotron radiation.
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