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Abstract

Recent concerns regarding climate change have led many policy makers to suggest the use of a carbon
tax to reduce energy demand and reduce carbon emissions. This paper uses exogenous price changes in
the New Zealand electricity market to study the effect of electricity prices on the electricity consumption
of industrial users by estimating the short- and long-run price elasticity of demand for electricity. In the
short run, industrial consumers are highly price inelastic. However, they appear to be more price elastic
in the long run.
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1. Introduction

Concerns about climate change resulting from uncontrolled greenhouse gas emissions have led to increased

interest in the use of price-based policies such as carbon taxes to reduce the consumption of energy derived

from fossil fuels. Unfortunately, the efficacy of the current prescribed policies remains uncertain. Theory

suggests that such price-based policies should be most effective at internalizing the externality of pollution

(or in this case, greenhouse gas emissions). In particular, due to the heterogeneity in marginal cost of

abatement across industries, price-based policies are less likely to produce huge deadweight losses compared

to quantity-based policies (Weitzmann 1974). However, it is uncertain if price-based policies alone constitute

the most cost-effective means of achieving sufficient significant reduction on greenhouse gas emissions. Most

crucially, we do not have enough information on the extent of consumer response to such pricing policies.

Optimally, to evaluate the effectiveness of such policies, we would study the effect of an exogenous im-

plementation of price-based regulations on the total energy usage by a community. Unfortunately, such

an experiment is non-existent and improbable. In countries and regions that have already implemented an

element of carbon taxation, regulations usually asymmetrically target different industries. For instance, in

countries such as Norway or Sweden, carbon taxation policies usually target industries that are already the

least polluting, and only minimally affect industries that are highly polluting. The rationale behind such

an implementation of carbon taxation is to avoid inflicting undue economic distress on pollutive industries.

Moreover, regions that are willing to implement just such a policy are usually already environmentally con-

scious. A case in point is Boulder, Colorado, which had unilaterally implemented a local carbon tax in

November 2006. Any estimation of the effect of such policies on carbon emissions is unlikely to achieve

external validity. For instance, we might underestimate its effect, since an environmentally conscious com-

munity would most probably already be polluting at a Pareto optimal level, and any additional policies

would likely only have minimal effect. Conversely, an environmentally conscious community might react

even more strongly to a carbon tax, and we might end up overestimating its effect.1

As a result, instead of directly studying the effect of extant carbon taxation policies, many have chosen

to study the price response behavior of consumers. By estimating the price elasticity of demand for energy,

policy makers are better able to decide the effectiveness of carbon taxation as a policy tool, and the extent

to which carbon taxation can be used as a tool for reducing carbon emissions. For instance, if the price

elasticity of demand is found to be highly inelastic across all industries, carbon taxation alone might be

unsuitable as a policy tool in combating climate change. The huge amount of taxation required to produce
1
Alcott and Mullainathan (2012) address some of the external validity issues that come with trying to estimate the effect of

conservation policies.
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the desired effect would most likely have drastic macroeconomic consequences. Moreover, such a policy will

not likely pass public muster. Instead, subsidies and grants, or public pressures and education, leading to

reduced energy use could be a more palatable option.2 In particular, such policies could promote a gradual

change in the capital stock of consumers and firms, leading to a eventual switch to more energy efficient

appliances or machinery.3 On the flip side, if price elasticities are found to be high across all industries, a

low level of carbon taxation might suffice. Such a policy would then most likely be accepted by the public.

In my paper, I focus on the electricity market in New Zealand, and study the short and long term price

elasticities across manufacturing sectors and individual firms. My reasons are two-fold. Firstly, the New

Zealand electricity market was deregulated in 1996, and as a result, firms faced greater variation in the price

of electricity they consume. This allows for more accurate estimation of the price elasticity of demand for

electricity. Secondly, between 2000 and 2008, New Zealand faced four separate incidents where electricity

production was severely constrained due to drought conditions, leading to huge increases in electricity prices.

These price increases are arguably exogenous, as firms were unlikely to be able to predict the extent to which

prices would rise. This exogenous variation allows for a more accurate statistical treatment of the data by

avoiding simultaneous causality between prices and quantities . In addition, the huge supply shocks led to

large price variations across years. This allows me to study both the price elasticities of firms at low price

levels and higher price levels.

I estimate the price elasticities using two different models: a structural model of firm optimization, and

a partial adjustment reduced-form model that is based on a structural model of electricity demand. The

models differ strongly in their core assumption, with the former assuming that a firm is always behaving

optimally in all time periods, and the latter assuming that firms are behaving sub-optimally. Both models are

equally justifiable depending on the circumstances. Therefore, I estimated the price elasticity of electricity

demand using both models in order to obtain a comparison of the resulting estimates.

I find in my estimation that firms are price inelastic in the short and medium run. This is largely

unsurprising, since firms cannot spontaneously react to price variations in the short term. Moreover, there

is no clear difference between the price elasticities estimated at different price levels. However, on a longer

horizon, firms are generally price elastic. On average, the price elasticities across manufacturing sectors

was -1.454. Moreover, some industrial users appear to be significantly more price elastic than others. This

suggests that price-based policies, over a long run, can be very effective in cutting greenhouse gas emissions
2
Price-based policies such as taxation are after all only a supply-side policy. If consumers are persistently overestimating the

benefits they derive from inefficient energy use, then demand-side management is necessary to educate the public. Loughran

and Kulick (2004), Auffhammer et al (2008) and Arimura et al (2011) provide evidence of the effectiveness of demand-side

management and their long-run effects.

3
Reiss and White (2008) and Alcott and Rogers (2012) give evidence of this gradual change in capital stock that comes from

public “pressures” and education.
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without substantially reducing consumer surplus. In addition, it also tells us that carbon taxes will affect

industrial demand for electricity asymmetrically across sectors and firms, and that any imposition of such

policies requires careful investigation as to which sectors are most strongly affected. Finally, it also tells us

that carbon pricing policies are probably irrelevant in the short run, and that if we need a dramatic decrease

in carbon production in the short term, other policies might be more effective.

The following parts of the paper are as follows. In Section 2, I give a background of the literature on

electricity and energy demand. In Section 3, I provide a summary of the theoretical model of how firms

respond to electricity price fluctuations in the short run and in the long run. Section 4 gives the empirical

models that I will use, while Section 5 gives a brief description of the data. Section 6 explains my method of

estimation, while Section 7 reports the results from my estimation. Section 8 reports the results and analysis

of my estimation, while Section 9 concludes the paper and provides suggestions for future research. The

attached appendices provide the estimation results.

2. Literature Review

The literature regarding electricity demand, especially that on estimating the price elasticity of electricity,

is sizable. Much of the work started in the early 1970s, when there was intense interest in studying the price

response of consumers. This was primarily necessitated by the need to be able to predict consumer behavior

regarding electricity demand, thus allowing for more efficient production and distribution of electricity.

One of the most common ways of uncovering the price elasticity is to formulate a structural model of

demand for electricity, and then derive the short-run and/or long run price elasticities from the coefficients on

the right-hand side explanatory variables. Houthakker et al. (1974) were one of the first to estimate the price

elasticities of residential consumers for electricity using such a method. In their partial adjustment model, the

optimal quantity of electricity demanded was theorized to be a function of only per capita personal income

and electricity prices. The observed quantity of electricity demand was then theorized to be a function of the

optimal quantity of electricity demanded and the lagged (observed) quantity of electricity demanded. Using

an error correction model to address the potential serial correlation in error terms (due to the presence of

the lagged variable), they estimated price elasticities (at the national level) of -0.029 to -0.094 depending on

the marginal prices faced by the consumer.

Much of the later work has generally been based on Houthakker’s partial adjustment model with some

improvements. For instance, Paul, Myers and Palmer (2009) based their model of electricity demand on

the general theoretical structure of the partial adjustment model, but increasing the number of explanatory
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variables by taking into account of the weather explicitly (in the form of number of heating degree days,

number of cooling degree days, the seasons, the number of daylight hours, and state-level fixed effects).

This builds on the hypothesis that electricity demand is strongly correlated with the weather and seasons.

They also take into account of the possibility of substitution between energy sources by including the price

of natural gas into their regression. Unlike Houthakker (1975), they estimate their regressions at the state

level. Moreover, in order to take into account of the potential serial correlation in error terms, Paul et al.

chose a 2SLS estimation by using an instrumental variables technique to first estimate the lagged quantity

of electricity demand. They obtained estimates of between -0.10 to -0.16 depending on consumer class and

season.

Another work of interest is that by Bernstein (2005). Here, Bernstein estimates the price elasticity of

electricity demand at three spatial levels (national, regional and state) for two consumer classes (residential

and commercial). His explanatory variables included lagged values of observed electricity used, electricity

and gas prices and their lagged values, population and per capita income (for residential consumers) / gross

state product and new floor space (for commercial consumers) and their lagged values, and climatic variation

along with state and time fixed effects. He estimated his model using OLS after testing for autocorrelation

in the error terms, and finding no significant autocorrelation. Bernstein generally finds price elasticities of

less than -0.2.

Instead of directly estimating the demand equation, another option would be for an economist to first

postulate a certain firm production function that includes electricity use. Due to the duality in production

and cost function, this initial assumption of a specific structural form of firm production function allows

us to infer the structure of the cost function, from which we can then estimate the parameters of the cost

function. One can then indirectly obtain the price elasticity for electricity demand from these parameters.

Berndt and Wood (1975) were one of the first to attempt a comprehensive assessment of industrial

consumers using such a formulation. In their paper, Berndt and Wood assume a four-factor model: energy

prices, material prices, capital and labor cost. Rather than measuring the price elasticity of electricity per

se, Berndt and Wood estimated the elasticity of a basket of energy sources (including electricity) using an

iterated 3SLS regression, and found a elasticity of about -0.47.

A primary weakness of the Berndt-Wood model is the lack of a temporal factor. Specifically, firms do

not make decisions in only one time period, but rather choose a certain path of production based on rational

expectations. Pindyck and Rotemburg (1983) take into account of this inter-temporal choice by modifying

the Berndt-Wood model into a dynamic demand model. Using the same data set and method of estimation as

Berndt and Wood, Pindyck and Rotemburg find short run elasticities of around -0.36 and long run elasticities

of around -0.99.
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Taking a different track, Patrick and Wolak (2001) also hypothesize a production / cost function, and

estimate the price elasticity of demand for electricity for each type of industrial user in the U.K. Unlike the

Berndt-Wood model, however, Patrick and Wolak do not directly estimate the function parameters from

a system of equations arising from the factor share demand equations and cost function. Due to a lack

of data on firm production for each specific industry, they proxied firm production using the quantity of

electricity used. By recovering the cyclical component of electricity consumption using Fourier analysis,

Patrick and Wolak estimated the expected costs associated with firm production, and proceeded to recover

the parameters of the cost function.

3. Theory and Background

In order to derive the price elasticity of electricity demand, one might be tempted to do a straightforward

regression of log quantity on log prices. Such a motivation is suggested by the log-linear inverse demand

curve:

lnQd = ↵+ � lnP d + ✏ (1)

where Qd is the quantity of electricity demanded, P d is the price of electricity, and ✏ is an unobservable

error term. In this model, � would give the price elasticity of demand for electricity.

Such a model would, however, most likely suffer from the usual simultaneity and omitted variable biases.

Firstly, the prices and quantities that we observe are simply the market-clearing prices and quantities, set

by the simultaneous movements of both supply and demand curves. This model has the strong assumption

that the demand curve stays exactly the same, as can be seen by the imposition by the constant ↵ term.

In reality, market-clearing prices and quantities are most probably set by simultaneous movements in both

supply and demand curves. Depending on the extent to which each curve shifts, we might underestimate or

overestimate the price elasticity. Secondly, the model necessitates that the error term is entirely uncorrelated

with the prices paid. In reality, it is unlikely that the demand of electricity by firms is due solely to electricity

prices. Instead, when considering the level of consumption of electricity, many confounding factors, such as

the price of other inputs, and market demand for the firm’s output, usually exist. These factors are very

likely to be correlated with electricity prices. Indeed, taken to the extreme, a firm facing no demand for its

product will consume no electricity, no matter how cheap it is, since it is making a loss by simply producing

anything.
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Therefore, in order to truly observe the price elasticity of demand, one would either have to isolate

price movements due solely to a shift in the supply curve (i.e. an exogenous supply shock in the electricity

market), or formulate a theory of firm demand for electricity that allows us to estimate the effect of the

price of electricity on the quantity of electricity demanded conditioned on certain covariates that also affect

electricity demand.

A common starting point in the literature is to assume a static model of electricity demand; that is, that

the demand for electricity is only a function of the current price of factor inputs. Consider the static model

with a firm that has many inputs and one output. The static production function of the firm is given by

y = f(~x; z) (2)

where y represents the quantity of output, ~x represents a vector of quantity of inputs such as material,

energy, labor and capital and z represents technology. Using the duality relation between cost and production

functions, the firm’s total cost function (which assumes the same shape as the production function) is given

by

C = C(~w; y) (3)

where ~w represents a vector of real prices of inputs such as material, energy, rental rate of capital, and

real wages. If the firm is a price taker in both input and output markets, conditional on input costs, the

firm will choose to maximize profits by minimizing its cost of production. Assume that the firm has already

chosen an optimal level of output, y⇤. Then, using Shepard’s Lemma, we obtain the conditional factor

demand function

✓
@C

@w
i

◆

y=y

⇤
= x⇤

i

(4)

where x⇤
i

represents the optimal amount of a certain input factor to produce the optimal output.

Given the complete set of conditional factor demand equations, along with the original cost function, we

can then estimate obtain estimates of the parameters of the cost function, from which we can then calculate

the price elasticity of electricity.

The static model, unfortunately, does not fully capture the dynamic decision making process of a firm. In

particular, at any specific time t, a firm with rational expectations chooses to minimize the expected sum of

discounted costs across time (after time t). The distinction between discounted and nominal cost is crucial:

In a dynamic model, the same nominal cost incurred over time means that future costs are actually lower
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than current cost, and a firm would choose to consume more of a certain factor in the future than now.

Moreover, a dynamic decision making process would also take into account of capital and labor depreciation

over time, as well as the opportunity costs of capital and labor; a process which the static model is incapable

of accommodating. Finally, the static model assumes that capital stock and labor are variable at all times.

This is also unlikely to be true. Instead, both capital stock and labor are usually quasi-fixed. Therefore,

one usually incurs a certain cost in changing capital stock or labor. For instance, in the case of capital

stock, a company would have to take into account the loss incurred by condemning a machine that is still

functional. Likewise, premature termination of labor contracts usually imposes some additional cost on a

firm. Therefore, modifying the original static cost function, the total cost function a firm considers, at time

t, becomes

C
t

= E
t

" 1X

⌧=t

R⌧ (C(~w
⌧

;K
⌧

, L
⌧

, y
⌧

) + v
⌧

K
⌧

+ u
⌧

L
⌧

+ c1(I⌧ ) + c2(H⌧

))

#
(5)

where E
t

is the expectation operator (thus giving us the expected cost at time t) and R represents the

discount rate. C is a modified version of the static cost function: It is now subject to the quasi-fixed levels

of capital (K) and labor (L) input, along with a pre-determined level of output. ~w still represents input

prices, but no longer includes the real rental rate of capital and real wage rate. Instead, v and u now

represent the real rental rate of capital and real wage rate respectively, thus giving us the opportunity cost of

capital and labor, I and H representing investment in new capital and net hiring respectively, as a result of

capital depreciation and worker attrition, and c1 and c2 represents costs incurred due to capital and labour

adjustment (i.e. costs incurred due to investment and new hirings). I and H are defined by

I
t

= K
t

�K
t�1 (6)

H
t

= L
t

� L
t�1 (7)

and R is defined by

R =
1

1 + r
(8)

where r is the real interest rate. Assuming that the firm is rational, and chooses to minimize its total

discounted expected costs, we obtain the first order conditions:
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where the first set of equations are the conditional factor demand equations as a result of Shepard’s lemma,

and the latter two are the Euler equations describing the expected time evolution of the quasi-fixed factors

capital and labor. The latter two equations tells us that with perfect foresight, companies would perfectly

compensate their capital and labor depreciation; i.e. observed total incurred capital and labor cost resulting

from capital and labor input cost, depreciation, and investment/hiring (first two terms) exactly matches up

with the expected savings from investing in capital and labor at time t, as opposed to say investing in the

bond markets (last term, which is negative). Given the complete set of information needed in the preceding

system of equations, we can solve for the structural parameters, and derive the price elasticity of demand of

electricity. Since we assumed complete flexibility in input quantities, the structural parameters can in fact

be interpreted as a long run price elasticity of electricity. Pindyck and Rotemberg (1983) considers just such

a model, expanding the static translog model of Berndt and Wood (1975) into a dynamic model that takes

into account of rational expectations.

One of the crucial assumptions in using the preceding firm production theories to estimate price elasticities

is that firms are behaving optimally, that is firms are always producing at the point where they minimize

production costs to maximize profits. This relies on a strong assumption that firms are able to switch

between inputs effortlessly (i.e. unrestricted cross-price and own price elasticity of substitution), and that

firms also have perfect information. In reality, firms are probably incapable of switching between inputs (or

reduce their demand for a certain input) that easily. For instance, consider the conundrum of running huge

data centers, where it is considered cheaper in the short run to keep a server running than to turn it off,

even if there is no demand for storage space in the short run. Such a situation is not taken into account in

the preceding model. Moreover, firms are unlikely to have perfect foresight. Taken together, firms are in

fact usually behaving sub-optimally.

To take into account of such sub-optimal behavior, one could consider the partial adjustment model first

proposed by Houthakker (1974), which assumes that consumers behave sub-optimally due to the lack of

ability to optimally change their capital stock in a short time period. Specifically, Houthakker considers the

following model:
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t

Q
t�1

=

✓
Q⇤

t

Q
t�1

◆
✓

(12)

where Q
t

is the quantity of electricity consumed at time t, Q⇤
t

is the optimal quantity of electricity to be

consumed at time t and ✓ is a parameter, between 0 and 1, that restricts the consumer from using the optimal

amount of electricity, such that 1 represents perfect adjustment, and 0 reflects no adjustment capability.

Taking logs of both sides, we obtain

lnQ
t

= ✓ lnQ⇤
t

+ (1� ✓) lnQ
t�1 (13)

Assuming a functional form for the optimal demand of electricity with some factors P,X, Y, Z:

lnQ⇤ = ↵ lnP + � lnX + � lnY + � lnZ (14)

In this case, we obtain the equation:

lnQ
t

= ✓↵ lnP + ✓� lnX + ✓� lnY + ✓� lnZ + (1� ✓) lnQ
t�1 (15)

Rewriting, we obtain:

lnQ
t

= a lnP + b lnX + c lnY + d lnZ + e lnQ
t�1 (16)

The use of lagged quantity to proxy for input factors that cannot be easily changed or substituted reflects

the situation where input factors are quasi-fixed. This corresponds, for instance, to the preceding scenario of

data centers that cannot easily shut down servers even during times when supply greatly exceeds demand.

Therefore, if P is the price of electricity, a can then be interpreted as the short-run price elasticity of

electricity demand.

Bernstein (2005) and Paul et al (2009) uses a modified version of this model.

4. Models

In this paper, I estimate the price elasticity of electricity using both the structural model based on the cost

function of the firm, and the partial adjustment model. This effort to perform two sets of estimation is

motivated by two reasons.
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Firstly, from a theoretical standpoint, it is hard for the econometrician to decide, ex ante, if a firm is

behaving optimally or sub-optimally. As a result, one cannot definitively say which model is more appropriate

for estimation, and I chose to estimate both models. Interestingly, if the partial adjustment model produces

price elasticity estimates that do not differ significantly from that of the cost function model, this implies

that firms are indeed behaving optimally.

Secondly, due to the availability of data at different levels of aggregation, it is extremely difficult to

estimate the cost function accurately. Crucially, while electricity price and quantity data are available down

to the half-hourly level, it is almost impossible to find cost or output data (just to name a few factors) at any

level lower than the quarterly level. As a result, the cost function model was estimated on the annual level,

and due to the sparse data, suffers from low statistical power. As a result, the partial adjustment model is

a suitable augmentation to the cost function model, as it is estimated using only high frequency price and

quantity information.

In this section, I proceed to explain and justify the models I estimate.

4.1 Structural cost function model

Here, I consider the translog production/cost function as my functional form for estimation. I consider four

factors of production: electricity, materials, labor, and capital stock. Taken together, the dynamic translog

cost function is

lnC
tk

= ↵0 + �0 ln ytk +
X

i
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lnx
itk

+
1

2

X

j 6=i

X

i

�
ij
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itk
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X
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lnx
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2

X
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�
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(lnx
itk

)2

+⌘
t

+ ✏
k

(17)

where i, j = 1, ..., 5, indexes x as the real price of electricity (E), real price of materials (M), levels of labor

(L), levels of capital stock (K) and levels of industrial output (y) respectively at time t for industrial sector

k, ⌘
t

represents an exogenous time trend that varies production cost and might be correlated with previous

shocks, ✏
k

represents an idiosyncratic shock uncorrelated with previous shocks, and we have assumed that

the cost function is symmetric (so �
i,j

= �
j,i

).

Using the same motivation as Pindyck (1983), we let c1 and c2 assume the forms:
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from which I obtain the first-order conditions:
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where S represents factor shares, �
t

represents first-differences at time t, ✓1,t = �1,t+1

�1,t
, ✓2,t = �2,t+1

�2,t
, and

⌫
t

represents a time trend and µ
k

represents an idiosyncratic shock. In addition, I have assumed perfect

foresight and dropped the expectation operator. I then proceed to estimate equations 17, 20, 21, and 22,

from which I obtain the price elasticity of electricity, at time t for each industrial sector k, using the formula:

Ê
E,tk

=
�̂11 + Ŝ2

E,tk

� Ŝ
E,tk

Ŝ
E,tk

(24)

4.2 Partial adjustment model

Equation 20 from the cost function estimation motivates the consideration of electricity prices, material

prices, labor costs, capital costs and industrial output as the explanatory factors for optimal electricity

demand. One notes that industrial output is itself a proxy of macroeconomic conditions, since economic con-

ditions are positively correlated with industrial output. Since macroeconomic conditions can be decomposed

into a time trend and an exogenous variation, I consider the following specification:

lnQ
t

= ↵+ �1 lnQt�1 + �2 lnQ
⇤
t

( ~X) + f(t) + ✏
t

+ µ (25)

where lnQ
t

represents contemporaneous log quantities of electricity, lnQ
t�1 represents one-period lagged
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log quantities of electricity, Q⇤( ~X) is the linear component of the demand function for optimal consumption

of electricity, with ~X representing a vector of prices and other exogenous macroeconomic factors that affect

industrial output, and f(t) is the time-dependent component that affects the contemporaneous economic

conditions (and hence industrial output) .

From the preceding motivation, lnQ⇤
t

assumes the following functional form:

lnQ⇤
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= a lnP
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+ b lnP
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where P
E,t

indicates price of electricity at time t, P
E,t�1 is the price of electricity one time period ago,

P
k,t

indicates the prices of all other material and energy substitutes (indexed by k) at time t, P
k,t�1 are the

corresponding lagged prices, and M
l,t

indicates other macroeconomic factors that might exogenously affect

industrial output (indexed by l).

Finally, we let f(t) be a flexible, non-linear function of time, which by itself probably provides a high

degree of explanatory power regarding electricity demand. For instance, a firm would use more electricity

during the day than at night simply due to a pre-determined 8-hour regular work day, and this amount is

used regardless of other factors.4

My general regression specification thus reduces to:
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lnP
k,t�1 (27)

+
X

all l

⇣
l

lnM
l,t

+
X

⌧

�
⌧

D
⌧

+ ✏
t

5. Data

5.1 Structural cost function model data

Quarterly material, labor and capital costs were obtained from the Annual Enterprise Survey and the Eco-

nomic Survey of Manufacturing from Statistics New Zealand. Quarterly capital, labor, material and energy

price indices (aggregated and averaged over all industries), as well as the annual GDP deflator, were obtained

from the Infoshare website run by Statistics New Zealand. Annual electricity prices and consumption, and
4
Since we do not observe f(t) directly, one immediately notices that a huge amount of the movement in energy demand

comes from endogenous movement. Patrick and Wolak (2001) attempts to remove this endogenity by recovering the time trend

using spectral (Fourier) analysis. In contrast, if one assumes that there is no structural break in the data generating process,

one can also simply use a series of time-of-sample dummy variables to absorb the variation due solely to f(t). I chose to use

the latter method due to its greater simplicity in application.
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annual gas prices and consumption were obtained from the Ministry of Economic Development. Finally,

daily hydrology data was obtained from the Electricity Authority of New Zealand.

In order to create the relevant data set for estimation and analysis, I matched up the data from the

Infoshare website with the data from the Ministry of Economic Development by year and sector. Where

dollar-denominated volumes are used (for instance, sector output), all dollar-denominated values were de-

flated to year 2000 levels using the GDP deflator released by Statistics New Zealand. All quarterly data were

aggregated within ANZSIC sectors to an annual level. Total costs for each sector and time were calculated

by adding up the capital, labor, material and electricity costs. Factor shares for each sector and input were

then created by calculating each input cost as a fraction of total cost.

5.2 Partial adjustment model data

Monthly aggregated world, aluminum and forestry producer price indices were obtained from ANZ, whilst

monthly business confidence index and the NZX 50 stock index were obtained from Global Financial. Daily

hydrological data, as well as half-hourly electricity quantities and prices, were obtained from the Electricity

Authority of New Zealand. For this paper, I focused only on nine major industrial users with a direct

connection to the transmission network. Electricity prices and quantities for these users are publicly available.

6. Method of estimation

6.1 Structural cost function estimation

With the creation of the set of factor shares and total cost data, I estimated equations 17, 20, 22 and 23

using a (three-stage least squares) seemingly unrelated regression estimation method, with the imposition of

the constraints that all of the cross-price coefficients in each estimated equation sum up to unity in order to

preserve the convexity of the cost function. That is,

X

j

�
i,j

= 1 8j (28)

In addition, the factor share equation for materials was dropped to prevent perfect collinearity in the error

terms (since by creation, the factor shares sum to unity). Finally, electricity prices were also instrumented

with lake levels to avoid the endogenous setting of prices due to shifts in the demand curve.
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6.2 Partial adjustment model

As mentioned in the preceding section, I obtained half-hourly price and quantity data for each firm. In order

to investigate the very short, short and medium run price elasticities, I conducted my analysis on three levels

of aggregation: half-hourly (i.e. disaggregated data), daily and monthly, each corresponding to the very

short, short, and medium run price elasticity of electricity demand. This was done by calculating the total

amount of electricity consumed at each level of aggregation, and calculating the volume-weighted average of

prices for each level of aggregation. Equation 26 was then modified for each specific case as necessary.

At the half-hourly level, the exogenous variations in demand for electricity is most likely only a function

of electricity prices; that is, after controlling for time effects, all other factors in the linear demand equation

should drop out. It is a reasonable assumption. As the preceding cost function structural model suggests,

firms have rational expectations about future economic conditions, and thus already have a general produc-

tion plan in place. Specifically, a factory manager is most probably only given limited reign in altering energy

use within the day, since his or her factory output would have already been set in place the preceding year.

Therefore, such a manager would perhaps respond to excessive electricity use or excessively high prices by

slight alterations to their factory processes, but is unlikely to dramatically change their electricity demand.

Due to the high-frequency nature of the data, it is unlikely that changes in electricity consumption are

provoked by contemporaneous electricity prices. Rather, it is more likely that a factory manager reacts to

preceding electricity prices. Therefore, I modify equation 26 by dropping the P
k

and M
l

terms. The D
⌧

terms are week of sample time dummies to control for time effects. Moreover, I also included a set of firm

dummy variables to account for firm fixed effects. Here, �2 (the coefficient on the lagged price term) gives

us the price elasticity of demand of electricity.

A serious problem arises from the preceding firm fixed-effect specification due to its assumption of homo-

geneity in price elasticities across companies. That is, by construction, I assume that, whilst companies have

differing price elasticities of demand for electricity, they all asymptotically converge to the same average.

This assumption might not be entirely true; for instance, steel mills might have a statistically and econom-

ically significant different price elasticity compared to a pulp mill. Therefore, I ran separate regressions on

the data from each firm, and with �2 now giving us the price elasticity for each firm.

Another potential problem arises from the possibility of serial correlation in the error terms. Specifically,

due to the inclusion of a lag quantity term, serial correlation in the residuals might bias our results. Therefore,

I conducted first a sequential Box-Ljung test, and as a form of robustness check, a test for autocorrelation as

suggested by Wooldrige and Drukker. Both tests show significant correlation in the error terms. As a result,

the standard errors obtained for the preceding estimations were calculated using Newey-West standard errors
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to take into account of the serial correlation.

The daily level aggregation should most likely follow a similar data generating process as the half-hourly

level: that is, daily changes in electricity use are unlikely to be a result of contemporaneous macroeconomic

factors or prices. This is because factory managers are likewise unlikely to be able to respond to changes

in contemporaneous macroeconomic factors or prices within a day, and are most probably reacting to price

variations from the day before. However, due to the longer lag time in between observing a price change in

the last period and the current period, it is most likely that price elasticities should be slightly larger in the

short run.

Like the preceding estimation, I ran regressions for the full sample and at the firm level. D
⌧

here is now

a set of month-of-sample dummies that control for fixed effects. �2 again gives us the price elasticities.

In order to perform some element of robustness checks, I tested the validity of assuming a lack of feedback

from contemporaneous macroeconomics factors by using the NZX 50 stock index as a proxy for macroeco-

nomic trends. The NZX 50, being the main stock market of New Zealand, should capture significantly the

macroeconomic conditions of New Zealand. Therefore, I ran another batch of regressions on both the full

sample and at the firm level with the inclusion of the NZX 50 index as a control variable.

In addition, I ran another set of regressions using quarter-of-sample dummy variables in place of the

month-of-sample variables. This was done to reduce the number of dummy variables in my regression, and

thus increase the number of degrees of freedom in my regression. By doing so, I am able to achieve greater

statistical power. However, one cautions the use of these results, since the use of quarterly dummies would

indicate that business conditions within the same quarter are homogenous, which is rather unlikely.

Finally, due to presence of autocorrelation in the error terms, all standard errors are obtained using

Newey-West standard errors.

At the monthly level of aggregation, we should be able to observe the medium run price elasticity of

electricity demand. However, at this point, contemporaneous economic factors should start exerting their

effects. This is unsurprising, since a factory manager now has a whole month to observe and react to economic

and price changes. As a result, I used a set of control covariates that included producer price indices for

an aggregated world price index, for the forestry and related industries, and for the aluminum and related

industries; a business confidence index; and finally the NZX 50 stock price index. The producer price indices

are meant to controls for other input costs that would affect the demand of electricity. Specifically, increasing

production cost, holding all other factors constant, would most likely decrease industrial output as factories

attempt to reduce their cost. As a result, electricity demand will fall even with constant electricity prices.

These price indices will control for such an effect. Forestry and aluminum price indices were chosen due to

the large proportion of aluminum and forestry-related companies represented in this sample. The business
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confidence and NZX 50 indices, on the other hand, controls for output demand. Holding all else constant,

better macroeconomics conditions would create higher demand for industrial output. To maximize profits,

companies would therefore increase output even with electricity prices held constant. Therefore, both indices

seek to control for this effect. Unlike the estimation done at the half-hourly or daily level, �1 here gives us

the price elasticity of demand for electricity (that is, the coefficient on the contemporaneous price term).

Moreover, it is most likely that these economic factors follow the exact same trend as industrial output.

Like before, due to the presence of serial correlation in the error terms, all reported standard errors are

Newey-West standard errors.

Another important consideration is that electricity prices themselves are not exogenous to the model; that

is, there is feedback from contemporaneous and lagged electricity demand. As a result, the OLS estimates will

most likely be biased. It can be justifiably argued that the variation in prices over the time period of interest

are not spurred by the variation in quantity of electricity demanded. This is a particularly strong argument

due to the fact that electricity production in New Zealand is dominated by hydroelectric production, such

that electricity supply is largely out of the control of the producers. Therefore, price variations are usually

a result of supply factors, in particular, hydrological levels. As a result, simultaneity bias is probably not a

strong concern here, even though the estimates might be slightly downward biased. However, as a further

form of robustness check, I used hydrological lake levels as an instrument to produce an exogenous change

in electricity prices, and then use this predicted price values in the preceding regressions. This was done by

first scaling the lake levels at Pukaki, Tekapo and Taupo to their highest observed lake levels (i.e. to a value

between 0 and 1 inclusive), and then weighing them by their maximum storage values. Finally, I aggregated

the values to obtain an aggregate measure of lake levels across the country, and use this as an instrument in

predicting electricity prices. The two-stage least squares regression is as follows:

lnP
t

= lnLakeLevels+ �X + µ
t

(29)

lnQ
t

= ↵+ lnP
t

+ �X + ✏
t

(30)

where LakeLevels is the aggregated measure of lake levels as mentioned in the preceding paragraph, and

X are a vector of control covariates from the monthly regressions.

Finally, there might also be concerns that the imposition of a linear structure on logged prices unreason-

ably assumes a constant elasticity of demand at all price levels. Therefore, I modify each preceding regression

specification to the following specification:
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lnQ
t,i

= ↵
i

+ �1,i lnQt�1,i + �1,low,i

lnP
t,i

⇤ I
low

+ �1,high,i lnPt,i

⇤ I
high

+ �2,low,i

lnP
t�1,i ⇤ Ilow

+�2,high,i lnPt�1,i ⇤ Ihigh + �
i

X
i

+
X

i

�
i

Firm+ ✏
i,t

(31)

lnQ
t

= ↵+ �1 lnQt�1 + �1,high,i lnPt,i

⇤ I
high

+ �2,low,i

lnP
t�1,i ⇤ Ilow + �2,high,i lnPt�1,i ⇤ Ihigh

+�X + ✏
t

(32)

where X represents a vector of control covariates relevant to the regression specification for each level

of data aggregation, I
low

is an indicator variable that evaluates to 1 when prices are low (arbitrarily set as

any prices less than or equal to the price at the 90th percentile) and 0 otherwise, and I
high

is an indicator

variable that evaluates to 1 when prices are high (arbitrarily set as any prices more than the price at the

90th percentile) and 0 otherwise. This allows me to estimate the price elasticity of demand of a firm given

that prices are high or low.

7. Results and analysis

7.1 Structural cost function model

Table 4 reports the estimated structural parameters, while table 5 reports the average price elasticities across

sector and time, as well as the standard deviations, minimum, and maximum values. We see that the average

price elasticity of all industry is -1.454. This indicates that a one standard deviation increase in electricity

price will lead to a 65.6% decrease in electricity used. Such a decrease is economically significant. Moreover,

for firms that are one standard deviation away from the mean, their price elasticity is -1.687, indicating that

a one standard deviation increase in prices will lead to a 76.1% decrease in electricity consumed. As argued

earlier in section 4, this price elasticity is a long run price elasticity. Therefore, I conclude using this evidence

that the long run demand for electricity is in fact elastic.

A possible explanation for this price elastic behavior is due to the change in the type of capital stock over

time as firms try to be more efficient in their energy use. Alcott and Rogers (2012), for instance, explore

the possibility of consumers changing their capital stock over time as perceptions regarding energy efficiency

changes, and find that consumers do significantly reduce their energy consumption over a long period of time.

Indeed, by holding capital stock quasi-fixed, as my model does, it suggests that while firms are unable to

respond much to price changes in the short run, in the longer term, firms could invest in more energy efficient
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machinery and processes as they replace their depreciated capital stock, and thus reduce their energy use.

This explains the price elastic behavior in the long run.

Unfortunately, the estimated structural parameters are not statistically significant, suffering low statis-

tical power due primarily to the small number of observations. Moreover, my proposed model is a very

watered-down version of a cost function model that does not take into account of substitution effects from

other fuel sources, thereby suggesting that the estimates might be biased by omitted variable bias. In addi-

tion, the use of aggregated price indices, rather than prices that directly relate to the material, capital and

labor input of each sector, suggest the glossing over of heterogeneity between sectors. Finally, my estimation

assumes that the structural parameters stay constant throughout all 20 years. This is highly implausible.

Therefore, while the estimated price elasticities are huge and worthy of note, I advise the reader to be cau-

tious when interpreting these results. On a more positive note, the estimates parallel that of the literature.

Pindyck and Rotemberg (1983), for instance, report that firms are generally unit elastic (or slightly more

than unit elastic) in the long run. However, more work definitely needs to be done here.

7.2 Partial Adjustment Model

Table 8 reports the estimation results at the daily level when all the data are pooled together. The estimated

price elasticities (the coefficient on the lagged price term) ranged from -0.103 to -0.123, depending on the

extent of time controls used. Interestingly, the point estimates do not significantly differ from each other

(as suggested by their standard errors). Table 9 also reports the pooled regression results at the daily level,

but taking into account the non-linearities in firm behavior at different price levels. It shows that firms are

generally price inelastic at both price levels, but are slightly more elastic at higher price levels (estimates

range from -0.0712 to -1.39) than at lower price levels (estimates range from -0.0776 to -0.0976). There is,

however, no statistical difference between the two. Taken together, this suggests that, as a whole, the nine

firms are collectively price inelastic in the short run. Indeed, a one standard deviation increase in prices

would lead to a decrease of between 4.3% to 7.5%, a marginally economically significant result.

Tables 10 to 12 report the estimation done at the firm level for daily prices. The regression results reflect

the previous findings of inelastic demand. Price elasticities range from effectively 0 to -0.331 depending on

the extent of time controls used. Firm 4 (a wood product manufacturing plant) appears to be the most price

elastic of all nine firms, reporting estimates from -0.193 to -0.335.

Tables 13 to 15 report the same estimation while allowing for non-linearities in price behavior. Like the

preceding results, it reports generally inelastic demand for electricity. In addition, there does not appear to

be a statistical difference between the two.
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Table 15 reports the estimation done at the monthly level with all data pooled together. When estimated

using an OLS method, the point estimate (on the contemporaneous price term) comes up to -0.0700, whilst

the use of a 2SLS specification reduces the point estimate to -0.0335. This implies that a one standard

deviation increase in prices would lead to a decrease of between 2 to 4 percent. This is hardly economically

significant. Moreover, neither values are statistically different from 0.

Table 16 reports the estimation done at the monthly level with pooled data while taking into of non-

linearities in demand behavior. We see that at low price levels, the coefficient is not significantly different

from 0. On the other hand, the price elasticity at high price levels at marginally significant at 10%. The

point estimate, at -0.0718, tell us that a one standard deviation increase in prices lead to an approximately

4% decrease in electricity quantity demanded. This is not economically significant.

Finally, tables 18 and 19 report monthly regressions by firm, the former using an OLS specification,

the latter with a 2SLS specification. The 2SLS specification produces estimates of magnitude that are

consistently larger than the estimates produce by the OLS specification, suggesting that simultaneity bias

might have played a strong part in depressing the OLS estimates. The 2SLS estimates reports only two

values that are statistically significant at the 5% level: -0.184 for firm 1 (a wood product manufacturing

plant), and -0.0435 for firm 8 (a metal manufacturing plant). For firm 1, a one standard deviation increase in

prices leads to a 13.8% percent decrease in electricity used. This is economically significant. For firm 8, a one

standard deviation increase in prices leads to a 3.3% decrease in electricity used. This is not economically

significant.

As mentioned earlier in section 3, the partial adjustment model gives us an estimation of the short run

price elasticity of electricity; that is, it estimates the price elasticity of demand for electricity given quasi-fixed

inputs. We can therefore conclude that, taken together, the short run price elasticities of firms are highly

inelastic.

8. Conclusions and further research

The results from my estimation tells us that, whilst short-run electricity demand is highly inelastic, long-run

demand is generally elastic. Therefore, a price-based policy is suitable if our intention is to reduce carbon

emissions in the long run. If our intentions are to dramatically cut electricity demand in the short term,

policies based entirely on prices will be very costly for achieving significant carbon reduction. Therefore,

carbon taxes should not be seen as a short run solution.

Unfortunately, the long run price elasticity estimation suffer from numerous strong assumptions, namely
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the assumption of no structural break in the data generating process, no accounting for substitution effects

from alternate energy sources, and the assumption of homogeneity across sectors. Due to the short term

nature of this project, I was unable to collect sufficient data to address these issues. I suggest further research

into this issue taking account of the preceding factors.
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Appendix 1: Summary Statistics

22



Table 1: Summary Statistics for data used in estimation of cost function structural parameters

(1) (2) (3) (4) (5)

VARIABLES N mean sd min max

year 240 2,001 6.937 1,989 2,012

sales_ 210 4.433e+06 4.311e+06 309,272 2.236e+07

salaries_ 210 694,665 561,079 51,945 2.391e+06

stocks_ 210 732,409 613,478 50,451 2.729e+06

finished_ 210 1.469e+06 2.086e+06 70,396 1.331e+07

p_wageALL 210 1,080 146.9 889.7 1,340

p_capitalALL 240 1,073 138.2 875.1 1,305

p_manuALL 190 1,189 243.6 914.6 1,618

p_elec_deflated 230 92,751 41,844 58,487 185,348

Q_electricity 240 15,294 24,142 0.0182 91,804

capitalhat 190 1.665e+09 1.243e+09 7.295e+08 7.720e+09

agr_lakelevel 210 612,130 129,038 344,007 822,959

C_electricity 230 1.494e+09 2.791e+09 1,265 1.617e+10

C_materials 210 7.324e+08 6.135e+08 5.045e+07 2.729e+09

C_labor 210 6.947e+08 5.611e+08 5.195e+07 2.391e+09

C_capital 190 1.665e+09 1.243e+09 7.295e+08 7.720e+09

Cost 240 3.998e+09 3.640e+09 1,384 1.876e+10

S_electricity 230 0.316 0.370 4.38e-07 1

S_materials 210 0.210 0.135 0.0328 0.745

S_labor 210 0.205 0.130 0.0120 0.702

S_capital 190 0.421 0.160 0.0471 0.749

logP_electricity 230 11.35 0.403 10.98 12.13

logP_materials 190 7.061 0.200 6.818 7.389

logP_labor 210 6.976 0.134 6.791 7.201

logP_capital 240 6.970 0.126 6.774 7.174

logsales 210 14.97 0.798 12.64 16.92

loglake 210 13.30 0.224 12.75 13.62

investmentcost_t1 179 3.690e+07 5.604e+08 -2.737e+09 3.665e+09

investmentcost_t0 179 3.874e+07 5.884e+08 -2.874e+09 3.848e+09

laborcost_t1 200 1.136e+06 2.117e+08 -1.559e+09 1.175e+09

laborcost_t0 200 1.193e+06 2.223e+08 -1.637e+09 1.234e+09

‘
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Table 2: Summary statistics for data used for partial adjustment model, daily level

VARIABLES N mean sd min max

price 24,216 52.47 31.89 0.00980 228.7

quantity 24,216 4.891e+11 1.269e+12 5.226e+06 4.453e+12

nz50 24,216 2,403 864.8 1,241 4,333

logNZX 24,216 7.726 0.334 7.123 8.374

gdpdeflator 24,216 93.60 7.288 84 109.5

count 24,216 1,351 785.0 1 2,801

Table 3: Summary statistics of data for partial adjustment model, monthly level

VARIABLES N mean sd min max

gxp 1,157 5.025 2.601 1 9

price 1,157 52.75 32.65 9.704 235.2

quantity 1,157 1.481e+13 3.855e+13 7.623e+09 1.374e+14

nz50 1,157 2,414 861.9 1,288 4,285

businessconfidence 1,157 99.47 1.606 96.32 103.3

gdpdeflator 1,157 93.76 7.210 84 109.5

worldprice 1,157 145.4 19.95 111.3 190.7

forestry_products 1,157 122.0 15.92 90.75 171.8

aluminum 1,157 143.4 26.71 105.7 217.7

Pukaki_scaled 1,157 29,337 9,741 7,806 46,215

Tekapo_scaled 1,157 12,792 3,702 4,937 19,302

Taupo_scaled 1,157 10,170 3,684 1,872 17,469

agr_lakelevel 1,157 52,299 14,031 19,137 81,865

I_low 1,157 0.799 0.401 0 1

I_high 1,157 0.201 0.401 0 1

count 1,157 64.93 37.37 1 132
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Appendix 2: Cost function structural

parameters estimation results
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Table 4: Estimated Structural Parameters Of Cost Function Model

(1) (2) (3) (4) (5)
VARIABLES S_electricity S_materials S_labor investmentcost_t1 laborcost_t1

logP_electricity -0.128 -0.237 -0.0915
(0.117) (0.326) (0.206)

log_labor 0.464 -0.0271 0.288
(0.931) (0.416) (0.358)

log_capital 0.943 1.019 0.128
(0.932) (1.591) (1.026)

logsales -0.0224 0.0245* 0.0379***
(0.0308) (0.0130) (0.0115)

investmentcost_t0 -0.198***
(0.0724)

laborcost_t0 0.0805
(0.0718)

Constant -5.866*** -3.479 -1.906 -1.575e+07 4.234e+06
(0.682) (6.238) (3.908) (4.261e+07) (3.729e+06)

Observations 159 159 159 159 159
R-squared 0.032 -0.008 0.051 0.052 0.007

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 5: Summary statistics of estimated elasticities (as derived from structural parameters)

No. of observations mean standard deviation min max
elasticity 180 -1.454 0.233 -2.167 -1.078
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Appendix 3: Partial adjustment model results
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Table 8: half-hourly data, full sample with fixed effects

(1)

VARIABLES logq

L.logq 0.976***

(0.000578)

logp 0.00630***

(0.000358)

L.logp -0.00540***

(0.000358)

Constant 0.190***

(0.00463)

Observations 1,720,016

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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Table 9: Daily data, full sample

(1) (2) (3)

VARIABLES logq logq logq

L.logq 0.816*** 0.809*** 0.804***

(0.0160) (0.0161) (0.0160)

logp 0.129*** 0.133*** 0.140***

(0.0251) (0.0256) (0.0254)

L.logp -0.123*** -0.113*** -0.103***

(0.0243) (0.0239) (0.0243)

logNZX 0.0394*** -0.206 -0.0824

(0.0124) (0.173) (0.308)

Constant 3.321*** 5.129*** 4.209*

(0.326) (1.311) (2.263)

Observations 24,697 24,697 24,697

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Note: (1) no time controls; (2) with quarter and year time controls; (3) with month and year time controls
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Table 10: Daily data, full sample. Non-linear price behavior specification

(1) (2) (3)

VARIABLES logq logq logq

L.logq 0.713*** 0.700*** 0.695***

(0.0203) (0.0205) (0.0202)

c.I_low#c.logp 0.116*** 0.124*** 0.129***

(0.0190) (0.0194) (0.0198)

c.I_high#c.logp 0.154** 0.133** 0.122*

(0.0645) (0.0636) (0.0661)

c.I_low#cL.logp -0.0976*** -0.0884*** -0.0776***

(0.0169) (0.0167) (0.0169)

c.I_high#cL.logp -0.139** -0.104 -0.0712

(0.0649) (0.0637) (0.0673)

logNZX 0.0271** -0.224 0.0469

(0.0116) (0.158) (0.278)

Constant 5.438*** 7.415*** 5.330**

(0.423) (1.237) (2.100)

Observations 24,207 24,207 24,207

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Note: (1) no time controls; (2) with quarter and year time controls; (3) with month and year time controls
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Table 17: Monthly data, full sample

(1) (2)

VARIABLES logq logq

L.logq 0.525*** –

(0.0483) –

logp -0.0700 -0.0335

(0.0693) (0.0712)

L.logp – -0.0460

– (0.0926)

lognz50 0.0534 0.118**

(0.0368) (0.0483)

logworldp 0.275** -0.937

(0.132) (0.909)

logforestp -0.0473 0.432**

(0.192) (0.184)

logaluminiump -0.127 0.217

(0.137) (0.175)

Constant 9.503*** -0.477***

(2.930) (0.0903)

Observations 1,160 1,148

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Notes: (1) OLS specification with newey-west standard errors; (2) 2SLS specification with lake levels as
instruments, with newey-west standard errors
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Table 18: Monthly data, full sample. Non-linear price specifcation

(1)
VARIABLES logq

L.logq 0.641***
(0.0394)

c.I_low#c.logp 0.0219
(0.0162)

c.I_high#c.logp -0.0718*
(0.0427)

c.I_low#cL.logp -0.00779
(0.0159)

c.I_high#cL.logp 0.0813*
(0.0440)

lognz50 0.0342
(0.0272)

logbc -0.0202
(0.389)

logworldp 0.103
(0.0944)

logforestp 0.119
(0.0867)

logaluminiump -0.183***
(0.0521)

Constant 8.043***
(2.034)

Observations 1,148
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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