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A continuum gas–solid model that includes descriptions for solid frictional stress and a turbulent gas phase is evaluated against published experimental measurements of mean and fluctuating velocity inside the jet plume region of a bubbling fluidized bed with a high-speed vertical jet injection. The main uncertainties in closure relations necessary in the continuum model are first identified and then determined using available experimental data. The overall model shows good agreement with both the gas and particle experimental velocity profiles. The trends in the centerline mean and fluctuating velocity with change in the fluidized state of the emulsion are also captured favorably. Main deviations between the model and experiment are noted and possible reasons for the mismatch are discussed. © 2013 American Institute of Chemical Engineers AIChE J, 59: 3247-3264, 2013
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Introduction

A bubbling fluidized bed with high-speed jet injection is commonly encountered in the gasification of coal or biomass. The bubbling emulsion action and the jet plume (void region close to the jet orifice) formation produces good contacting between the particles and gas medium resulting in favorable mixing properties. Predicting bubbling bed flows with high-speed jet injection is, therefore, essential for better understanding and design of gasifiers as well as many more industrial processes. Descriptions for such flows can be divided into two categories—semiempirical methods and hydrodynamic/computational modeling. In semiempirical methods, correlations are derived for engineering properties such as jet penetration length and shape as a function of operating conditions. Empirical correlations do not provide all the information necessary to understand the flow in detail and are susceptible to scale-up issues since they make macroscopic assumptions. On the other hand, continuum or two-fluid modeling involves solving differential equations which are based on first principles. It predicts complete flow behavior of the full-scale system, including microscopic details, making it more versatile and economically suitable. In continuum modeling, the particles are assumed to form a continuous fluid-like phase, and constitutive relations are developed to close the continuum equations. However, appropriate description of these closure relations is a major challenge with continuum modeling.

The closure models required in the continuum framework are solid-phase kinetic and collisional stress, solid-phase frictional stress, gas-phase stress, and gas–solid drag. Further, if the gas phase is turbulent, a two-phase turbulence model that accounts for fluctuating energy transfer between the two phases is also required. An overview of closure model descriptions that have been used in the continuum framework can be found in Curtis and van Wachem, van Wachem and Almstedt, and van Wachem et al. Closure models can be characterized as well-established if they have been successfully tested over a wide range of flow conditions and applications. As will be noted when describing the continuum model later in this article, while the descriptions for solid-phase kinetic and collisional stress, gas-phase stress, and gas–solid drag can be considered fairly well-established, the main uncertainties lie in the descriptions for solid-phase frictional stress, and turbulence interaction. In predominantly dense flows (ε > 20%) the gas-phase turbulence may be neglected and in relatively dilute flows (ε < 50%) the frictional contribution to solid stress can be neglected. However, in bubbling flows with a high-speed jet injection, the solid volume fraction ranges from less than 1% in the jet plume region to close to maximum packing in the dense emulsion region, hence both these closures are significant in accurately predicting the flow details (Figure 1).

Since continuum modeling fundamentally assumes that particles behave like a continuous fluid phase and
encompasses some empiricism in closure relations, validating model predictions against experimental measurements is crucial in identifying the detail to which continuum modeling can be successfully applied. Validation studies involving continuum modeling of gas–solid bubbling bed flows have been conducted by numerous authors as discussed below.

Bubbling bed flows can be generally classified as uniformly fluidized beds and jet injection studies. Continuum modeling of bubbles formed in uniform fluidized beds compare model predictions and experimental measurements of bubble size, bubble shape, bed expansion, bubble rise velocity, solids distribution, and bed dynamics.5–9 Experimental data are typically obtained from a variety of imaging techniques such as radioactive particle tracking, optical probe, and electrical capacitance tomography. Validation studies involving jet injection into a packed bed have been mostly spouted bed studies.10–16 These compare fountain height, spout diameter, and minimum spouting velocity using data from digital camera and pressure transducer.10,11 More detailed evaluations of solids concentration, particle velocity, and granular temperature profiles have been made inside the spout region with the help of experimental data obtained from optical fiber probe and particle image velocimetry (PIV) techniques.12–17 However, no comparisons were made against gas velocity profiles. In the case of jet injection into a fluidized bed leading to a single bubble formation, comparisons between model and experiments have been made for bubble size and shape5 and also time-averaged porosity distribution as new bubbles form and rise continuously.18,19 The experimental data used for validation come from high-speed camera and optical probe measurements made for a jet injection velocity of 10 m/s and at minimum fluidization conditions. In the case of jet injection leading to spout formation in fluidized beds (referred to as a jet plume in this article), the vector plot of particle movement near the spout and area-averaged particle flux have been validated against experimental PIV measurements by Zhonghua and Mujumdar.14 In their study, a jet velocity of 20 m/s was considered at a fluidization ratio of 1.5 times the minimum fluidization velocity. While most studies concerning jet injection into a fluidized bed deal with relatively low jet velocities (less than 20 m/s) where the turbulence in the gas phase is typically suppressed by particles, a few continuum modeling studies of high-speed jet injection can be found in literature.20–22 Horizontal jets of velocity up to 250 m/s injected into a fluidized bed were modeled and evaluations were made only against macroscopic properties of jet penetration length and expansion angle.20,21 A more detailed continuum model validation of high-speed jet injection into a fluidized bed was conducted by Ettehadieh et al.22 A vertical jet of velocity 90 m/s injected into a fluidized bed operated at minimum fluidization velocity was compared against mean gas and particle velocity, and solids fraction, obtained using pressure measurements and high-speed movies. However, no comparisons in the fluctuating velocities of either phase were made.

To summarize earlier validation studies, even the most detailed comparisons between experiment and continuum modeling of bubbling bed flows have been limited to mean

---

Figure 1. The significance of turbulent and frictional stresses relative to drag, in a bubbling fluidized bed with a jet injection.

The simulation conditions are for $V_j = 92$ m/s and $V_j = 1.5V_{mf}$ at $t = 15$ s. The continuum model used is the same as the final model developed in this article. (a) Gas volume fraction, (b) turbulent stress/(turbulent stress + drag), and (c) frictional stress/(frictional stress + drag). [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
velocity, mostly that of particles, and granular temperature profiles. Also, there are very few works that evaluate high-speed jet injection into a fluidized bed. In the present study, both gas and particle, mean and fluctuating velocity profiles inside a high-speed jet plume with varying fluidization levels are evaluated against the recent experimental work that used laser Doppler velocimetry (Rangarajan D, Mychikowsky AG, Curtis JS, Ceccio SL. Effect of emulsion fluidization state on the fluctuations in gas and particle velocities inside the plume of a gas jet penetrating a fluidized bed. Powder Technol. 2011; submitted).23 The experiments also provide the fluidization curve measured using a pressure gauge and digital videos of particle movement.

The aim of the present work is two-fold:

1. To determine appropriate closure relations that are necessary in a continuum model to describe bubbling beds with a high-speed jet injection, by conducting a series of test cases with increasing complexity.

2. Evaluate the bubbling bed continuum model predictions against two-phase experimental velocity measurements which have been made at a detailed level.

Model Description

Governing equations

The governing equations follow from the volume averaged equations of Anderson and Jackson26 applied to gas–solid flows. Continuity and momentum balance equations are solved for each phase as shown below.

\[
\frac{\partial (\varrho_g \varrho_s)}{\partial t} + \nabla \cdot (\varrho_g \varrho_s \mathbf{u}_g) = 0
\]

\[
\frac{\partial \varrho_s}{\partial t} + \nabla \cdot (\varrho_s \mathbf{u}_s) = 0
\]

\[
\varrho_s \frac{\partial \mathbf{u}_s}{\partial t} + \varrho_s \mathbf{u}_s \cdot \nabla \mathbf{u}_s = -\varrho_s \nabla \mathbf{p}_s + \nabla \cdot \mathbf{T}_s + \mathbf{S}_s + \epsilon_s \mathbf{u}_s - \epsilon_s \mathbf{u}_g + \mathbf{n}_s
\]

Here, \( t \) is time, \( \varrho_g \) is the gas volume fraction, \( \epsilon_s \) is the solids volume fraction (note that the conservation of total volume requires an additional independent relation between volume fractions such that \( \epsilon_g + \epsilon_s = 1 \)), \( \mathbf{u}_g \) is the gas mean velocity, \( \mathbf{u}_s \) is solids mean velocity, \( \mathbf{p}_s \) is the gas density, \( \varrho_s \) is the solids density, \( \mathbf{p}_s \) is the gas pressure, and \( g \) is the acceleration due to gravity.

To close the above set of equations, constitutive relations are needed for the gas-phase stress, \( \mathbf{T}_s \), drag force per unit volume, \( F_{Db} \), and solid-phase stress, \( \mathbf{S}_s \). The solid-phase stress is further divided into two additive Components, the kinetic and collisional component, \( \varrho_s \mathbf{u}_s^2 \), and the frictional component, \( \varrho_s \mathbf{u}_s^2 \).

Gas–solid drag

Drag models represent the momentum transfer between the mean velocity components of both phases. The drag force per unit volume \( F_{Db} \) is given by

\[
F_{Db} = \beta (\mathbf{u}_g - \mathbf{u}_s)
\]

Model development for the friction coefficient \( \beta \) has been mainly semitheoretical in literature. Drag models contain physical parameters and have been tested over a wide range of flow regimes over the years. Though there are multiple expressions for friction coefficient in literature there is fairly good agreement on the Wen and Yu25 expression when dealing with fluidization flows.25–29 Therefore, the well-established Wen and Yu25 drag expression is used to close the gas–solid drag force in the present continuum model.

\[
\beta = \frac{3}{4} C_D \frac{\varrho_g \varrho_v \epsilon_s \mathbf{u}_g - \mathbf{u}_s}{\varrho_s} \mathbf{u}_g^{-2.65}
\]

\[
C_D = \begin{cases} 
24(1 + 0.15 \text{Re}^{0.687}), & \text{Re} < 1000 \\
\text{Re}^{0.44}, & \text{Re} > 1000 
\end{cases}
\]

(8)

where \( d_p \) = particle diameter, \( C_D \) = drag coefficient, and \( \text{Re}_p \) = particle Reynolds number.

Gas-phase stress

To describe the turbulent gas phase, a standard high Reynolds number k-epsilon model modified to account for the presence of a particle phase is adopted. Such an approach has been successfully used in many turbulent two-phase flows.12,29–31

\[
\varrho_g \frac{\partial \varrho_g}{\partial t} + \varrho_g \frac{\partial \mathbf{u}_g}{\partial t} \cdot \nabla \varrho_g = \nabla \cdot \left( \varrho_g \frac{\mathbf{u}_g - \mathbf{u}_s}{\varrho_s} + \mathbf{n}_s \right)
\]

\[
\varrho_g \frac{\partial \mathbf{u}_g}{\partial t} + \varrho_g \frac{\partial \mathbf{u}_g}{\partial t} \cdot \nabla \mathbf{u}_g = -\varrho_g \nabla \mathbf{p}_g + \nabla \cdot \mathbf{T}_g + \mathbf{S}_g + \epsilon_g \mathbf{u}_g - \epsilon_g \mathbf{u}_s + \mathbf{n}_e
\]

Most terms in the above equations are analogous to the single-phase turbulence model. The \( k \) and \( \epsilon \) equations represent the balance of convective and diffusive transport with the production and dissipation of turbulent kinetic energy and turbulent energy dissipation, respectively. The main change in the two-phase equations is in the presence of a turbulence modulation term, \( \mathbf{n}_e \). This term represents the enhancement or damping of turbulent kinetic energy due to the presence of a particle phase. The closure for this term is not well-established in literature and will be discussed in the turbulence interaction terms section. The model constants in the k-epsilon equations are specified to be \( \sigma_k = 1.0, \ \sigma_\varepsilon = 1.3, \ C_{1k} = 1.44, \ C_{2k} = 1.92, \ C_{3k} = 1.22, \) and \( C_{\mu} = 0.09. \)

Solid-phase kinetic and collisional stress

The stress experienced by the particles due to translation and instantaneous collisions is referred to as solid-phase kinetic and collisional stress \( \mathbf{n}_e \). Kinetic and collisional stress depends on the magnitude of particle velocity fluctuations \( \mathbf{u}_s \), also called granular temperature, \( \theta \).
\[ \theta = \frac{1}{3} \left( \overrightarrow{u_0} \cdot \overrightarrow{u_2} \right) \]  

(13)

Therefore, a granular energy balance is solved along with the other governing equations.

\[ \frac{3}{2} \rho_e \varepsilon_0 \left[ \frac{\partial \theta}{\partial t} + \overrightarrow{u}_0 \cdot \nabla \theta \right] = \nabla \cdot (\kappa_s \nabla \theta) + \sigma_e^{k}: \nabla \overrightarrow{u}_0 - \varepsilon_0 \rho \overrightarrow{J}_s + \pi \theta \]

(14)

This balance generates three additional terms that require closure, namely, granular conductivity \((\kappa_s)\), collisional dissipation \((J_s)\), and the granular temperature modulation \((\pi \theta)\). The solid-phase kinetic and collisional stress, granular conductivity, and collisional dissipation are expressed in terms of granular temperature, in a fashion analogous to the kinetic theory of gases but accounting for inelastic particle collisions and the fact that particles occupy space (Eqs. 15). These equations were theoretically derived by Lun et al.\(^{32}\) for spherical particles, with restitution coefficient \(e\), in vacuum. A slightly modified version of Lun et al.\(^{32}\) proposed by Agrawal et al.\(^{33}\) that accounts for interstitial gas, is adopted to describe the solids viscosity and solids conductivity in the present study.

\[ \sigma_e^{kc} = \left(-p_e^{kc} + \eta \frac{5}{6} \nabla \cdot \overrightarrow{u}_0 \right) \frac{2}{3} + \mu_e^{kc} \left( \nabla \overrightarrow{u}_0 + \nabla \overrightarrow{u}_0^T - \frac{2}{3} \left( \nabla \cdot \overrightarrow{u}_0 \right) I \right) \]

(15)

\[ p_e^{kc} = \frac{2 + 3z}{3} \left[ \frac{\mu_e^{kc} + \varepsilon_0 \rho \theta (1 + 4 \eta) \varepsilon_{a_0} \varepsilon_0}{g_0 \eta (2 - \eta)} \right] + \frac{8}{5} \eta \varepsilon_{a_0} \varepsilon_0 \frac{1 + 3 \eta \mu_e^{kc}}{\eta \varepsilon_{a_0} \varepsilon_0}; \quad z = 1.5 \]

(16)

\[ \mu_e^{kc} = \frac{1}{\varepsilon_0 \varepsilon_{a_0} \varepsilon_0} \frac{5 \mu_e^{kc} + 2 \mu_e^{kc} + (2 \mu_e^{kc})}{5 \mu_e^{kc} + 2 \mu_e^{kc} + (2 \mu_e^{kc})} \left( \frac{\rho_e}{\rho_e} \right); \quad \eta = (1 + e)/2 \]

(17)

\[ \rho_e^{kc} = \frac{256}{5 \pi} \mu_e^{kc} \varepsilon_{a_0} \varepsilon_0; \quad \eta = \frac{}{} \]

(18)

\[ \kappa_s = \left( \frac{\kappa_s}{g_0} \right) \left[ \left( 1 + 12 \eta \varepsilon_{a_0} \varepsilon_0 \right) + \frac{12}{5 \eta \varepsilon_{a_0} \varepsilon_0} \right] \left( 1 + \frac{12}{5 \eta \varepsilon_{a_0} \varepsilon_0} \right) \]  

(19)

\[ \kappa_s = \frac{\rho_e \varepsilon_{a_0} \varepsilon_0 \theta}{\rho_e \varepsilon_{a_0} \varepsilon_0 + \frac{6 \varepsilon_0}{\varepsilon_{a_0} \varepsilon_0}} \]

(20)

\[ J_s = \frac{48}{\sqrt{\pi \eta \varepsilon_0 \varepsilon_0}} \frac{\varepsilon_{a_0} \varepsilon_0}{d_p} \theta^{3/2} \]

(21)

The above equations, also referred to as granular kinetic theory, have been applied in gas–solid flows successfully over dilute\(^{29,33}\) and dense regimes\(^{13,21,26,34}\) and there is generally good agreement in literature. The radial distribution function at contact \((g_0)\) is expressed using the equation of Carnahan and Starling\(^{35}\) in the present study.

\[ g_0 = \frac{1 - 0.5 \varepsilon_s}{\varepsilon_s} \]

(22)

The closure for the interaction term, \(\pi \theta\), will be described in the turbulence interaction term section.

### Solid-phase frictional stress

In the emulsion region of flow where solids volume fractions are high, an appropriate description of stress that accounts for the sustained contacts between particles is necessary while describing solid-phase stress. This stress, termed as frictional stress \((\sigma_F)\), is typically written in Newtonian form and added to the stress predicted by the granular kinetic theory, which assumes instantaneous collisions.

\[ \sigma_F^{k} = -\frac{1}{2} \mu_e^{k} (\nabla \overrightarrow{u}_0 + \nabla \overrightarrow{u}_0^T) \]

(23)

\[ \sigma_F = \sigma_F^{k} + \sigma_F^{\varepsilon} \]

(24)

Empirical theories derived from soil mechanics concepts have been traditionally used to model the frictional pressure \((p_F^{k})\) and viscosity \((\mu_F^{k})\) terms in the above equation. Numerous friction model validation studies\(^{8,19,26,36–38}\) can be found in literature ranging from simple flows such as bin discharge\(^{26,36}\) to more complex bubbling bed flows.\(^{37}\) Frictional models contain many empirical constants and there is no consensus on the best form of frictional stress yet.

Two commonly used expressions for frictional pressure come from Syamlal et al.\(^{39}\) and Johnson et al.\(^{40}\) The Syamlal et al.\(^{41}\) expression is a power law function of solids volume fraction that is activated only when the solids volume fraction exceeds the maximum packing limit. Numerous authors have recognized the deficiency of this model which predicts no frictional stress below the packing limit.\(^{36,38}\) Therefore, in the present article, a widely accepted form of frictional pressure based on Johnson et al.\(^{40}\) is used and the granular assembly is assumed to deform without any volume change (critical state).

\[ p_F^{k} = \begin{cases} 0 \left( \varepsilon_s - \varepsilon_s^{\text{max}} \right)^{10}, & \varepsilon_s > \varepsilon_s^{\text{max}} \\ \frac{F_F}{(\varepsilon_s^{\text{max}} - \varepsilon_s)} (\varepsilon_s - \varepsilon_s^{\text{min}})^{4}, & \varepsilon_s^{\text{min}} \leq \varepsilon_s \leq \varepsilon_s^{\text{max}} \\ 0, & \varepsilon_s \leq \varepsilon_s^{\text{min}} \end{cases} \]

(25)

However, the above expression contains material-dependent empirical constants, \(F_F, r, a, \text{ and } \varepsilon_s^{\text{min}}\) which need to be determined. Following the arguments of Johnson et al.\(^{40}\) the values of \(r=2, s=5\) are chosen such that frictional pressure increases very rapidly as \(\varepsilon_s\) approaches \(\varepsilon_s^{\text{max}}\) and \(\varepsilon_s^{\text{min}}\) is chosen so that frictional forces vanish when the solids volume is below 50%. Johnson et al.\(^{40}\) chose the multiplier, \(F_F\), to match the material’s random packing fraction and studied flow down an inclined chute. However, a more appropriate calibration for \(F_F\) is necessary for fluidized bed flows, as is attempted in the present article.

Frictional viscosity has been traditionally modeled from approaches of Schaeffer,\(^{41}\) Savage,\(^{42}\) and Srivastava and Sundaresan.\(^{26}\) All the three approaches are largely based on soil mechanics and assume that frictional viscosity is directly proportional to the normal stress or frictional pressure. Savage\(^{42}\) model assumes that frictional viscosity decreases with increase in fluctuations in the solid strain rate, whereas the Schaeffer\(^{41}\) model assumes that frictional viscosity decreases with increase in the mean strain rate. The Srivastava and Sundaresan\(^{26}\) model is an ad-hoc combination of the other two models. Since different authors have used different approaches successfully, a comparative study with experiment is necessary to determine the frictional viscosity model most suitable for the present application.
These terms.\textsuperscript{27,28,43,44} There is fairly good agreement on the fundamental form of the interaction term in the granular energy equation, \( \pi_\theta \).

\[ \pi_\theta = \beta \left( \frac{\mathbf{u}_j \cdot \mathbf{u}_j - \mathbf{u}_s \cdot \mathbf{u}_s}{C_1} \right) = \beta \left( k_{sg} - 3\theta \right) \]  \hspace{1cm} (26)

However, there is no consensus on the form of cross-correlation term \( (k_{sg}) \) in literature. Different cross-correlation terms have been proposed and tested in specific, mostly very dilute, flow regimes.\textsuperscript{31,43,45,46} In the present article, the particle fluctuations are expected to be unaffected by the details of gas fluctuations in the dilute plume region since the Stokes number is very high (Rangarajan D, Mychkovsky AG, Curtis JS, Ceccio SL. Effect of emulsion fluidization state on the fluctuations in gas and particle velocities inside the plume of a gas jet penetrating a fluidized bed. \textit{Powder Technol.} 2011; submitted). Therefore, a form of cross-correlation proposed by Koch and Sangani\textsuperscript{46} that has been applied in dense-phase flows by Srivastava and Sundaresan\textsuperscript{26} is used here, to capture any interaction in the dense phase accurately.

\[ \beta k_{sg} = \frac{81 \nu_s |\mathbf{u}_s|}{40 D \nu_s \sqrt{\pi \theta}} \]  \hspace{1cm} (27)

The turbulence interaction model description in the turbulent kinetic energy equation (\( \pi_k \)), on the other hand, tends to be more fundamentally diverse.\textsuperscript{27,28,43} They differ in the mechanism for energy transfer which could be interphase drag or wake formation at the edge of particles, both of which could be significant in the high Reynolds number, dilute jet plume region. A general closure model for \( \pi_k \), suitable for bubbling beds with jet injection, is currently not available and needs to be determined with the help of specific experimental data.

**Boundary conditions**

Finally, the boundary conditions for particle velocity and granular temperature at the wall are obtained from the commonly used equations of Johnson and Jackson,\textsuperscript{47} who derived a semiempirical partial slip condition arising from collisional momentum loss at the wall. The value for the specularity coefficient \( (\psi) \), an empirical constant that estimates the degree of roughness at the wall, is chosen as 0.002 following Bolio et al.\textsuperscript{28}

\[ n \cdot \left( \frac{\sigma_{kk}^{bc} + \sigma_{kk}^{bc}}{c_{max}} \right) \frac{u_j}{|u_j|} + \left( n \cdot \sigma_{kk}^{bc} \cdot n \right) \tan \delta_w + \frac{\pi \sqrt{3} \psi \nu_s \sqrt{|u_j|}}{6c_{max}} = 0 \]  \hspace{1cm} (28)

### Table 1. Comparison of Closure Models Between MFIX and Present Study

<table>
<thead>
<tr>
<th>Closure</th>
<th>Term</th>
<th>MFIX Default</th>
<th>Present Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drag</td>
<td>Drag coefficient</td>
<td>Syamlal et al.\textsuperscript{39}</td>
<td>Same</td>
</tr>
<tr>
<td>Solid-phase kinetic and collisional stress</td>
<td>Pressure, viscosity, and granular conductivity</td>
<td>Agrawal et al.\textsuperscript{33}</td>
<td>Same</td>
</tr>
<tr>
<td></td>
<td>Collisional dissipation</td>
<td>Lun et al.\textsuperscript{32}</td>
<td>Same</td>
</tr>
<tr>
<td></td>
<td>Radial distribution function</td>
<td>Carnahan and Starling\textsuperscript{35}</td>
<td>Same</td>
</tr>
<tr>
<td>Solid-phase frictional stress</td>
<td>Frictional pressure</td>
<td>Syamlal et al.\textsuperscript{39}</td>
<td>Johnson et al.\textsuperscript{40} ( (r=2, s=5 ) and ( e_{\max}=0.5 ) \hspace{1cm} FTBD</td>
</tr>
<tr>
<td>Gas-phase stress</td>
<td>Frictional viscosity</td>
<td>Schaeffer\textsuperscript{41}</td>
<td>TBD</td>
</tr>
<tr>
<td>Gas-particle turbulence interaction</td>
<td>Turbulent viscosity</td>
<td>Standard k-epsilon</td>
<td>Same</td>
</tr>
<tr>
<td></td>
<td>Granular temperature modulation</td>
<td>Agrawal et al.\textsuperscript{33}</td>
<td>Same</td>
</tr>
</tbody>
</table>

### Table 2. System Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Experiment\textsuperscript{23}</th>
<th>Present Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_p )</td>
<td>Particle diameter</td>
<td>838 ( \mu ) m \hspace{1cm}</td>
<td>Same</td>
</tr>
<tr>
<td>( \rho_s )</td>
<td>Particle density</td>
<td>900 kg/m(^3)</td>
<td>Same</td>
</tr>
<tr>
<td>( E )</td>
<td>Particle-particle coefficient of restitution</td>
<td>–</td>
<td>0.9</td>
</tr>
<tr>
<td>( \epsilon_{\max} )</td>
<td>Particle-wall coefficient of restitution</td>
<td>–</td>
<td>0.5</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>Maximum packing fraction</td>
<td>–</td>
<td>0.65</td>
</tr>
<tr>
<td>( \omega_w )</td>
<td>Angle of internal friction</td>
<td>–</td>
<td>27 deg</td>
</tr>
<tr>
<td>( \delta_w )</td>
<td>Angle of wall friction</td>
<td>–</td>
<td>13 deg</td>
</tr>
<tr>
<td>( H_b )</td>
<td>Bed height at maximum packing</td>
<td>38 cm</td>
<td>Same</td>
</tr>
<tr>
<td>( T )</td>
<td>Gas temperature</td>
<td>–</td>
<td>298 K</td>
</tr>
<tr>
<td>( MW )</td>
<td>Gas molecular weight</td>
<td>29 (air)</td>
<td>Same</td>
</tr>
<tr>
<td>( \rho_g )</td>
<td>Gas viscosity</td>
<td>–</td>
<td>1.8e–5 kg/(ms)</td>
</tr>
<tr>
<td>( L )</td>
<td>Column width</td>
<td>0.457 m</td>
<td>Same</td>
</tr>
<tr>
<td>( H )</td>
<td>Column height</td>
<td>1 m</td>
<td>4.35 m</td>
</tr>
<tr>
<td>( W )</td>
<td>Column thickness</td>
<td>12.7 mm</td>
<td>Neglected</td>
</tr>
<tr>
<td>( V_j )</td>
<td>Vertical jet inlet velocity</td>
<td>92 m/s</td>
<td>Same</td>
</tr>
<tr>
<td>( D_j )</td>
<td>Vertical jet diameter</td>
<td>9.2 mm</td>
<td>Same</td>
</tr>
<tr>
<td>( l_{inj} )</td>
<td>Inlet pipe length</td>
<td>35 cm</td>
<td>Same</td>
</tr>
<tr>
<td>( V_{fl} )</td>
<td>Fluidization velocity</td>
<td>0, 20.3, 29, 37.7, 43.5 cm/s</td>
<td>Same</td>
</tr>
</tbody>
</table>
Here, $n$ is the unit normal to the wall, $\delta_w$ is the angle of wall friction, $e_s^{\text{max}}$ is the maximum packing fraction, and $\varepsilon_w$ is the coefficient of restitution between the particle and the wall.

Standard single-phase wall functions are imposed for the gas phase. The wall boundary conditions are not expected to play a major role in bubbling bed flows unlike pneumatic pipe flows which are significantly influenced by pipe walls.

**Model summary**

Appropriate closure models for the present gas–solid continuum framework have been carefully selected from currently available models. Most closure relations agree with the default models (Table 1) implemented in the US Department of Energy open source code, multiphase flows for interphase exchanges (MFIX). However, the description for three terms, namely, the multiplier in the frictional pressure expression, frictional viscosity model, and gas turbulence modulation term, still remain undetermined. The challenge lies in finding an appropriate way to close these terms before the overall continuum model may be validated in predicting the flow details inside the jet plume of a bubbling fluidized bed.

**Simulation Setup**

The model equations in the continuum framework were solved using MFIX. The details of the numerical technique can be found in Syamlal et al. The maximum residual at convergence was set to $10^{-3}$ for the continuity and momentum equations combined and $10^{-4}$ for the granular energy, turbulent kinetic energy, and turbulent dissipation equations, respectively. The particle properties, gas properties, and boundary conditions for the simulations were input in agreement with the real experimental system wherever possible (Table 2). The experiments were conducted in a bed of high-density polyethylene particles (Geldart B) with a high-speed vertical jet, and transverse velocity profiles were measured at different axial locations inside the jet plume. The variable in the experiments was the fluidization velocity, which was changed between 0 and 1.5 times minimum fluidization velocity. A detailed description of the experimental setup can be found in Mychkovsky. The main difference between the experiment and simulation parameters was in the column height. Experiments with a vertical jet were made in a short column with a wire screen installed at the top which prevented loss of particles. In simulations, the corresponding prevention of loss of solids from the top of the column was

\[
\mathbf{n} \cdot (\kappa_v \nabla \theta) = \frac{\pi \sqrt{3}}{6 e_s^{\text{max}}} \varphi \rho_s e_s^{\text{max}} \sqrt{\theta} |u_s|^2 - \frac{\pi \sqrt{3}}{4 e_w^{\text{max}}} \rho_s e_s^{\text{max}} \theta^2
\]

(29)

**Table 3. Details of the Meshes Used**

<table>
<thead>
<tr>
<th>Mesh Name</th>
<th>Along X-Direction from $x=0$</th>
<th>Along Y-Direction from Bottom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh 1</td>
<td>(50)9.14e-3 m</td>
<td>(50)1e-2 m, (10)5e-2 m</td>
</tr>
<tr>
<td>Mesh 2</td>
<td>(15)1.33e-3 m, (25)3.48e-3 m</td>
<td>(15)2.3e-2 m, (40)5e-3 m, (60)1.33e-2 m, (75)4e-2 m</td>
</tr>
<tr>
<td>Mesh 3</td>
<td>(30)6.67e-4 m, (50)1.74e-3 m, (20)6.08e-3 m</td>
<td>(15)2.3e-2 m, (80)2.5e-3, (120)6.67e-3 m, (150)2e-2 m</td>
</tr>
</tbody>
</table>

*Arrangement shows “(number of cells) size of each cell”.
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achieved by specifying a very tall domain which allowed the solids to fall back down. Though the experiments were conducted in the presence of acrylic bounding walls (pseudo-2D arrangement), the development of self-similar velocity profiles for both phases inside the jet plume has been consistent with the analytical Gaussian profile for two-dimensional jets. Therefore, the simulations conducted in this article were two-dimensional and the governing equations were not solved along the thickness direction.

Two different simulation domains and three different mesh arrangements have been used for simulations conducted in this article. The simulation domains and boundary conditions are shown in Figure 2 and the mesh arrangements are described in Table 3 and Figure 3. At the pipe inlet \((y=-L_{jn}, x=0)\) to \(D_j/2\) in Figure 2b, turbulence values of \(k_j=21 \text{ m}^2/\text{s}^2\) and \(e_j=2.5e4 \text{ m}^2/\text{s}^3\) were specified following standard computations fluid dynamics (CFD) guidelines corresponding to an inflow velocity of \(V_j=92 \text{ m/s}\). For simulations with nonzero fluidization rates, a wall condition was imposed immediately next to the exit of the inlet pipe for a short distance of approximately \(0.5D_j\) \((y=0, x=D_j/2 \text{ to } D_j)\) before fluidization inflow conditions were specified. This ensured that there was no conflict in the ghost cell implementation of boundary conditions and also allowed for the inflow velocity and turbulence values to decay gradually. The sensitivity of this distance on the results was found to be negligible. All simulations were started from a uniform loosely packed bed, \(e_s=0.5\), at stagnant conditions to speed up initial convergence.

Results and Discussion

The results are divided into four studies that compare simulation results with experimental data (Table 4). The first three studies find ways of describing the unclosed terms in the present continuum framework by benchmarking against available experimental data: Study 1 investigates the simple fluidization curve with the aim of independently determining the multiplier, \(Fr\); Study 2 investigates the dense emulsion behavior in the presence of a jet to identify an appropriate frictional viscosity description; Study 3 investigates the gas turbulence profile inside the jet plume of a spouted bed to determine the most suitable turbulence modulation expression. Finally, the last study validates the predictive capabilities of the final overall continuum model against detailed mean and fluctuating velocity measurements of gas and particles inside the dilute jet plume region of a bubbling fluidized bed. The experimental data used for benchmarking and final validation are obtained from the works of Mychkovsky,\(^{49}\) Mychkovsky and Ceccio,\(^{22}\) and Rangarajan et al. (Rangarajan D, Mychkovsky AG, Curtis JS, Ceccio SL. Effect of emulsion fluidization state on the fluctuations in gas and particle velocities inside the plume of a gas jet penetrating a fluidized bed. *Powder Technol.* 2011; submitted). Mesh insensitivity was ensured before making quantitative comparisons in Study 1 and Study 3. While the same fine mesh used in Study 3 was used in Study 4, the high fluidization case of \(V_fl/V_{mf}=1.3\) was simulated with double the grid

![Figure 3. Illustration of mesh arrangement: (a) Mesh 1. (b) Mesh 2.](https://example.com/figure3.png)
density in the emulsion region to check the influence of mesh on the time-averaged results. Negligible influence in the time-averaged mean and about 10% deviation in the time-averaged velocity fluctuations were observed.

**Study 1: Determining multiplier in frictional pressure expression**

Simulation domain 1 and Mesh 1 were used for this study as described in Figure 2a and Table 3, respectively. In this study, there is no vertical jet and hence no descriptions for the gas phase turbulence and gas turbulence interaction were necessary. The default form for frictional viscosity come from Srivastava and Sundaresan.\(^\text{26}\) Fluidization velocities ranging from \(V_f=5\) to 50 cm/s were simulated for different values of the multiplier \(Fr\). Each simulation was run for 3 s of real time, after which the gas pressure drop across the bed (\(\Delta P\)) reached a steady value. The continuum model pressure drop predictions were normalized and compared against experiment.

The sensitivity of the simulation fluidization curve to the multiplier \(Fr\) is shown in Figure 4. Increasing \(Fr\) decreases the slope of the packed bed pressure drop accompanied by an increase in the minimum fluidization velocity prediction. This is because with increase in \(Fr\), higher frictional forces are estimated between particles, resulting in a decrease in the packing fraction thereby decreasing the gas–solid drag. After attempting a range of values for \(Fr\), it was found that \(Fr=0.05\) Pa predicted closest agreement with experiment in terms of both the slope of the packed bed region, and the point where the packed bed and fluidization lines meet in the fluidization curve (Figure 4). However, it can be seen that the simulation is unable to capture the bump in the experimental curve close to minimum fluidization, which is expected since the model neglects electrostatic and cohesive effects between particles. To be consistent with the experiment, the minimum fluidization value in the present article is chosen to be \(V_{mf}=29\) cm/s, which falls just after the bump. Finally, it was ensured that the description for frictional viscosity did not affect pressure drop predictions by conducting the fluidization simulations using different viscosity models, including artificially imposing zero frictional viscosity (Figure 5). This study also shows how fluidization curves can be a robust tool to validate the empirical constants in the frictional pressure expression without the influence of other uncertainties in the continuum framework, such as the form of frictional viscosity or turbulence interaction.

**Study 2: Determining frictional viscosity model**

The aim of this study is to qualitatively compare the macroscopic flow pattern predicted by the continuum model in the presence of a jet against the experiment and to ensure that the key dense flow dynamics are captured by the frictional model. The simulation domain is shown in Figure 2b. A nonuniform mesh (Mesh 2) with more grids close to the jet orifice, where the gradients are expected to be high, was chosen for the study (Table 3). The turbulence interaction term is not expected to influence the qualitative dense phase behavior and was assumed to be zero in the continuum model adopted in this section. From the results of study 1,

![Figure 4. Sensitivity of the fluidization curve to frictional pressure multiplier and final match with experiment.](image)

![Figure 5. Effect of frictional viscosity expression in predicting the fluidization curve: \(Fr=0.05\) Pa.](image)

![Figure 6. Photographs of the experiment at increasing intervals of 1 s.](image)
the multiplier $Fr$ was chosen to be 0.05 Pa. Fluidization velocities of $V_{fl}=0$, $V_{mf}$, and $1.5V_{mf}$ were simulated for a period of 15 s of real time, and the macroscopic concentration predictions were compared with digital videos taken from experiment. Frictional viscosity description in the continuum model was changed between that of Savage as implemented in MFIX (Eq. 30) and Srivastava and Sundaresan (Eq. 31).

\[
\mu_s = \frac{\rho_f^3 \sin \delta}{\sqrt{2}} \frac{\mu_{kc}}{J_{es}S}\frac{1}{\sqrt{S_1 + \theta/d_p^2}} 
\]

Figures 6 show the dynamic flow behavior for the experiment and each of the frictional viscosity models with increasing fluidization velocity, at intervals of approximately 1 s real time. While the absolute time does not matter, a generous period of 5 s was given for the simulations from the start to avoid any effects of initial conditions. It is seen that in the experiment, the spouted bed case, $V_{fl}=0$, shows a generally steady behavior with a stable plume boundary formation. Upon increasing the fluidization velocity to $V_{mf}$, the plume boundary shows instability as it interacts with the fluidized emulsion region. Small, sparse bubbles can be seen in the emulsion region. At a still higher fluidization velocity...
of \( V_{fl} = 1.5V_{mf} \), the plume boundary displays high instability as large bubbles move toward and interact with the jet plume from the emulsion region (Figure 6). Similar qualitative behavior is captured by the Savage frictional viscosity expression, Eq. 30 (Figure 7). Conversely, corresponding predictions from Srivastava and Sundaresan form of frictional viscosity (Eq. 31), show unstable behavior at \( V_{fl} = 0 \), a stable plume boundary at a fluidization rate of \( V_{mf} \) and large bubbles in the emulsion that tend to move in distinct vertical channels away from the jet axis at fluidization rates of \( V_{fl} = V_{mf} \) and \( 1.5V_{mf} \) (Figure 8). The poor performance of the Srivastava and Sundaresan model (Eq. 31) in predicting the macroscopic flow pattern is estimated to be because this model tends to predict low frictional viscosity that makes the solid phase too liquid-like (Figure 9).

Finally, the fluidization case of \( V_{fl} = V_{mf} \) was simulated with Schaeffer viscosity model (Eq. 32) and was found to behave the same way as Srivastava and Sundaresan (Eq. 31), form suggesting that the mean strain rate dominates in predicting frictional viscosity in Eq. 31.

Figure 11. Streamwise velocity profiles for single phase jet.
(a) Mean velocity and (b) fluctuating velocity. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
Due to better match with macroscopic dynamics of the experiment, the Savage frictional viscosity expression (Eq. 30) is used in the present overall continuum model.

**Study 3: Determining turbulence modulation term**

Since the continuum model predicts turbulent kinetic energy and granular kinetic energy, whereas the experimental measurements provide fluctuating velocities only in the streamwise direction, anisotropies in the gas phase and particle phase have to be assumed before fluctuating velocity comparisons can be made. These assumptions regarding the anisotropy in the two phases may be avoided if the Reynolds stresses for the gas and solids phases are solved, as done in the works of Dan et al.\(^2\),\(^3\) However, this approach generates an additional six equations per phase and would add significant computational burden on the simulations. In the present article, the anisotropy in the gas phase turbulence is assumed to be the same as that of a single-phase planar turbulent jet.\(^5\) Conversely, the granular temperature is assumed to be isotropic based on the work of Jones\(^5\) who found that dilute flows of relatively large particles can be characterized by isotropic particle fluctuations. These assumptions simplify to

\[
\mu_s = \frac{\rho_s' \sin \delta}{\sqrt{2}} \frac{1}{\sqrt{S_x : S_z}} \quad (32)
\]

\[
\nu^g_0 = \sqrt{\frac{k}{1.088}} \quad (33)
\]

\[
\nu^p_0 = \sqrt{\bar{\theta}} \quad (34)
\]

A spouted bed simulation (\(V_p=0\)) was conducted and the gas fluctuating velocity profile at a height \(y=0.1\) m (10.87\(D_j\)) was matched with corresponding experimental data inside the jet plume. The frictional pressure multiplier and the closure for frictional viscosity were obtained from the...
findings of Study 1 and Study 2, respectively. Mesh 3 (Table 3), which is a mesh arrangement similar to Study 2, but with double the mesh density was used. The simulation required 2 s of real time to predict a steady profile. To determine the significant mechanisms for the enhancement or dampening of gas turbulence due to particles, three forms of gas turbulence modulation term were considered.

\[ p_k = 0 \]  
\[ p_k = p_k^{\text{drag}} \]  
\[ p_k = p_k^{\text{drag}} + p_k^{\text{wake}} \]  

The first form (Eq. 35) assumes that there is no influence of particle fluctuations on gas turbulence, the second (Eq. 36) assumes that any enhancement or dampening of gas turbulence is only through instantaneous fluctuations in drag, whereas the third form (Eq. 37) includes the turbulence enhancement due to the formation of particle wakes in addition to drag. A widely accepted general expression, with cross-correlation function consistent with the interaction term in the granular energy equation, is specified for the drag contribution (Eq. 38). The wake contribution description, on the other hand, tends to be mostly ad-hoc in literature and a slightly modified form of Lun, which results in turbulence enhancement at high particle Reynolds numbers \( (\text{Re}_p > 1000) \) is used in this study (Eq. 39).

\[ p_k^{\text{drag}} = \beta \left( k_{\text{sg}} \frac{\mu_k - \mu_g}{\mu_g} \right) = \frac{81 \mu_g^{\frac{1}{2}} |\mu_k - \mu_g|^2}{g \rho \sqrt{\pi \theta}} - 2\beta k \]  

\[ p_k^{\text{wake}} = 12 \frac{C_w \mu_k}{d_p^2} \; \mu_k = 0.029 \text{Re}_p \mu_g; \quad \text{Re}_p = \frac{\rho d_p v^2 (\mu_k - \mu_g)^2}{\mu_g} \]  
\[ C_w = \begin{cases} 0, & \text{Re}_p < 1000 \\ 2, & \text{Re}_p \geq 1000 \end{cases} \]  

Figure 13. Streamwise velocity profiles for \( V_{fl} = 0.7 V_{mfr} \).

(a) Mean velocity and (b) fluctuating velocity. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
From Figure 10, it is seen that when the effect of particles on gas turbulence is ignored, abnormally high values of turbulence are predicted in the dense regions. Including the effect of instantaneous particle drag on turbulence is able to avoid this unphysical behavior but under-predicts the centerline gas fluctuations suggesting that there is turbulence enhancement due to wake formation as one would expect for the relatively large 838 micron particles. Finally, the form of interaction term that includes both the effect of instantaneous particle drag and the enhancement due to particle wakes is able to avoid the unrealistically high turbulence in the dense regions and captures the gas fluctuations near the centerline accurately. Because of the realistic turbulence prediction and good match with experiment, the gas turbulence interaction model expressed in Eqs. 37 is used in the final continuum framework.

Study 4: Validation of the final continuum model

Before comparing detailed velocity profiles predicted by the two-phase model against experimental data, a single-phase validation was carried out using Mesh 3. Figure 11 shows excellent match between simulation and experiment in both mean and fluctuating velocity at heights $y=0.07$, 0.1, and 0.13 m. This match validates that the inlet conditions in the experiment are accurately captured in simulations and also confirms that there is no significant shortcoming in neglecting the bounding walls with regard to the single-phase case.

Finally, two-phase simulations with the same fine mesh used in Study 3 were conducted for $V_{fl}=0$, $0.7V_{mf}$, $1.3V_{mf}$, and $1.5V_{mf}$. The closure for the frictional pressure multiplier, frictional viscosity expression, and turbulence modulation term come from Study 1, Study 2, and Study 3, respectively (Table 4). As seen in the earlier studies, while the spouted bed case, $V_{fl}=0$ predicts steady profiles after 2 s of real time, the higher fluidization rates do not reach a steady state because of the dynamic emulsion phase. Therefore, these simulations were run for a long time, after which the time average of four quantities—the mean velocity,
standard deviation in the mean velocity, turbulent kinetic energy, and granular temperature—reached steady statistics in the region where experimental measurements were made. The time average for these quantities was calculated from \( t = 1 \) to \( t = 30 \) s at intervals of 0.1 s. To account for the contribution of unsteadiness in the mean velocities to the gas and particle fluctuations as measured in the experiment, the standard deviation with time in the mean streamwise velocities (\( v_{0g,\text{mean}}, v_{0s,\text{mean}} \)) were added to the corresponding gas turbulence and granular temperature contributions. The role of such a contribution to velocity fluctuations arising from the large-scale motion induced by the bubbling emulsion phase has been noted in the experiments at high fluidization rates (Rangarajan D, Mychkovsky AG, Curtis JS, Ceccio SL. Effect of emulsion fluidization state on the fluctuations in gas and particle velocities inside the plume of a gas jet penetrating a fluidized bed. Powder Technol. 2011; submitted).

\[
v_{g,\text{total}} = v'_{g} + v'_{g,\text{mean}} \quad (40)
\]

\[
v_{s,\text{total}} = v'_{s} + v'_{s,\text{mean}} \quad (41)
\]

Figures 12–16 show results of the continuum model simulations for the gas and particle mean and fluctuating velocity at heights \( y = 0.07, 0.1, \) and \( 0.13 \) m. It must be noted that the unsteady mean velocity contribution can be a significant portion of the total fluctuations at higher fluidization cases as summarized in Table 5. In general, there is good match between the simulation and the experiment for both phases with regard to the mean velocity and fluctuations. Deviations from experiment in the predicted centerline gas velocity at \( y = 0.07 \) m for \( V_{fl} = 0.7V_{mf} \) and \( V_{mf} \) and the predicted profile spread at \( V_{fl} = 0, 0.7V_{mf} \) and \( 1.5V_{mf} \) can be noted. The shape of the gas fluctuation profiles show deviation at high fluidization rates. To visualize the performance of the continuum model in capturing the bulk flow features associated with increasing fluidization velocity as observed in the experiment, that is, the velocity half-width (\( \lambda_{1/2} \)), centerline mean streamwise velocity, and centerline streamwise fluctuating
velocity are plotted against the level of fluidization at a height \( y = 0.1 \) m (Figures 17). The velocity half-width for each phase is defined as the distance in the \( x \)-direction, where the velocity is half the centerline velocity at the given height \( y \). It can be seen that the simulation is able to predict most of the qualitative behavior seen in the experiment. The centerline gas velocity decreases from single-phase to spouted bed, after which both the gas and particle centerline velocities tend to stay the same with increase in fluidization velocity (Figure 18). There is a decrease in gas turbulence from single-phase to spouted bed case and an increasing trend in both gas and particle fluctuations with increasing fluidization velocity (Figure 19). The main deviation in the qualitative behavior with respect to the fluidization ratio is seen in the model predictions of velocity half-widths for gas and particles. The simulation is not able to capture the increase in gas and particle velocity half-widths with increase in fluidization rate as observed in the experiment (Figure 17).

In such a complicated system, it is difficult to quantitatively estimate the reason for any mismatches between experiments and model predictions. Experimental repeatability tests estimate uncertainty in the measurements to be less than 15% (Rangarajan D, Mychkovsky AG, Curtis JS, Cecicio SL. Effect of emulsion fluidization state on the fluctuations in gas and particle velocities inside the plume of a gas

![Figure 16. Streamwise velocity profiles for \( V_\text{fl} = 1.5 V_\text{mf} \).

(a) Mean velocity and (b) fluctuating velocity. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

![Figure 17. Effect of increasing fluidization velocity on velocity half-widths at \( y = 0.1 \) m.

[Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

Table 5. Contribution of Unsteady Mean Velocity to the Total Fluctuations along the Centerline at \( y = 0.1 \) m.

<table>
<thead>
<tr>
<th>( V_\text{fl}/V_\text{mf} )</th>
<th>Gas</th>
<th>Solid</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7</td>
<td>29</td>
<td>21</td>
</tr>
<tr>
<td>1</td>
<td>42</td>
<td>24</td>
</tr>
<tr>
<td>1.3</td>
<td>53</td>
<td>35</td>
</tr>
<tr>
<td>1.5</td>
<td>47</td>
<td>23</td>
</tr>
</tbody>
</table>
jet penetrating a fluidized bed. Powder Technol. 2011; submitted). It is likely that the deviation in centerline velocities at a low height of $y=0.07$ m is because of some difference caused by the round pipe in the experiment which has been neglected in the simulation. The electrostatic effects between the bounding walls and particles responsible for the inward sloping top surface at $V_{\text{f}}=0$ (Figure 6a), might be causing the sharper velocity profile decay observed in experiment. Since the dynamic instabilities in mean quantities play a significant role in the fluctuating velocity at high fluidization rates (Table 5), it is possible that the deviation in the shape of gas fluctuations is because of the sources of fluctuations in the experiment, which are physical, are not precisely captured by the simulation, in which the sources of fluctuations are numerical. The addition of standard deviation in mean velocity to intrinsic turbulence is not entirely warranted, but a more rigorous approach would require deterministic turbulence models which would be computationally very expensive. The narrower spread in the velocity profiles at high fluidization rates obtained in simulation could be because of an insufficient description of the empirically based closure model for frictional stress.

Conclusions

A turbulent, frictional continuum model has been validated against two-phase mean and fluctuating velocity experimental data inside the jet plume region of a bubbling fluidized bed with a high-speed vertical jet injection. The descriptions for closure were selected from well-established relations wherever possible, and the main uncertainties were identified and determined by benchmarking against specific experimental measurements. In general, the continuum model shows good agreement with the two-phase mean and fluctuating velocities and is able to predict the experimental trends with increasing fluidization velocity reasonably well. Main discrepancies between model prediction and experiment are noted in the spread of velocity profiles and the shape of gas fluctuation profiles at high fluidization rates. Possible reasons for the mismatch are discussed.
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Notation

$C_1$, $C_2$, $C_3$, $C_{\mu}$, $\sigma$, $\sigma_e$ = constants in k-epsilon gas turbulence model

$C_D$ = drag coefficient
$D_i$ = inlet jet diameter, m
$d_e$ = particle diameter, m
$\epsilon$ = particle-particle restitution coefficient
$\epsilon_w$ = particle-wall restitution coefficient
$F_D$ = interphase drag force per unit volume, ML$^{-2}$T$^{-2}$
$F_{fr}$ = constant in frictional pressure expression, ML$^{-1}$T$^{-2}$
$g$ = acceleration due to gravity, LT$^{-2}$
$k$ = gas phase turbulent kinetic energy, L$^2$T$^{-2}$
$L$, $H$, $W$ = column width, height, and thickness, m
$L_p$ = inlet pipe length, m
$MW$ = molecular weight of gas
$p$ = pressure, ML$^{-1}$T$^{-2}$
$r$ = constant in frictional pressure expression
$Re_p$ = particle Reynolds number
$s$ = constant in frictional pressure expression
$S_s$ = solid rate of strain tensor, T$^{-1}$
$t$ = time, s
$T$ = temperature of gas, K
$u$ = velocity, LT$^{-1}$
$V_{\text{f}}$ = fluctuating velocity (turbulent contribution), LT$^{-1}$
$V$ = vertical component of mean velocity, LT$^{-1}$
$V_0$ = vertical component of fluctuating velocity (turbulent contribution), LT$^{-1}$
$v_{\text{mean}}$ = vertical component of fluctuating velocity (mean contribution), LT$^{-1}$

Figure 18. Effect of increasing fluidization velocity on mean streamwise velocity along the centerline at $y=0.1$ m.

[Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

Figure 19. Effect of increasing fluidization velocity on the streamwise fluctuating velocity along the centerline at $y=0.1$ m.

[Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
$v_{\text{total}}$ = vertical component of fluctuating velocity (mean turbulent contributions), LT$^{-1}$

$V_o$ = fluidization velocity, LT$^{-1}$

$V_i$ = vertical inlet jet velocity, LT$^{-1}$

$V_{\text{min}}$ = minimum fluidization velocity, LT$^{-1}$

$x, y$ = horizontal and vertical coordinates, L

$x_{1/2}$ = x length where the streamwise velocity becomes half centerline velocity, L

Greek letters

$\hat{z}$ = constant in granular theory

$\beta$ = gas-solids drag force coefficient, ML$^{-3}$T$^{-1}$

$\delta$ = angle of internal friction

$\Delta p/\Delta h$ = pressure drop per unit height, ML$^{-2}$T$^{-2}$

$\delta_w$ = angle of wall friction

$\varepsilon$ = gas turbulent energy dissipation, L$^{-2}$T$^{-3}$

$\varepsilon_m$ = volume fraction of phase m

$\eta$ = constant depending on particle restitution coefficient

$\theta$ = granular temperature, L$^2$T$^{-2}$

$\kappa_i$ = solids granular conductivity, ML$^{-1}$T$^{-1}$

$\mu$ = viscosity, ML$^{-1}$T$^{-1}$

$\eta_{\text{turb}}$ = turbulence enhancement due to granular energy exchange, ML$^{-1}$T$^{-3}$

$\eta_{\text{drag}}$ = drag contribution to gas turbulence enhancement, ML$^{-1}$T$^{-3}$

$\eta_{\text{wake}}$ = wake contribution to gas turbulence enhancement, ML$^{-1}$T$^{-3}$

$\rho_o$ = granular energy enhancement due to turbulence exchange, ML$^{-1}$T$^{-3}$

$\rho$ = density, ML$^{-3}$

$\sigma$ = stress tensor, ML$^{-2}$

$f$ = frictional

$\kappa_c$ = kinetic and collisional

$max$ = maximum packing

$min$ = intermediate packing

Subscript

$g$ = gas phase

$j$ = inlet jet conditions

$s$ = solid phase

Superscript

$f$ = frictional

$kc$ = kinetic and collisional

$max$ = maximum packing

$min$ = intermediate packing
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