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Thallium-bromide (TlBr), mercury-sulfide (HgS), and mercury-oxide (HgO) detectors have been investigated as room-temperature or close-to-ambient-temperature operational semiconductor gamma-ray spectrometers. The three-dimensional position-sensitive single-polarity charge sensing technique, successfully used on CdZnTe gamma-ray imaging spectrometers, has been applied to 5-mm thick TlBr detectors and has resulted in energy resolutions as good as 0.73% FWHM and 0.97% FWHM at 662 keV on the best anode pixel and from all nine pixelated anodes respectively. Furthermore, three-dimensional position-sensing readout technology enabled characterization of both initial transient behavior and room-temperature failure behavior as a function of three-dimensional location within the TlBr detector material. Cathode-side alpha-particle irradiation also enabled the study of the electron drift velocity as a function of detector depth during both initial and room-temperature transient phases. This work presents the latest spectroscopic performance, characteristic initial transient behavior observed at −20°C, and room-temperature failure behavior on a number of 5-mm thick TlBr detectors manufactured by Radiation Monitoring Devices. Experimental
results suggest uniform stable performance may be achieved through improved surface preparation and contact fabrication. This work also presents preliminary radiation and electronic response results for HgS and HgO detectors.
CHAPTER I

Introduction

1.1 Motivation for Thallium-bromide Development

Gamma-ray spectroscopy is required for many industrial, medical, science, and homeland security applications. Currently, high purity germanium (HPGe) detectors offer superior spectroscopic performance, but necessary cryogenic cooling presents challenges for practical use. Having low thermally generated charge carrier concentrations, wide-bandgap semiconductors allow for room-temperature operation. Of the available room-temperature semiconductor gamma-ray detector technologies (e.g. CdZnTe (CZT), CdTe, and HgI$_2$), CZT is spectroscopically the closest competitor to HPGe, achieving energy resolution as good as 0.48% FWHM at 662 keV [3].

Table 1.1 compares the properties of these traditional materials to those of thallium-bromide (TlBr), which has recently become a possible alternative material for room-temperature semiconductor gamma-ray detectors. Having a higher atomic number and density, TlBr has greater gamma-ray detection efficiency, and its wide bandgap permits low-noise operation at room temperature. Furthermore, because it has only one solid phase, a simple interpenetrating primitive cubic crystal structure (also known as the cesium-chloride structure), and a relatively low melting point (480°C), TlBr is ideal for melt growth, a relatively easy growth and purification process.
Table 1.1: Properties of Semiconductor Materials

<table>
<thead>
<tr>
<th>Material</th>
<th>Atomic Number</th>
<th>Density (g/cm³)</th>
<th>Band Gap (eV)</th>
<th>Ionization Energy (eV/e-h pair)</th>
<th>Resistivity Ω-cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ge</td>
<td>32</td>
<td>5.33</td>
<td>0.72</td>
<td>3.61</td>
<td></td>
</tr>
<tr>
<td>HgI₂</td>
<td>80, 53</td>
<td>6.4</td>
<td>2.13</td>
<td>4.2</td>
<td>10^{12}-10^{13}</td>
</tr>
<tr>
<td>CdTe</td>
<td>48, 52</td>
<td>6.1</td>
<td>1.5</td>
<td>4.4</td>
<td>10^{8}-10^{9}</td>
</tr>
<tr>
<td>CdZnTe</td>
<td>48, 30, 52</td>
<td>6.1</td>
<td>1.7</td>
<td>4.7</td>
<td>10^{10}-10^{11}</td>
</tr>
<tr>
<td>TlBr</td>
<td>81, 35</td>
<td>7.6</td>
<td>2.7</td>
<td>6.5</td>
<td>10^{11}</td>
</tr>
</tbody>
</table>

1.2 The Evolution of Thallium-bromide and its Current Challenges

Robert Hofstadter introduced thallious-halides as potential materials for radiation detection in 1947 [8]. In the 1980s, Ur-Rahman et al. observed the motion of both holes and electrons in TlBr crystals at low temperatures (around −90°C), but material quality limited the electron mobility-lifetime product (µₑτₑ) to 10⁻⁸ cm²/V [9]. Subsequent research by Shah et al. showed that both holes and electrons were mobile near room temperature; however, charge carrier trapping due to crystal impurities and defects limited detector performance [10]. In the early 1990s, Shah et al. fabricated 0.1-mm-thick planar detectors that achieved µₑτₑ on the order of 10⁻⁵ cm²/V and hole mobility-lifetime products (µₕτₕ) on the order of 10⁻⁶ cm²/V from 99.9999% pure TlBr powder, which they further purified through multiple-pass zone refining in a two-zone horizontal furnace [11, 12].

In the late 1990s and early 2000s, researchers gained further charge transport improvement by growing crystals via the horizontal traveling molten zone method, which resulted in larger detectors [13, 14, 15, 16, 17]. Better crystal growing techniques lead to fabricating single-polarity charge sensing devices via pixellated anodes [18, 19, 20]. Researchers gradually improved the crystal quality and detector fabrication, which lead to better spectroscopic performance [21, 22, 23, 24]. Given the improvement in charge transport properties, researchers have been attempting to grow larger single
crystals [25, 26, 27, 28] with the largest device fabricated being 10 mm x 8 mm x 18 mm [29].

These recent developments indicate that TlBr is a very promising material for room-temperature gamma-ray detection and measurements. However, performance degradation and eventually complete irreversible failure while under bias complicates room-temperature operation for practical applications. It is believed that ionic conduction within the lattice is the root cause of this so-called polarization phenomenon [30]. In order to avoid polarization, TlBr detectors must be cooled to suppress the ionic conductivity [31]. TlBr detectors can achieve long-term stability at −20°C [32, 33], and work has been ongoing toward characterizing and improving the stability and performance at room temperature.

A popular theory suggests that lattice ions migrate and build up at the electrodes, creating an internal electric field opposite the applied bias. As a result, charge carrier creation and collection efficiency decreases. By applying thallium electrodes, Hitomi et. al. were able to achieve 30 hours of stable operation at room temperature [34]. Further experiments with thallium electrodes showed that TlBr detectors could achieve stable room-temperature operation for up to 600 hours by periodically switching the bias direction [35, 36]. Hitomi hypothesized that thallium electrodes suppress accumulated Tl⁺ and Br⁻ ions under the cathode and anode through favorable chemical reactions [34, 35, 36, 37]. While thallium electrodes are a possible solution for stable room-temperature operation, thallium metal is highly toxic and thus not ideal. Furthermore, periodically reversing the bias is not conducive to single-polarity charge sensing device configurations (i.e. pixellated or coplanar grid devices).

Voss and Conway et. al. hypothesized that chemical reactions rather than accumulating ions at the electrodes caused room-temperature failure and sought a solution through surface preparation improvement [38, 39]. Supposedly, bromine ions may react chemically with gold to create a gold-bromine compound as well as more
bromine vacancies. Chemically etching the TlBr surface with hydrofluoric (HF) or hydrochloric (HCl) acid creates either TlBrF or TlBrCl heterojunctions which have larger bandgaps than TlBr [40]. Therefore, electronic injection and chemical reactions at the contact were suppressed. Alternatively, a bromine-methanol chemical etch\(^*\) removes the polishing damage layer without creating an electronic barrier. As a result, bromine vacancies accumulate at the surface and reduce the electronic injection barrier.

1.3 Contribution of This Work

In principle, the current CZT technology [3, 41, 42] can simply be applied to TlBr; however, the material has unique characteristics which require further study and understanding. The work presented in this dissertation furthers the understanding of the unique physical processes that occur during operation at \(-20^\circ\text{C}\) as well as room temperature. Chapter V characterizes the initial transient behavior experienced by TlBr detectors prior to stable operation. Once stability is achieved, good depth and energy resolution can be expected from TlBr detectors, which is described in Chapter IV. Chapter IV also describes how single-polarity charge sensing techniques are complicated in TlBr detectors with relatively high hole mobility-lifetime products.

A practical solution for room-temperature operation has yet to be implemented, but TlBr continues to be a promising material for room-temperature gamma-ray detection and measurements. Chapter VI characterizes the failure process using both alpha particle and gamma ray data. Chapter VIII summarizes the results of this work and describes future work that will possibly lead to the development of a commercialized TlBr-based room-temperature radiation sensor.

\(^*\)The standard detector fabrication process at RMD, Inc. includes bromine-methanol chemical etch, described in section 3.1.
CHAPTER II

Theory

2.1 Signal Generation and the Shockley-Ramo Theorem

The Shockley-Ramo theorem [43] is a key principle to the operation of various radiation detector types, including pixelated semiconductors such as the TlBr detectors studied in this work. When radiation deposits energy in a semiconductor, electron-hole pairs are generated. In order to calculate the charge induced on the electrodes without the Shockley-Ramo theorem, one must first calculate the electric field along the track of a moving charge then integrate the normal component of the electric field over the electrode surface.

In order to avoid such cumbersome calculations, Ramo and Shockley independently formed a simpler method to calculate the induced charge. The theorem states that the instantaneous current $i$ induced on an electrode is given by the dot product of the velocity $\vec{v}$ of charge carrier $q$ and the weighting field $E_w$, shown in equation 2.1.

$$i = q\vec{v} \cdot \vec{E}_w$$

(2.1)

Equivalently, the change in weighting potential $\phi$ as a point charge $q$ moves from position $x_0$ to $x_f$, is directly proportional to the induced charge $Q$, described by
equation 2.2.

\[ Q = q[\phi(x_f) - \phi(x_0)] \]  

Unlike electric potential, the weighting potential depends only on the detector geometry and is therefore constant and unique for each electrode. For a given electrode, the weighting potential is the electric potential that would exist at a position in a particular detector under the following conditions:

1. The selected electrode is set to unit potential.
2. All other electrodes are set to zero potential.
3. All space charge is removed.

For a detector with planar electrodes, the weighting potential is linear as shown in figure 2.1. In the absence of charge trapping, the signal amplitude would be the same regardless of interaction depth. Therefore the energy resolution of a planar detector would be limited only by electronic noise and charge carrier statistics, and each gamma-ray energy would correspond uniquely to a specific signal amplitude. In reality, semiconductors suffer from trapping of both electrons and holes, and the total induced charge \( Q \) is described by the Hecht relation [44]:

\[ Q = eN_0 \left\{ \frac{\nu_h \tau_h}{W} \left( 1 - \exp \left[ \frac{-x_i}{\nu_h \tau_h} \right] \right) + \frac{\nu_e \tau_e}{W} \left( 1 - \exp \left[ \frac{x_i - W}{\nu_e \tau_e} \right] \right) \right\} \]  

(2.3)

where \( e \) is the electronic charge, \( N_0 \) is the number of charge carriers, \( \nu \) is the charge carrier velocity, \( \tau \) is the charge carrier lifetime, \( x_i \) is the radiation interaction location measured from the cathode, \( W \) is the detector thickness, and the subscripts \( e \) and \( h \) represent electrons and holes respectively. It is clear from equation 2.3 that total induced charge depends on the interaction depth, which limits the practical use of
Figure 2.1: (a) The geometry of a semiconductor detector with planar electrodes. (b) The anode weighting potential as a function of normalized detector depth for a planar detector. The motion of both electrons and holes contribute to the signal.
planar devices. Fortunately, a combination of technologies have been invented that circumvent the charge carrier trapping problem.

Because the transport properties of electrons are generally significantly better than those of holes, techniques were developed such that full-amplitude signals depend only on electron collection [45]. Single-polarity charge sensing may be achieved simply by optimizing the anode geometry such that the weighting potential is zero at all depths except those very near the anode. The concept is similar to that of a Frisch grid for gas and liquid ionization detectors, the first single-polarity charge sensing technique [46, 47]. Placing a Frisch grid in close proximity to the anode at an intermediate potential between the anode and cathode creates a weighting potential shown in figure 2.2. The grid shields the movement of charge carriers at distances between the cathode and the grid; therefore, only the motion of electrons between the grid and the anode contribute to the signal.

There are a number of single-polarity charge sensing technologies for semiconductors [43], but the detectors tested in this work utilized a pixelated anode and planar cathode configuration illustrated in figure 2.3(a). Similar to the Frisch grid technique, a pixelated electrode achieves single-polarity charge sensing by optimizing the weighting potential [48]. Applying the Shockley-Ramo theorem, anode pixel weighting potentials are calculated by setting the pixel of interest to unit potential and all other electrodes to zero potential.

Figure 2.3(b) shows the anode pixel weighting potential for a typical TlBr detector∗ is near zero at most depths and dramatically increases one pixel pitch from the anode. As a result, anode output signals depend mostly on the movement of electrons. In the absence of electron trapping, each deposited energy would correspond uniquely to an output signal amplitude at each depth of interaction. Charge transport is never perfect in reality, and the depth-dependent cathode signal becomes

∗Details of a typical TlBr detector are described in Chapter III.
Figure 2.2: (a) The geometry of an ionization chamber with a Frisch Grid. (b) The anode weighting potential as a function of distance. The weighting potential is zero except near the anode.
useful in correcting for weighting potential and charge trapping effects.

2.2 Depth Sensing and Energy Correction

Because the cathode signal $Q_C$ has a linear dependence with the detector depth $Z$, and the anode signal $Q_A$ depends mostly on the number of charge carriers $N$ and the electronic charge $e_0$, the ratio of the cathode signal to the anode signal is a linear function of the depth, as shown in equations 2.4, 2.5, and 2.6.

\[
Q_C = Ne_0[\phi_f - \phi_i] = Ne_0Z \cdot G_C
\]

\[
Q_A = Ne_0[\phi_f - \phi_i] \approx Ne_0 \cdot G_A
\]

\[
\frac{Q_C}{Q_A} = \frac{Ne_0Z}{Ne_0} = A \cdot Z
\]

Knowing the depth of interaction, a gamma-ray energy spectrum can be binned as a function of cathode-to-anode-ratio (CAR) depth. After binning, the photopeaks of a calibration gamma ray source, such as cesium-137 ($^{137}\text{Cs}$), can be aligned by applying a gain factor to each depth to generate a depth-corrected spectrum [49, 50].

While depth-correction works well for detectors with relatively immobile holes, the CAR can be overestimated in a detector having high $\mu_h \tau_h$ relative to its $\mu_e \tau_e$ (with $\mu_h \tau_h$ reported as high as 20% of $\mu_e \tau_e$ [17]). Relatively mobile holes contribute to the slow rise in the cathode waveforms, shown in figure 2.4. As a result, a fixed cathode shaping time will overestimate the cathode signal amplitude at most depths which distorts the CAR depth-based energy correction. To overcome this problem, the energy correction can be calculated based on the electron drift time rather than the CAR.
Figure 2.3: (a) The geometry of semiconductor detector with a pixelated anode and planar cathode. The P represents the pixel-to-pixel pitch. (b) The anode and cathode weighting potentials as a function of detector depth. The anode weighting potential was calculated for the center of the central pixel for a typical TlBr detector.
Figure 2.4: Example cathode waveforms illustrating measurable hole movement. The solid line illustrates a cathode-side event with only electrons contributing to the signal. The dashed lines indicate the hole component of the cathode signal for interactions occurring at various detector depths. By using a shaping time long enough to eliminate ballistic deficit in the electron component, the measured cathode signal amplitude loses its depth dependence.
Figure 2.5: (a) An example of a depth-separated spectrum for a detector with high $\mu_h \tau_h$ such that the CAR is overestimated. (b) The same spectrum separated by time.

Similar to the CAR, each depth corresponds uniquely to an electron drift time. In figure 2.5(a), the depth-separated spectrum is shifted such that there are very few counts near the anode. The time-separated spectrum in figure 2.5(b) shows a more uniform count distribution from the anode to the cathode and the weighting potential change starts closer to the anode as expected. The drift time may not be linearly proportional to true depth; however, each depth has a unique drift time and may be used to generate energy-corrected spectra.

2.3 Material Properties

Depth information provides insight into the material properties of a detector [51, 52, 53, 54, 55]. For example, the energy resolution and photopeak centroid channels as functions of depth reveal trapping behavior within a device [56]. Uniformity in the energy resolution at each depth indicates uniform material, i.e. no concentration of trapping centers, whereas poor electron transport would cause increasing energy resolution degradation from the anode side to the cathode side. The photopeak
centroid is affected by both weighting potential and charge trapping. In the absence of electron trapping, the photopeak centroid amplitude would remain uniform at most depths and decrease near the anode side as a result of the weighting potential. Assuming uniform bulk trapping, the photopeak centroid amplitude should increase as a function of depth from the cathode side to the anode side. A trapping center at a given depth would cause a sharp decrease in photopeak centroid and energy resolution degradation at that depth.

Depth-dependent photopeak electron drift time data may also be used to calculate the electron drift velocity as a function of depth. Charge carrier mobility $\mu$ changes as a function of temperature and impurity concentration [57], so assuming these parameters are constant for each detector, the electron drift velocity $v$ reflects the behavior of the electric field $E$ through the relationship in equation 2.7.

\[
\vec{v} = \mu \vec{E}
\]  

(2.7)

### 2.4 Ionic Conduction

Ionic conduction in solid state materials, also known as solid electrolytes, may be desirable for various applications such as batteries and chemical sensors [58]. However, ionic conduction may be inconvenient for room-temperature semiconductor gamma-ray measurement applications. To understand why ionic conduction is problematic, it is first necessary to understand the physical processes that cause ionic conduction in ionic crystals such as TlBr.

At any finite temperature, the probability of defect formation inside a crystal lattice is nonzero [59]. The Helmholtz free energy function, which applies to closed thermodynamic systems, states that if the system is at a constant pressure then,

\[
G = H - TS
\]  

(2.8)
where $T$ is the temperature and $H$ is the total enthalpy of the total atoms comprising the system. The entropy, $S$, of the system is characterized by

$$S = k_B \ln w$$

(2.9)

where $k_B$ is Boltzmann’s constant and $w$ is the number of possible configurations of atoms. As a result, the concentration of vacancies, $C_v$, and interstitials, $C_i$, is given by equations 2.10 and 2.11 respectively, where $E_f$ is the formation energy of the specific defect and $S_f$ is the change in total entropy as a result of the specific defect.

$$C_v = \exp \left( \frac{S_v^f}{k_B} \right) \exp \left( \frac{-E_v^f}{k_B T} \right)$$

(2.10)

$$C_i = \exp \left( \frac{S_i^f}{k_B} \right) \exp \left( \frac{-E_i^f}{k_B T} \right)$$

(2.11)

The ions that compose an ionic crystal lattice may conduct through the lattice generally by way of vacancy or interstitial migration [60, 61]. Vacancy migration occurs as a result of either thermally generated Schottky defect formation or the presence of charged impurities. An ion adjacent to a vacancy may leave its site for the neighboring vacancy, leaving a new vacancy behind that another ion may potentially fill. This effect is illustrated in figure 2.6(a). On the other hand, interstitial migration occurs when ions in interstitial sites move to adjacent interstitial sites as illustrated in figure 2.6(b).

The total electrical conductivity of a crystal, $\sigma_T$, is given by equation 2.12 where $z_i$ is the charge number, $e$ is the elementary charge, $[i]$ is the concentration, and $\mu_i$ is the mobility of the charge carrier $i$ [62].

$$\sigma_T = \sum_i |z_i| e [i] \mu_i$$

(2.12)
The intrinsic defects that predominantly occur in TlBr are Schottky type, which form thallium and bromine vacancies [63]. The mobility of each of these defects is given by equation 2.13 where $\mu_0$ is a pre-exponential factor and $H_m$ is the migration energy.

$$\mu_i = \frac{\mu_{0,i}}{T} \exp \left( -\frac{H_{m,i}}{k_B T} \right)$$  \hspace{1cm} (2.13)

Assuming the contribution of thermally generated charge carriers is negligible, the total conductivity is given by equation 2.14 [64].

$$\sigma_T = q \left[ V_{Ti} \right] \frac{\mu_{0,Ti}}{T} \exp \left( -\frac{H_{m,Ti}}{k_B T} \right) + q \left[ V_{Br} \right] \frac{\mu_{0,Br}}{T} \exp \left( -\frac{H_{m,Br}}{k_B T} \right)$$  \hspace{1cm} (2.14)

Due to its lower migration energy, bromine vacancies are significantly more mobile than thallium vacancies and therefore dominate the ionic component of the conductivity [31, 62, 63, 65, 66]. As the bromine concentration increases at the anode electrode, a chemical reaction may occur depending on the surface preparation and electrode material [40, 67].

As a result of the chemical reaction in equation 2.15, a 2.08 eV sub-bandgap transi-
tion forms during room-temperature operation in TlBr detectors with gold electrodes\textsuperscript{†}[40].

\[ 3Br + Au + 3h^+ \rightarrow AuBr_3 + 3V_{Br}^+ \]  \hspace{1cm} (2.15)

These researchers experimented with other metals and achieved the longest stability with a platinum anode and nickel cathode. Other various combinations of metals such as nickel on both electrodes or silver on both electrodes resulted in worse performance than gold electrodes, presumably due to the occurrence of different chemical reactions. The results presented in Chapter VI agree with this hypothesis that the failure mechanism occurs at the contacts and shows evidence that a chemical reaction occurred during the room temperature failure process.

\textsuperscript{†}RMD fabricates most TlBr detectors with gold electrodes which is discussed in Chapter III.
CHAPTER III

Detector Fabrication, Experimental Setup, and Methods

3.1 TlBr Detector Fabrication and Design

Detectors tested in this work were manufactured by Radiation Monitoring Devices, Inc (RMD), and each was created using similar methods [26]. The crystals were grown via the traveling molten zone method, and multiple pass zone refining was implemented for further purification. After crystal growth and purification, the samples were cut then lapped with 16 $\mu$m grain lapping paper and cleaned with an ultrasonic cleaner before polishing. The samples were polished with 3 $\mu$m grain Al$_2$O$_3$ paper. Once again, an ultrasonic cleaner removed any residual particles from the samples before proceeding. Next, the samples were chemically etched in a solution of 5% bromine in methanol for 20 seconds. After the sample was completely dried with nitrogen gas, an evaporator was used to apply the metal electrodes through a shadow mask. Most electrodes have a 20 nm thick layer of chromium followed by an 80 nm thick layer of gold. Table 3.1 summarizes the fabrication parameters for each detector, and figure 3.1 describes the nomenclature for the detectors in table 3.1.

Every detector was approximately 5 mm x 5 mm x 5 mm with a planar cathode and a pixelated anode. Fine palladium wires were attached to the electrodes with a
Table 3.1: TlBr Detector Fabrication Parameters

<table>
<thead>
<tr>
<th>Detector</th>
<th>Start Material</th>
<th>Number of Zone Refining Passes</th>
<th>Growth Rate (mm/h)</th>
<th>Contacts</th>
<th>Thickness (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>935-16B1R</td>
<td>RAP purified</td>
<td>100</td>
<td>2.5</td>
<td>Cr/Au</td>
<td>5.2</td>
</tr>
<tr>
<td>935-16B1L</td>
<td>RAP purified</td>
<td>100</td>
<td>2.5</td>
<td>Cr/Au</td>
<td>5.1</td>
</tr>
<tr>
<td>44B2L</td>
<td>Sublimed</td>
<td>99</td>
<td>2.5</td>
<td>Cr/Au</td>
<td>5.48</td>
</tr>
<tr>
<td>48A2R</td>
<td>Sublimed</td>
<td>99</td>
<td>2.5</td>
<td>Cr/Au</td>
<td>5.1</td>
</tr>
<tr>
<td>58A4L</td>
<td>RAP purified</td>
<td>101</td>
<td>2.5</td>
<td>Cr/Au</td>
<td>5.37</td>
</tr>
<tr>
<td>58A3R</td>
<td>RAP purified</td>
<td>101</td>
<td>2.5</td>
<td>Cr/Au</td>
<td>5.14</td>
</tr>
<tr>
<td>70BA1L</td>
<td>No purification</td>
<td>300</td>
<td>2.5</td>
<td>Cr/Au</td>
<td>5.22</td>
</tr>
<tr>
<td>70BA1R</td>
<td>No purification</td>
<td>300</td>
<td>2.5</td>
<td>Cr/Au, Cr</td>
<td>5</td>
</tr>
<tr>
<td>61A2L</td>
<td>No purification</td>
<td>100</td>
<td>2.5</td>
<td>Cr</td>
<td>5.34</td>
</tr>
<tr>
<td>47AR</td>
<td>No purification</td>
<td>200</td>
<td>2.5</td>
<td>Cr/Au</td>
<td>7.53</td>
</tr>
<tr>
<td>47AR(R)</td>
<td>No purification</td>
<td>200</td>
<td>2.5</td>
<td>Cr/Au</td>
<td>6.38</td>
</tr>
<tr>
<td>48A3L</td>
<td>No purification</td>
<td>200</td>
<td>2.5</td>
<td>Cr/Au</td>
<td>4.94</td>
</tr>
<tr>
<td>43A4(R)</td>
<td>Sublimed</td>
<td>48</td>
<td>5</td>
<td>Cr/Au</td>
<td>4.3</td>
</tr>
<tr>
<td>44A12R(R)</td>
<td>Sublimed</td>
<td>99</td>
<td>2.5</td>
<td>Cr, Cr</td>
<td>4.3</td>
</tr>
<tr>
<td>70BA2R(RR)</td>
<td>No purification</td>
<td>300</td>
<td>2.5</td>
<td>Cr, Cr</td>
<td>3.7</td>
</tr>
</tbody>
</table>

Figure 3.1: (a) Graphical representation of a typical TlBr ingot. The heater ring moves from right to left, therefore the impurity concentration increases from right to left. The ingot is divided into three sections and given a letter designation. Each section is further subdivided as shown in the figure. The dark area represents the unusable end of the ingot where most of the impurities reside at the end of crystal growth and purification. (b) A cross-sectional representation of a typical TlBr ingot. The L and R at the end of the detector name represents the right or left side of the ingot. Because L and R originate from the same section of the ingot, they should have similar physical characteristics and therefore similar detector performance.
Figure 3.2: A photograph of a typical TlBr detector fabricated by RMD. (a) The pixel array. The top row and left column of “pixels” are grounded to create a guard ring. (b) The cathode side. A hole is drilled into the substrate to allow alpha particle irradiation in some detectors. (c) Map of pixels to their number designations. The G’s represent “pixels” grounded together to form a guard ring. These grounded “pixels” are also connected to the metal strips surrounding the pixel array.

carbon paste, and the detector was mounted to a ceramic substrate which was then mounted to a printed circuit board. The anode is arranged in 4 x 4 pixel array with pixel dimensions of 0.8 mm x 0.8 mm and a 1-mm pixel pitch. Seven of the pixels were connected and grounded to create a guard ring. Figure 3.2 shows a typical TlBr detector. The cathode is on the printed circuit board side, but alpha irradiation is possible in some detectors through a hole in the board as shown in figure 3.2(b).

3.2 Experimental Setup

3.2.1 Standard Experimental Setup

To read out the detector signals, the electrodes are connected to Endicott Interconnect Technologies, Inc. (formerly eV Microelectronics) model eV-5093 charge sensitive preamplifiers via the printed circuit board shown in figure 3.4. The printed circuit board described in figure 3.4 was contained in an aluminum enclosure and connected to a personal computer via RG174 coaxial cables as shown in figure 3.3. Voltage signals from the preamplifier outputs of all nine anode pixels and the planar
Figure 3.3: Block diagram illustration of the data acquisition setup. The aluminum enclosure contains the detector and readout electronics. All ten channels (nine anode pixels and the planar cathode) are connected to the Gage digitizer on the personal computer via RG174 coaxial cables. The $\pm 6\text{V}$ power supply powers the preamplifiers and the high voltage supply provides high voltage for the cathode.

cathode were digitized and recorded using a 14-bit GaGe Octopus CompuScope PCI bus on a personal computer. The data were acquired using a Matlab code in pulse mode, such that all ten channels were read out after a single anode channel triggered the system. Each recorded waveform had 512 data points sampled every 100 ns (i.e. 51.2 $\mu\text{s}$). Measurements in Chapters IV and V were performed in a Thermotron S-1.2-3200 environmental chamber to maintain a constant ambient temperature of $-20^\circ\text{C}$, while the measurements for Chapter VI were performed at room temperature.

3.2.1.1 Circuit Board Design

The circuit shown in figure 3.4 was the second design iteration. In the original circuit design, poor grounding lead to signal crosstalk and gain variation between channels, demonstrated in figure 3.5. Implementing ground and power planes and increasing the separation between the cathode channel and the nine pixel channels eliminated the crosstalk problem. Some measurements presented in this work were
performed with the original circuit design, and the resulting features are discussed.

3.2.2 Collimator Measurement Setup

The relationship between the CAR reconstructed depth and the true depth was studied using the setup illustrated in figure 3.6. The collimator vertical position was mounted to a positioning stage which was adjustable on the order of microns. Due to the geometry constraints illustrated in figure 3.7, the minimum achievable distance between the detector and the collimator was approximately 1.5 inches.

3.3 Methods

3.3.1 Data Post-processing

Prior to analysis, the data were filtered for single pixel events and then processed to determine pulse amplitudes and timing. Pulse height estimates calculated by the change in the signal baseline were first compared to a simple threshold to determine the number of interactions per event. Guard ring data were not recorded; therefore, a multiple pixel event involving the guard ring could be confused for a single pixel event, adding low-energy counts to the spectrum continuum. Consequently, events having a cathode signal greater than three times the pixel signal of an alleged single-pixel event were identified as guard ring events and discarded.

A second simple threshold separated alpha events from gamma-ray events. Then, pulse amplitudes for single-pixel gamma-ray events were evaluated using a digital CR-(RC)$^1$ filter with 10 $\mu$s anode and 20 $\mu$s cathode shaping times. A constant fraction timing method resolved the time at which charge was induced on the pixel. Due to its slow rise, the cathode signal was passed through a fast shaper and compared to a threshold to determine the time at which the interaction occurred.
Figure 3.4: Schematic of the printed circuit board used to test TIBr detectors.

C1, C2: Electrolytic capacitors
C3-C22: 0.1 μF ceramic capacitor
C23: 4700 pF
C24:
R1: 100 M-Ohm
R2: 10 M-Ohm
U1-U10: eV-5093 preamplifiers
by Endicott Interconnect

Notes:
This is a four-layer board. The top and bottom layers contain the connections and traces. The middle two layers have the ground and power planes. The pin numbers on each preamplifier indicate the following:
1. Detector signal
2. Input ground
3. Test pulse input
4. Power ground
5. Negative power supply
6. Positive power supply
7. Output return
8. Preamp lifter output
Figure 3.5: Test pulse preamplifier output signal amplitudes for each channel. Channel-by-channel signal gain variations are corrected using the methods described in Section 3.3.2.1.

Figure 3.6: Block diagram of the collimator measurement setup. The separation between the two blocks of tungsten is controlled by a micrometer. The vertical position of the collimator is controlled by a positioning stage and measured with a micrometer. This diagram is not to scale.
Figure 3.7: A photograph of inside the detector enclosure demonstrates the geometry constraints for the collimator setup. The detector is as close as possible to the edge of the enclosure, and the collimator was placed directly in front of the detector.
3.3.2 Gamma-ray Data Analysis

3.3.2.1 Depth-dependent Data from the Cathode-to-Anode Signal Ratio

The TlBr devices tested in this work were pixelated, such that the anode signal is uniform at all depths while the cathode signal changes linearly with depth. Consequently, the cathode-to-anode signal ratio can provide depth-dependent data which are used to study material properties. For example, the energy resolution and photopeak centroid channels as functions of depth revealed trapping behavior within a device. Furthermore, depth-dependent photopeak electron drift time data may be used to calculate the electron drift velocity as a function of depth. Leading edge time pick-off methods were implemented without concern for amplitude walk because only single-interaction $^{137}$Cs photopeak events were considered. Using these data, the mobility (assuming it remains constant) may then be calculated from Eq. 3.4 which is derived from Eq. 3.1, 3.2, and 3.3, and where $V_{bias}$ is the applied voltage, $E_x$ is the electric field along the detector depth, and $d$ is the detector thickness. Note that Eq. 3.2 is distinguished from 3.3 to explicitly show the assumption that mobility is constant. The electric field may then be estimated as a function of depth from Eq. 3.3.

$$V_{bias} = \int_0^d E_x (x) \, dx$$  \hspace{1cm} (3.1)

$$v_x (x) = E_x (x) \mu (x)$$  \hspace{1cm} (3.2)

$$E_x (x) = \frac{v_x (x)}{\mu}$$  \hspace{1cm} (3.3)

$$\mu = \frac{1}{V_{bias}} \int_0^d v_x (x) \, dx$$  \hspace{1cm} (3.4)
3.3.2.2 Depth Correction Verification using a Collimator

The relationship between the CAR reconstructed depth and the true depth was studied using a mechanical tungsten collimator. Measurements of 230 μCi of $^{137}$Cs collimated through a 50 μm slit were made starting at the cathode side and moving to the anode side in 0.635 mm increments. The cathode side was established by determining the position at which source counts were first detected. Details of the experimental setup are described in section 3.2.2.

3.3.2.3 Energy Correction Considerations for Detectors with Non-Negligible $\mu_h \tau_h$

Some TlBr detectors have non-negligible hole mobility-lifetime products ($\mu_h \tau_h$), on the order of $10^{-4}$ cm$^2$/V [68], relative to their electron mobility-lifetime products ($\mu_e \tau_e$), demonstrated by the slow rise in the measured cathode waveforms in Fig. 3.8. As a result, the CAR is overestimated at most depths which distorts the CAR depth-based energy correction. To circumvent this problem, the energy correction was calculated based on the electron drift time for detectors with high $\mu_h \tau_h$.

3.3.3 Alpha Waveform Analysis

In order to visualize trends present in the alpha-particle data, raw waveforms were filtered and adjusted based on techniques previously applied to CdZnTe detectors [69], as illustrated in Fig. 3.9. Using filters based on peak amplitudes and peaking times, the gamma-ray and pileup events were eliminated. Due to attenuation in air or source material or a possible thin inactive region on the cathode, the remaining alpha waveforms have a range of peak amplitudes. However, all alpha-particle-induced electron clouds are produced only at the cathode side and drift through the entire bulk of the crystal, so the waveforms were normalized. Finally, a baseline shift was applied to align all of the waveforms. The drift velocity was determined at each depth.
for each pixel by calculating an average waveform from thousands of waveforms and
assuming a change in amplitude is proportional to a change in depth.

Figure 3.8: Collecting pixel (with positive slopes near time zero) and the cathode
(with negative slopes during $-10 \mu s \leq t < 0 \mu s$) photopeak waveforms measured
from $^{137}$Cs irradiating all depths. The slow rise in the cathode waveforms, which are
plotted negative to differentiate from anode pulses, indicates hole collection.

Figure 3.9: From left to right: the raw alpha waveforms after filtering, the normalized
alpha waveforms, and the aligned waveforms after applying a baseline shift. In each
figure, the x-axis represents time and the y-axis represents the pulse amplitude.
CHAPTER IV

Characterization of Stable Operation

While TlBr detectors demonstrate undesirable transient behavior (described in chapters V and VI), this chapter shows that TlBr detectors can achieve good energy and depth resolution. Additionally, these detectors demonstrated good charge transport properties and suffered little performance degradation due to electron trapping.

4.1 Depth Reconstruction

Accurate depth reconstruction is necessary in order to correct for the effects of charge carrier trapping and the weighting potential in pixelated detectors. The efficacy of CAR depth reconstruction in TlBr detectors was studied using the methods described in section 3.3.2.2. CAR depth distributions at various collimated depths are shown in Fig. 4.1. The centroid of the CAR reconstructed depth distribution matched each true depth, and the FWHM for each distribution was approximately 300 $\mu$m for this detector. These data show that the CAR properly reconstructs depth in a pixelated TlBr detector with relatively low $\mu_h \tau_h$.

Some TlBr detectors have shown a relatively high $\mu_h \tau_h$. For these detectors, the CAR is overestimated due to the hole contribution in the cathode signal. Furthermore, high $\mu_h \tau_h$ causes nonlinearity in the CAR near the cathode side due to complete electron and hole collection occurring within the cathode shaping time. This region
Figure 4.1: Detector 935-16B1R CAR depth distributions for various collimated depths. The same measurement time was used for each distribution. Because this detector has relatively low $\mu_h \tau_h$, the true depth has a one-to-one relationship with the CAR depth.

of nonlinear CAR will increase as $\mu_h \tau_h$ increases. Fig. 4.2 shows the CAR depth as a function of true depth for a detector with relatively high $\mu_h \tau_h$ using 24 $\mu$s and 8 $\mu$s cathode shaping times. Perfect depth reconstruction would produce a one-to-one relationship between the CAR depth and the true depth, but fig. 4.2 shows the CAR is overestimated at each depth. The slope approaches unity and the offset approaches zero as the shorter cathode shaping time excludes portions of the hole movement; however, ballistic deficit causes portions of the electron component to be excluded at depths near the cathode as the cathode shaping time decreases.

To achieve optimal spectroscopic performance the CAR need not be a strict linear function of depth; however, each depth must be associated with a single CAR value in order to properly reconstruct the deposited energy. Contrariwise, accurate depth reconstruction is essential for Compton imaging because images are created from the three-dimensional interaction locations. Because the cathode shaping time may not
be perfectly optimized for each depth, the electron components of cathode waveforms could instead be isolated with digital signal processing. For the purposes of this work, it was sufficient to perform the energy correction using the electron drift time instead of the CAR\*.

4.2 Spectroscopic Performance

Table 4.1 summarizes the FWHM at 662 keV for multiple TlBr detectors, each approximately 5 mm thick with nine anode pixels and a planar cathode. The spectroscopic performances of these devices were relatively consistent, maintaining an overall

\*The methods for drift time energy correction are described in section 3.3.2.3.
energy resolution near 2% at 662 keV. Figure 4.3 shows that the best-performing detectors do not necessarily originate from the beginning (the most pure) end of the ingot.

Detector 935-16B1R achieved the best performance, shown in figure 4.4(a), reaching sub-1% overall depth-corrected energy resolution. Similar performance was observed in detector 935-16B1L, which was the pair to detector 935-16B1R. Detector 47AR(R) in figure 4.5 also achieved near-1% overall depth-corrected energy resolution and demonstrated good spectroscopic performance in most pixels. Due to relatively low hole mobility in these detectors, the standard CAR depth-correction technique was implemented.

Detectors 70BA1R and 70BA1L demonstrated relatively high $\mu_h \tau_h$. Likewise, detector 44B2L exhibited relatively high $\mu_h \tau_h$. The energy-corrected spectra in figures 4.6 and 4.7 were generated using the drift time as a depth indicator. Despite the relatively high $\mu_h \tau_h$, these detectors performed well as single-polarity charge-sensing detectors.

These spectra demonstrate features indicative of a TlBr $^{137}$Cs spectrum. At 662 keV, the $^{137}$Cs photopeak is pronounced. A smaller peak near 590 keV is also present due to the detector geometry and data processing techniques. Thallium can emit a 73 keV $K_{\alpha_1}$ characteristic x-ray, which may either be collected by neighboring pixel or escape the detector entirely. Because only single pixel events were analyzed, events in which the $^{137}$Cs photoelectric interaction and the characteristic x-ray photoelectric interaction occurred in different pixels were classified as multiple-pixel events and discarded. The $^{137}$Cs Compton continuum begins near 500 keV, and a backscatter peak is present near 200 keV. Charge lost in the gap between pixels results in low-energy tailing on all the spectral features.
Table 4.1: TlBr Spectroscopic Performance [1, 2]

<table>
<thead>
<tr>
<th>Detector ID</th>
<th>Date Tested</th>
<th>Overall Energy Resolution at 662 keV</th>
<th>Best Pixel Energy Resolution at 662 keV</th>
</tr>
</thead>
<tbody>
<tr>
<td>58A3R</td>
<td>June 2010</td>
<td>1.32%</td>
<td>0.93%</td>
</tr>
<tr>
<td>58A4L</td>
<td>May 2010</td>
<td>1.98%</td>
<td>1.04%</td>
</tr>
<tr>
<td>48A2R</td>
<td>March 2011</td>
<td>4.26%</td>
<td>3.16%</td>
</tr>
<tr>
<td>935-16B1R</td>
<td>May 2011</td>
<td>0.97%</td>
<td>0.73%</td>
</tr>
<tr>
<td>935-16B1L</td>
<td>June 2011</td>
<td>1.17%</td>
<td>0.94%</td>
</tr>
<tr>
<td>44B2L</td>
<td>September 2011</td>
<td>2.45%</td>
<td>1.71%</td>
</tr>
<tr>
<td>70BA1L</td>
<td>December 2011</td>
<td>1.69%</td>
<td>1.35%</td>
</tr>
<tr>
<td>70BA1R</td>
<td>December 2011</td>
<td>1.35%</td>
<td>1.12%</td>
</tr>
<tr>
<td>47AR(R)</td>
<td>April 2012</td>
<td>1.47%</td>
<td>0.96%</td>
</tr>
<tr>
<td>44A12(R)</td>
<td>June 2012</td>
<td>4.28%</td>
<td>2.94%</td>
</tr>
<tr>
<td>43A4(R)</td>
<td>September 2012</td>
<td>3.87%</td>
<td>2.89%</td>
</tr>
<tr>
<td>70BA2R(RR)</td>
<td>September 2012</td>
<td>2.98%</td>
<td>2.04%</td>
</tr>
<tr>
<td>44AB1(R)</td>
<td>September 2012</td>
<td>1.82%</td>
<td>1.37%</td>
</tr>
</tbody>
</table>

Figure 4.3: Graphical representation of the energy resolution as a function of the ingot location from which the detector originated. The x-axis represents the relative ingot location. Numerical values were assigned to the relative ingot location starting from the section A. The number labels indicate the number of zone refining passes.
Figure 4.4: (a) Detector 935-16B1R and (b) detector 935-16B1L pixel-by-pixel Cs$^{137}$ depth-corrected spectra during the stable condition.
4.3 Material Properties

The energy resolution and photopeak centroid were binned as a function of depth in the CAR depth correction process, making it possible to evaluate the bulk detector material quality. Surface preparation and electrode quality will cause systematic performance degradation at all depths, and are therefore differentiable from factors that cause depth-dependent performance variation.

Fig. 4.8 shows detector 935-16B1R has little or no performance degradation due to charge carrier trapping in the best-performing pixels (refer to fig. 4.4(a)). Uniformity in the energy resolution at each depth indicates uniform material, i.e. no concentration of trapping centers, whereas poor electron transport would cause the energy resolution to degrade from the anode to the cathode. The photopeak centroid is affected by both weighting potential and trapping (e.g. Pixel (3,3) in fig. 4.8(b)). In the absence of electron trapping, the photopeak centroid amplitude would remain
Figure 4.6: (a) Detector 70BA1R and (b) detector 70BA1L pixel-by-pixel Cs$^{137}$ energy-corrected spectra during the stable condition.
Figure 4.7: Pixel-by-pixel Cs\textsuperscript{137} energy-corrected spectra for detector 44B2L during the stable condition. Good spectroscopic performance is demonstrated in all pixels.

uniform or gradually vary at most depths and decrease more rapidly near the anode side as a result of large weighting potential change (e.g. Pixel (1,3) in fig. 4.8(b)). Assuming uniform bulk trapping the photopeak centroid amplitude should increase as a function of depth from the cathode side to the anode side (e.g. Pixel (3,3) in fig. 4.8(b)). A trapping center at a given depth would cause a sharp decrease in photopeak centroid and increase in energy resolution at that depth (e.g. Pixel (3,3) in fig. 4.8). The sharp increase in FWHM near the anode side in every pixel of every detector is due to the large anode weighting potential change.

Because detectors 935-16B1L and 935-16B1R originated from the same horizontal location described in figure 3.1(a), the material quality and impurity concentration should be similar. However, detector 935-16B1L experienced worse overall spectroscopic performance than detector 935-16B1R, and figure 4.9 shows less performance degradation due to electron trapping centers.

Having relatively high $\mu_h \tau_h$, detectors 70BA1R, 70BA1L and 44B2L were analyzed
using the drift time energy correction described in section 3.3.2.3. Consequently, the centroid and FWHM are binned as a function of drift time as a depth indicator rather than CAR depth. Similar to detectors 935-16B1R and 935-16B1L, these detectors demonstrated little performance degradation due to electron trapping.

4.3.1 Electron Drift Velocity

Using the methods described in section 3.3.3, cathode-side alpha irradiation data provide the depth-dependent electron drift velocity (figures 4.15, 4.16, and 4.17). For detectors lacking cathode access, the electron drift velocity was calculated from photopeak drift time data (figures 4.12, 4.13, and 4.14). Assuming the mobility is constant, the electron drift velocity profiles reveal the electric field is approximately 2000 V/cm at all depths in all detectors.

4.4 Summary

Hole movement in some detectors distorted the CAR, but this obstacle was overcome by using the drift time rather than the CAR to execute the energy correction. Because the CAR-calculated depth is less sensitive to a non-uniform electric field, standard CAR depth correction was implemented for detectors with negligible hole transport. Furthermore, the CAR is the most accurate depth correction process for many detectors and creates the ability to evaluate bulk detector material quality from gamma-ray data. Good depth resolution was demonstrated for a 5-mm thick TlBr detector with low $\mu h \tau h$. Overall energy resolution of 1.01% FWHM at 662 keV and 0.78% at 662 keV on a single pixel was demonstrated on detector 935-16B1R.

From the limited number of samples, no definitive conclusions may be drawn with respect to how the manufacturing process relates to detector performance. The number of zone refining passes is not necessarily related to the difference in spectroscopic performance, material quality or hole transport property. Detectors 935-16B1L
Figure 4.8: (a) The energy resolution as a function of depth is relatively uniform for the best-performing pixels in detector 935-16B1R, indicating low electron trapping. (b) The weighting potential effect is apparent in the photopeak centroid channel as a function of depth plot, but there is little effect due to charge trapping. The CAR was overestimated in pixel 1 as a result of the signal crosstalk described in section 3.2.1.1.
Figure 4.9: (a) The energy resolution as a function of depth is relatively uniform for the best-performing pixels in detector 935-16B1L, indicating uniform electron trapping. (b) The weighting potential and uniform bulk trapping effect is apparent in the photopeak centroid channel as a function of depth plot. The CAR was overestimated in pixel 1 as a result of the signal crosstalk described in section 3.2.1.1.
Figure 4.10: (a) The energy resolution as a function of depth is relatively uniform for the best-performing pixels in detector 70BA1R, indicating low electron trapping. (b) The weighting potential effect is apparent in the photopeak centroid channel as a function of depth plot, but this detector is less affected by charge trapping than detector 935-16B1R.
Figure 4.11: (a) The energy resolution for detector 44B2L is overall worse than the other detectors; however, the energy resolution as a function of depth is relatively uniform. (b) The weighting potential as well as the effect from electron trapping is apparent in the photopeak centroid channel as a function of depth plot.
Figure 4.12: Detector 935-16B1R electron drift velocity calculated from Cs-137 photopeak events. The depth was calculated from the CAR, so the lack of data near the anode side is due to imperfect calculation of the CAR. The error bars represent experimental error, and the large error near the anode is due to poor counting statistics. The electron drift velocity is otherwise relatively uniform and approximately $10^5$ cm/s in most depths.
Figure 4.13: Detector 935-16B1L electron drift velocity calculated from $^{137}$Cs photopeak events. The depth was calculated from the CAR, so the lack of data near the anode side is due to imperfect calculation of the CAR. The error bars represent experimental error, and the large error near the anode is due to poor counting statistics. The electron drift velocity is otherwise relatively uniform and approximately $2 \times 10^5$ cm/s in most depths.

Figure 4.14: Detector 44B2L electron drift velocity calculated from Cs-137 photopeak events. The depth was calculated from the CAR, so the lack of data near the anode side is due to imperfect calculation of the CAR. Many depths have poor counting statistics, but the electron drift velocity in most depths is approximately $10^5$ cm/s.
Figure 4.15: Detector 70BA1R electron drift velocity calculated from $^{241}$Am alpha particle cathode-side irradiation. The electron drift velocity is uniform in most pixels except pixel (1,1) where the drift velocity at the anode side is more than double that of the cathode side.

Figure 4.16: Detector 70BA1L electron drift velocity calculated from $^{241}$Am cathode-side irradiation. The drift velocity is not uniform with respect to detector depth; however, each pixel shares a similar drift velocity profile, having higher drift velocities near both electrodes.
Figure 4.17: Detector 47AR(R) electron drift velocity calculated from $^{241}$Am cathode side irradiation. Similar to detector 70BA1R, the drift velocities are higher near both electrodes.

and 935-16B1R demonstrated the best spectroscopic performance of all the detectors tested yet was zone refined with only 100 passes. Furthermore, detectors 935-16B1L and 935-16B1R demonstrated relatively low $\mu_h \tau_h$, but were zone refined with a comparable number of passes as detector 44B2L which had a high $\mu_h \tau_h$. Nevertheless, the depth-dependent gamma ray data show the material quality is consistently good between samples. Given that the detector and electrode geometry, fabrication techniques, data acquisition, and data processing have room for significant improvement, these spectroscopic results and material characteristics are promising.
Similar to HgI$_2$ detectors [70], some TlBr detectors must complete a conditioning phase prior to stable operation. Immediately following the first cathode bias application, TlBr detectors generally demonstrate poor spectroscopic performance. The spectroscopic performance of most TlBr detectors tested in this work improved as the electron drift velocity and signal gain changed during operation at $-20^\circ$C. The duration of this transient behavior is detector-dependent, but generally stabilization occurs after one or two weeks at $-1000$ V cathode bias operating and at $-20^\circ$C.

This chapter characterizes the conditioning phase for multiple detectors and demonstrates that not all detectors necessarily require conditioning prior to stable operation. Gamma-ray data reveal how the spectroscopic performance changes while alpha particle data show how the electron drift velocity changes during this initial transition phase. Due to geometry constraints, alpha particle irradiation was not physically possible for detectors 935-16B1R, 935-16B1L, and 44B2L. The electron drift velocity may be estimated with gamma-ray data after stabilization, but photopeak drift time data were not statistically significant prior to stabilization making the electron drift velocity impossible to calculate.
5.1 Results

Detector 935-16B1R demonstrated the most dramatic spectroscopic improvement after conditioning (4.32\% to 0.97\% FWHM at 662 keV for the overall corrected spectrum shown in figure 5.1) and the best overall performance of all the detectors that were tested. The $^{137}$Cs spectrum in figure 5.2 shows both the photopeak counts and signal amplitude increased as the detector stabilized. The 3D spectrum in figure 5.2(b) shows the photopeak is initially present in depths near the anode only and presents itself in all depths after the detector stabilized. If the electron drift velocity increased during this conditioning period (similar to detectors 70BA1R and 70BA1L), the amount of charge sharing would have decreased as the detector stabilized, which is reflected in multiple-pixel event classification shown in figure 5.3. Furthermore, events near the anode would not suffer as much from diffusion or charge trapping which is demonstrated in the 3D spectrum. The change in each pixel’s contribution to single-pixel events shown in figure 5.3(b) also indicates non-uniformity initially present in the internal electric field which then becomes uniform as the detector stabilizes, which is also reflected in figure 4.13.

The overall single-pixel energy resolution for detector 935-16B1L improved from 6.13\% to 1.04\% FWHM at 662 keV, shown in figure 5.4. Similar to detector 935-16B1R, detector 935-16B1L experienced a gain shift as well as increased photopeak in most depths, shown in figure 5.5. As more events cross the trigger threshold and the post-processing amplitude threshold, the total events increased. The fraction of single pixel events increased by approximately 10\% as the fraction of multiple pixel events decreased. The fractional contribution of each pixel also changed until the detector stabilized, but there is no obvious relationship between a pixel’s single pixel event contribution (figure 5.6) and its spectroscopic performance. The poor efficiency observed in pixel 2 is likely due to field non-uniformity, causing pixel 3 to collect events occurring under pixel 2.
Figure 5.1: The overall corrected energy resolution improved significantly for detector 935-16B1R. Significant improvement was observed in all pixels.

Despite its different origin, detector 44B2L also experience similar characteristics during this initial transition phase. The same increased gain and photopeak counts in the 3D spectrum were observed in figure 5.8, and the corrected spectrum improved significantly. The fraction of single pixel events also increased by approximately 10%, and the collecting pixel distribution in figure 5.9 shows the field became more uniform as the detector stabilized.

The gamma-ray data in figure 5.10 show the spectroscopic performance for detector 70BA1R did not change appreciably. Figure 5.10(b) shows the photopeak centroid slightly increased, but behaved similarly in both measurements. As expected from the relatively stable spectroscopic performance, figure 5.11 shows little change in event classification. Figure 5.12(a) shows the drift velocity increased in the central region of the detector, and generally became more uniform as the detector stabilized. The average electron drift velocity in figure 5.12(b) also increased as a function of time, as did the fraction of classified single pixel events in figure 5.11(a).
Figure 5.2: (a) The signal amplitude and photopeak efficiency increased as detector 935-16B1R stabilized. (b) The photopeak is initially not present in most depths in pixel 8. Similar poor performance at depths away from the anode was observed in all pixels. Both measurement times are the same for comparison.
Figure 5.3: Event classification for the first 24-hour measurement and a 24-hour measurement after detector 935-16B1R stabilized shown together on the same plots. (a) As the signal gain increases, more events cross the trigger threshold and more events pass the amplitude threshold in post-processing. The fraction of single-pixel events increases from approximately 60% of the total events initially to approximately 70% of the total events as the fraction of multiple pixel events decreases from 35% to 25%. (b) The contribution of each pixel to single-pixel events becomes relatively constant and more uniform in the detector’s stable state.
Figure 5.4: The overall corrected energy resolution was not measurable in the first measurement and improved significantly by the second measurement for detector 935-16B1L.

Figure 5.13 shows detector 70BA1L experienced improvement in energy resolution, and the photopeak centroid increased in most pixels. However, this detector demonstrated enigmatic behavior. The efficiency degraded in every pixel, and the photopeak disappeared in pixel 7. Figure 5.14 shows the total number of counts decreased between the measurements, and the detector suffered from some instability during the second measurement. However, the alpha data in figure 5.15 are still reliable and show the average drift velocity increased and became more uniform as a function of detector depth.

The detector in figure 5.16 showed insignificant changes in both spectroscopic performance and drift velocity possibly indicating not all TlBr detectors necessitate dramatic conditioning before achieving stable operation. Detector 47AR(R) is different from the other detectors in that it was re-fabricated from detector 47AR.
Figure 5.5: (a) The signal amplitude and photopeak efficiency increased as detector 935-16B1L stabilized. (b) The 3D spectrum for the best performing pixel, pixel 8, shows the spectrum changes most near the cathode side. Similar poor performance at depths away from the anode was observed in all pixels. Both measurement times are the same for comparison.
Figure 5.6: Event classification for the first 24-hour measurement and a 24-hour measurement after detector 935-16B1L stabilized shown together on the same plots. (a) Between the two measurements, the total number of events as well as the single-pixel events increase while the number of multiple pixel events decreases. (b) The contribution of each pixel to single-pixel events becomes relatively constant in the detector’s stable state.
5.2 Discussion

Vacancies exist in TlBr and are formed either by Schottky pairs or by compensating the impurity concentration to maintain charge neutrality. From the relationship in equation 2.14 and reference [65] and [62], the ionic conductivity at −20°C is non-zero. Therefore, it is possible to have some initial distribution of vacancies that will conduct to electrodes under the influence of an applied electric field.

Assuming a constant mobility*, the depth-dependent electric field may be estimated from the electron drift velocity. From equation 5.1, the charge density may then be estimated from the derivative of the electric field. Figures 5.17(a) and 5.17(b) show negative charge building up near both electrodes in detectors 70BA1L and 70BA1R. The high concentration of negative charge on the cathode side could be due to the creation of a p-n junction. Negatively charged thallium vacancies will conduct to the

*Published electron mobility values range from 20 cm²/Vs to 40 cm²/Vs [14, 71, 72].
Figure 5.8: (a) The signal amplitude and photopeak efficiency increased as detector 44B2L stabilized. (b) The photopeak is not initially present in most depths, but is clearly present in all depths after the detector stabilizes. Similar poor performance at depths away from the anode was observed in all pixels.
Figure 5.9: Event classification for the first 20-hour measurement and an 20-hour measurement after detector 44B2L stabilized. (a) The total events increased as the signal gain also increased. The fraction of single pixel events increased by approximately 15% of the total counts while the fraction of multiple pixel events decreased by approximately 15%. (b) The contribution of each pixel to processed single-pixel events becomes more uniform and constant, but shows less change during this transition phase than other detectors tested.
Figure 5.10: (a) The spectroscopic performance for detector 70BA1R did not show a significant change. (b) Because the spectroscopic performance was good in both measurements, the depth-dependent photopeak data are useful for comparison. The photopeak centroid increased slightly after the detector stabilized.
Figure 5.11: (a) The total counts and change in event classification for detector 70BA1R remained relatively constant after almost one month of normal operation. (b) The distribution of the single-pixel contribution by pixel also shows little change.
Figure 5.12: (a) Detector 70BA1R experienced a less drastic change in electron drift velocity than detector 70BA1L; however, the electron drift velocity also became more uniform as the detector stabilized. (b) The average drift velocity also increased similar to detector 70BA1L.
Figure 5.13: (a) The energy resolution improved on the best pixel and overall for detector 70BA1L, but the efficiency appears to degrade, possibly due to an accidental change in source geometry. (b) The photopeak centroid increased in every pixel between measurements.
Figure 5.14: (a) The total counts decreased in the later measurement for detector 70BA1L. The instability is likely due to changes in the electronic noise during the measurement. (b) The distribution of the single-pixel event contribution by pixel also shows pixel 8 received a large portion of the counts during the unstable period.
Figure 5.15: (a) Weaker drift velocity is initially observed in the central depths of detector 70BA1L. During the conditioning phase, the drift velocity increases in the central depths and eventually becomes more uniform over all depths. (b) The average drift velocity increases as the detector stabilizes.
Figure 5.16: (a) The spectrum characteristics remained relatively constant for detector 47AR(R). The overall corrected energy resolution degraded slightly from 1.75% to 1.89% FWHM at 662 keV. (b) The drift velocity remained relatively uniform throughout the duration of the measurement.
anode which would create a high concentration of negative charge on the anode side.

\[
\frac{d^2\phi}{dx^2} = -\frac{\rho(x)}{\epsilon}
\]  

(5.1)

5.3 Summary

Transient behavior was observed in some TlBr detectors immediately following bias, but one TlBr detector tested in this work demonstrated stable behavior for the duration of its operation. Three detectors demonstrated a significant improvement in spectroscopic performance and shared similar conditioning behavior. The remaining two detectors did not experience dramatic changes in their spectroscopic performances. However, the depth profiles of their electron drift velocities did exhibit similar changes and increased on average over time. These observations show both the current need to condition some TlBr detectors before stable operation is possible and the potential to ultimately fabricate devices in a way that eliminates the initial transient behavior.
Figure 5.17: Charge density as a function of detector depth for detectors (a) 70BA1L and (b) 70BA1R. The y-axis represents electrons per unit volume such that positive values represent negative charge. As the detectors stabilize, negative charge becomes more concentrated at the electrodes.
Polarization as it relates to radiation detectors is generally defined as any time-dependent change in performance, but is a ubiquitous term which takes on various meanings depending upon the detector material. In CdTe and HgI$_2$, polarization describes reversible degradation in detection efficiency and energy resolution [73, 74]. For TlBr, however, polarization implies performance degradation and eventually complete irreversible failure that occurs during normal detector operation at room temperature. The contents of this chapter describe the characteristic behavior of polarization in TlBr and discusses the possible physical processes which could cause polarization.

6.1 Methods

Both alpha and gamma-ray measurements were taken at room temperature in order to characterize the polarization process. The experimental setup is described in Chapter III. Data acquisition for each detector began immediately following application of -1000 V cathode bias at room temperature. A 100 $\mu$Ci $^{137}$Cs gamma-ray source was measured to evaluate the change in spectroscopic performance and detector efficiency. Alpha particle data show how the electron drift velocity changes as the detector polarizes. During data post-processing, events above a cathode signal amplitude threshold were written to a separate file for alpha-particle waveform anal-
ysis. The threshold was detector-dependent and was determined from the alpha peak location in the cathode spectrum. Alpha waveforms were analyzed using the methods described in section 3.3.3.

6.2 Results

Because each detector behaved differently during polarization, the results are presented on a case-by-case basis. Due to their short time to failure after cathode bias application, detectors 70BA1R and 70BA1L have limited gamma ray data. The gamma-ray data are plentiful for detector 47AR(R) which failed after three months at cathode bias. Alpha data were sufficient for all detectors.

6.2.1 Detector 70BA1R

A 100 $\mu$Ci $^{137}$Cs source flood irradiated the detector during room temperature operation. Stable data measured at $-20^\circ$C prior to room temperature operation were used to calibrate one-hour measurements of the room temperature data shown in Figure 6.1. For reference, stable characteristics for this detector are described in Chapter IV.

The total number of single-pixel events shown in figure 6.1 decreased by 38.1 ± 0.2% after 20 hours and by 82.0 ± 0.1% after 24 hours. Figure 6.2 shows the total counts decrease uniformly as a function of depth. During the data processing procedure described in section 3.3.1, events are filtered such that only single pixel events are processed. Between hour zero and hour 21, the total number of events recorded is roughly constant, while the number of single pixel events is slowly replaced by multiple pixel events and events in which zero pixels passed the interaction threshold (figure 6.3). The number of events passing the alpha event threshold also decreases due to the increase in classified multiple pixel events and bad events*.

*Events caused by noise triggers rather than radiation interactions are classified as bad events.
21, the total number of events increases dramatically as the detector becomes more unstable.

The gradual increase in multiple pixel events can be explained by the decreasing electron drift velocity in figure 6.4. These data from the alpha particle irradiation reveal how the drift velocity uniformly decreases in most depths as the detector polarizes, causing the overall average drift velocity to decrease as shown in figure 6.5. As the electron drift velocity decreases, the charge cloud size increases as a result of diffusion according to the relationship in equation 6.1, where $\sigma$ is the standard deviation of the charge arrival position, $k_B$ is Boltzmann’s constant, $T$ is the absolute temperature, $x$ represents the drift distance, $e$ is the elementary charge, and $\mathcal{E}$ is the electric field magnitude. The electric field magnitude is also defined by equation 2.7; therefore, the size of the charge cloud may be estimated from the average electron drift velocity shown in figure 6.5 (equation 6.2).

$$\sigma = \sqrt{\frac{2k_B T x}{e \mathcal{E}}}$$  \hfill (6.1)

$$\sigma = \sqrt{\frac{2k_B T x \mu_e}{e v_e}}$$  \hfill (6.2)

According to the relationship in equation 2.7, the changing drift velocity could be caused by a changing electric field or a change in the electron mobility. Assuming the mobility remains constant, the electron drift velocity is proportional to the electric field. Data from the detector’s stable condition (described in section 4.3.1) and the relationship in equation 3.4 provide an estimate of 30 cm$^2$/Vs for the electron mobility$^\dagger$. From this mobility estimate, the electron cloud size is estimated in figure 6.6. The increase in charge cloud size increases the number of charge sharing events, which are classified as multiple pixel events and discarded.

$^\dagger$Published electron mobility values range from 20 cm$^2$/Vs to 40 cm$^2$/Vs [14, 71, 72].
Figure 6.1: Depth-corrected Cs$^{137}$ spectra for the first hour of room temperature operation compared to hours 20 and 24. Data measured at $-20^\circ$C prior to the room temperature measurement were used to calibrate these data.

Figure 6.2: Total counts as a function of depth for the first hour of room temperature operation compared to hours 20 and 24. Data measured at $-20^\circ$C prior to the room temperature measurement were used to calibrate these data.
Figure 6.3: Change in event classification as a function of time for detector 70BA1R.

Figure 6.4: Drift velocity as a function of depth calculated from $^{241}\text{Am}$ alpha particle waveforms. The drift velocity uniformly decreases in most depths as the detector polarizes. The drift velocity increases near the anode side as the detector polarizes, possibly indicating a build up of bromine vacancies. Due to geometric constraints, pixels 1, 2, 4, and 5 are the only pixels with statistically significant alpha data.
Figure 6.5: The drift velocity was averaged over all depths at each measurement time for detector 70BA1R. The average drift velocity decreased by approximately 10% from the beginning of the room temperature measurement as the detector polarized.

Figure 6.6: Three standard deviations of the charge arrival position calculated from cathode-side alpha events for detector 70BA1R, which includes 97% of the total charge cloud.
Figure 6.7: Drift velocity as a function of depth calculated from $^{241}\text{Am}$ alpha particle waveforms for detector 70BA1L. The drift velocity uniformly decreases in most depths as the detector polarizes. The drift velocity gradually decreases near the anode side as it increases near the cathode side. The central pixel became count starved as the detector failed.

6.2.2 Detector 70BA1L

Detectors 70BA1L and 70BA1R originated from the same location of the same ingot; however, 70BA1L failed after operating for only four hours at room temperature. Due to its relatively short duration of stable operation, the gamma data were insufficient for spectroscopic analysis. Data from the alpha particle irradiation reveal the electron drift velocity steadily increases near the cathode side as it decreases near the anode side, shown in figure 6.7, which is possibly due to a buildup of negative space charge near the anode and the cathode. Figure 6.8 shows the overall average drift velocity remains relatively constant due to the decrease in drift velocity near the anode side offsetting the increase near the cathode side. Figure 6.9 shows the total number of counts sharply increases and far fewer single pixel events are identified after breakdown occurs at four hours.
Figure 6.8: The drift velocity was averaged over all depths at each measurement time for detector 70BA1L. The overall average drift velocity initially increases in most pixels (as much as 10% in Pixel 1), and remains relatively constant throughout remainder of the measurement.

Figure 6.9: Change in event classification as a function of time for detector 70BA1L.
6.2.3 Detector 47AR(R)

Detector 47AR(R) finally failed after 87 days operating under -1000 V cathode bias at room temperature. The depth-corrected spectra in figure 6.10(a) show the detector was still useful as a spectrometer even in the final day before failure. Figure 6.12 shows a relatively large signal gain decrease in the first two weeks of room-temperature operation, and figure 6.11(a) shows the photopeak position uniformly decreased over all depths in the remaining functional pixels (pixels 2, 4, and 7). The three-dimensional spectra in 6.14(i) shows performance degradation occurring uniformly in all depths. The uniformity in amplitude shift and performance degradation indicates the anode signal loss occurred very near the anode electrode rather than the detector bulk.

A decrease in efficiency is also observed in figures 6.10, 6.11(b), and 6.16. The total counts in figure 6.16 decreased due to fewer events passing the trigger threshold as the signal amplitude decreased. The number of single-pixel events mirrored the number of multiple-pixel events in figure 6.16, so the photopeak efficiency in figure 6.11(b) decreased possibly as a result of increased classified multiple-pixel events.

The absolute value of the drift velocity would be overestimated if a dead layer formed at either the anode or cathode electrode (or both); however, the relative shape of the drift velocity as a function of depth is accurate. The electron drift velocity in figure 6.15 increased near the anode side as it decreased near the cathode side, but the overall average drift velocity decreased over time. The fraction of classified multiple-pixel events could have increased as a result of the decreased electron drift velocity.

Figures 6.10, 6.12, and 6.13 reveal signals generated on the cathode side experienced a greater signal deficit than signals produced in the bulk as the detector failed. The alpha peak in both the anode and cathode spectrum decreased similarly by approximately 40%, whereas the gamma-ray data experienced a less-significant amplitude decrease (approximately 1%). Because the gamma-rays irradiated all depths,
the insignificant change in the anode spectrum indicates the failure mechanism does not occur in the crystal bulk. Furthermore, the depth-separated spectra degraded uniformly rather than at specific depths which indicates performance degradation occurred at the anode electrode. Therefore, the alpha-particle spectrum degradation occurred at the cathode electrode.

6.3 Discussion

Figures 6.18 and 6.19 show detectors 70BA1L and 47AR(R) experienced significant physical change at the anode contact, while figure 6.17 shows detector 70BA1R’s anode experienced less significant physical change after failure. Gamma-ray data for detector 47AR(R) show the degree of performance degradation corresponds with the physical change observed on the anode. A similar physical change might have occurred on the cathode, however the cathode was inaccessible. The observed physical change supports the hypothesis that thallium chemically reacts with gold contacts, catalyzing the failure process. Furthermore, the data presented in this chapter show performance degradation occurring at the electrodes rather than within the crystal bulk.
Figure 6.10: (a) Detector 47AR(R) depth-corrected spectra for the initial 24-hour measurement compared to the last 24-hour measurement. (b) The gain decreases slightly in the raw spectrum between the first and the last 24-hour measurements.
Figure 6.11: (a) The photopeak position decreases uniformly in pixels where the photopeak is still present. (b) The peak counts also decrease nearly uniformly in all depths except very near the cathode of every pixel.
Figure 6.12: The energy-corrected photopeak position is plotted as a function of time with the 87 measurement days separated into 100 bins. The photopeak position decreased by approximately 5 keV (1%) after two weeks of room-temperature operation and remained relatively stable in the pixels with a detectable photopeak.
Figure 6.13: The alpha peak centroids in the (a) cathode spectrum and (b) anode spectrum similar trend with the peak position decreasing by approximately 50% by the end of the measurement.
Figure 6.14: Initial and final three-dimensional spectra for all nine pixels. The pixels are shown in ascending order with figure (a) corresponding to pixel 1. These data show performance degradation occurring at all depths.
Figure 6.15: (a) Detector 47AR(R) drift velocity as a function of depth calculated from $^{241}$Am alpha particle waveforms and (b) the overall average drift velocity as a function of time. Because the average drift velocity would be overestimated, the average drift velocity plot is a conservative estimate.
Figure 6.16: Event classification for the first 48 hour-measurement compared to the last 48 hours on the same plot for detector 47AR(R).
Figure 6.17: Optical microscope images of the anode of detectors 70BA1R after failure. The top row and left column of pixels comprise the guard ring, and the anode pixels are oriented such that pixels 1, 2, and 3 are in the top row. Any physical damage to the contact is not visually obvious.

Figure 6.18: Optical microscope images of the anode of detectors 70BA1L after failure. The bottom row and right column of pixels are connected and serve as a guard ring. The anode pixels are oriented such that pixels 1, 2, and 3 are in the top row. Large portions of the gold contact are missing in this detector.
Figure 6.19: Optical microscope images of the anode of detectors 47AR(R) after failure. The bottom row and right column of pixels are connected and serve as a guard ring, and the anode pixels are oriented such that pixels 1, 2, and 3 are in the top row. Pixels 7, 8, and 9 suffered the most damage and also demonstrated the worst spectroscopic performance.
CHAPTER VII

Investigation of Other Alternative Wide-Band-Gap Materials

In the interest of diversifying the available options for room-temperature semiconductor radiation detectors, RMD, Inc. is also investigating mercuric-sulfide (HgS) and mercuric-oxide (HgO). These materials also have favorable properties compared to the materials listed in table 7.1.

7.1 Mercuric-sulfide

7.1.1 RMD, Inc. Detectors

RMD has fabricated and tested HgS detectors from lab-grown crystals as well as the naturally occurring mineral, cinnabar [76]. The detectors fabricated from lab-

<table>
<thead>
<tr>
<th>Material</th>
<th>Atomic Number</th>
<th>Density (g/cm³)</th>
<th>Band Gap (eV)</th>
<th>Ionization Energy (eV/e-h pair)</th>
<th>Resistivity Ω-cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ge</td>
<td>32</td>
<td>5.33</td>
<td>0.72</td>
<td>3.61</td>
<td></td>
</tr>
<tr>
<td>HgI₂</td>
<td>80,53</td>
<td>6.4</td>
<td>2.13</td>
<td>4.2</td>
<td>10^{12-13} [4]</td>
</tr>
<tr>
<td>CdTe</td>
<td>48, 52</td>
<td>6.1</td>
<td>1.5</td>
<td>4.4</td>
<td>10^{8-9} [5]</td>
</tr>
<tr>
<td>CdZnTe</td>
<td>48, 30, 52</td>
<td>6.1</td>
<td>1.7</td>
<td>4.7</td>
<td>10^{10-11} [6]</td>
</tr>
<tr>
<td>TlBr</td>
<td>81, 35</td>
<td>7.6</td>
<td>2.7</td>
<td>6.5</td>
<td>10^{11} [7]</td>
</tr>
<tr>
<td>HgS</td>
<td>80, 16</td>
<td>8.2</td>
<td>2.1</td>
<td>—</td>
<td>10^{12} [75]</td>
</tr>
<tr>
<td>HgO</td>
<td>80, 8</td>
<td>11.14</td>
<td>2.2</td>
<td>—</td>
<td>10^{9}</td>
</tr>
</tbody>
</table>
Figure 7.1: (a) Detector Cinn1 was fabricated from naturally occurring cinnabar and was 0.55 mm thick. The black dot is a conductive carbon paste used to make the 1-mm diameter electrodes. (b) Detector Cinn1 response to $^{137}$Cs compared to a measurement with no source present. Both spectra were measured in 30 minutes at -300 V with a 2 µs shaping time.

created HgS showed no response to radiation while the detectors fabricated from naturally occurring cinnabar responded to both alpha-particle and gamma-ray sources. Responses to $^{137}$Cs compared to similar background measurements for two different detectors are shown in figures 7.1 and 7.2.

The electron mobility-lifetime product may be estimated using the $^{137}$Cs spectra in figure 7.3. From the Hecht relation described in section 2.1, it is known that the induced charge $Q$ is proportional to

$$Q \propto \mu_e \tau_e \left( \frac{V}{D} \right) \left( 1 - \exp \left[ - \frac{D^2}{\mu_e \tau_e V} \right] \right)$$

(7.1)

where $V$ and $D$ are the bias voltage and the detector thickness respectively. Assuming the induced charge is due only to the movement of electrons, the induced charge at two different voltages follows equations 7.2 and 7.3 where $C$ is a proportionality constant.

$$Q_1 = C \mu_e \tau_e \left( \frac{V_1}{D} \right) \left( 1 - \exp \left[ - \frac{D^2}{\mu_e \tau_e V_1} \right] \right)$$

(7.2)
Figure 7.2: (a) Detector HgS-1 was fabricated from naturally occurring cinnabar and was 0.5 mm thick. Gold was evaporated onto the surfaces to create 1.1-mm diameter electrodes. (b) Detector HgS-1 response to $^{137}$Cs compared to a measurement with no source present. Both spectra were measured in 4 hours at -500 V with a 1 µs shaping time.

$$Q_2 = C\mu_e\tau_e \left( V_2 \right) \left( 1 - \exp \left[-\frac{D^2}{\mu_e\tau_e V_2} \right] \right)$$  \hspace{1cm} (7.3)

Dividing equations 7.2 and 7.3 and rearranging terms provides equation 7.4.

$$Q_1 V_2 - Q_2 V_1 = Q_1 V_2 \exp \left[-\frac{D^2}{\mu_e\tau_e V_2} \right] - Q_2 V_1 \exp \left[-\frac{D^2}{\mu_e\tau_e V_1} \right]$$  \hspace{1cm} (7.4)

Setting $V_2 = 2V_1$ and $x = \exp \left[-\frac{D^2}{\mu_e\tau_e V_2} \right]$ leaves the quadratic equation:

$$Q_1 V_2 - Q_2 V_1 = Q_1 V_2 x - Q_2 V_1 x^2$$  \hspace{1cm} (7.5)

Assuming the holes are immobile relative to the electrons and the edge of the spectrum $^{137}$Cs corresponds to cathode-side events, the electron mobility-lifetime product was estimated from the data in figure 7.3. The electron mobility-lifetime product may also be estimated by fitting equation 2.3 to the measured induced charge as a function of bias voltage. Calculated $\mu_e\tau_e$ values are summarized in table 7.2 and are on the order of $10^{-5}$-$10^{-6}$ cm$^2$/V·s.
Table 7.2: Calculated $\mu_e \tau_e$ Values for Detector HgS-1

<table>
<thead>
<tr>
<th>Method</th>
<th>$\mu_e \tau_e$ $(\text{cm}^2/\text{V} \cdot \text{s})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1 = 100 \text{ V}, V_2 = 200 \text{ V}$</td>
<td>9.9E-6</td>
</tr>
<tr>
<td>$V_1 = 200 \text{ V}, V_2 = 400 \text{ V}$</td>
<td>5.9E-6</td>
</tr>
<tr>
<td>Least Squares Fit</td>
<td>1.7E-6</td>
</tr>
</tbody>
</table>

Figure 7.3: (a) $^{137}$Cs spectra taken at the bias voltages used to calculate the electron mobility-lifetime product from equation 7.5. (b) The measured induced charge and the predicted induced charge calculated from a nonlinear least squares fit of equation 2.3 to the data while varying $\mu_e \tau_e$ and $eN_o$. The corresponding spectra are not shown in (a) for visual purposes.
7.1.2 University of Michigan Detectors

Using cinnabar purchased from a rock shop, an attempt was made to fabricate a detector at the University of Michigan. After cutting a 1-mm thick portion of the crystal in figure 7.4(a) with a diamond wafering blade, the surfaces were polished with 5 $\mu$m, 3 $\mu$m, then 2 $\mu$m alumina paper. Using an evaporator in the Lurie Nanofabrication clean room facility, 200-nm-thick gold electrodes were applied to the surfaces. Finally, contacts were applied to the electrodes using a silver conductive epoxy, shown in 7.4(b).

Prior to depositing electrodes onto the surfaces of this crystal, the crystal quality was examined using x-ray diffraction. First, by comparing the measured powder diffraction spectrum to the expected powder diffraction spectrum\(^*\), it was determined that no contaminants were present. Figure 7.5 shows the single crystal spectrum compared to the powder diffraction spectrum. While the powder diffraction spectrum produces Bragg peaks from all possible crystal orientations, the single crystal spectrum shows two Bragg peaks which correspond to Miller indices (006) and (003). Since diffraction occurs for planes of atoms that are parallel to the surface of the crystal, the orientation in figure 7.6 is known with reasonable certainty.

7.1.2.1 Radiation Response

Radiation measurements were made using the setup in figure 7.7. All sources irradiated the cathode side of the detector. Figure 7.8 an $^{241}$Am alpha spectrum compared with a background spectrum measured for 22 hours and 16 hours respectively. Figure 7.9 shows the detector’s response $^{57}$Co gamma rays. Due to their lower energy, the $^{57}$Co gamma rays have a higher probability of full energy deposition than $^{137}$Cs. No clear photopeak was observed, which could be a result of crystal inhomogeneity.

---

\(^*\)In order to find the expected powder XRD spectrum the structure (trigonal hexagonal), lattice parameters ($a=4.149$, $c=9.495$), and the space group (P3121 and P3221) must be known.
Figure 7.4: (a) The crystal as it was received from the rock shop. (b) The resulting detector.

Figure 7.5: Single crystal and powder XRD spectra for the HgS detector fabrication at the University of Michigan. The powder diffraction spectrum reveals there are no contaminants. The single crystal diffraction spectrum indicates that this is a single crystal.
Figure 7.6: (a) The orientation of the crystal lattice. Additional aspects of the lattice are shown in (b) and (c). In all of these images, mercury atoms are visualized with large spheres, and the sulfur atoms are the smaller spheres.

and/or poor charge creation and transport.

The $^{137}$Cs gamma ray spectra in figure 7.10 show the signal amplitude increased as the operating voltage increased. Using the methods described in section 7.1.1 and the data in figure 7.10, the calculated value for $\mu_e \tau_e$ is on the order of $10^{-5}$ cm$^2$/V·s.

7.1.2.2 I-V Characterization

Current-voltage (I-V) data were measured using the Keithley 4200 semiconductor characterization system and Alessi probe station shown in figure 7.11. The resulting I-V characteristic in figure 7.12 indicates some hysteresis caused by polarization.† Because the device is non-Ohmic, the I-V curve is nonlinear.

7.2 Mecuric-oxide

One HgO detector was tested in this work. Using the setup in figure 7.11, the I-V characteristic was measured and is shown in figure 7.13. The detector’s response to radiation was measured using the setup in figure 7.7 and is shown in figure 7.14.

†Polarization in this context refers to the measure of separation between positive and negative charges in the crystal.
Figure 7.7: Measurement setup for HgS and HgO experiments. The preamplifier signals were connected to a Canberra model 2026 amplifier. The amplified signals were connected to an Ortec multichannel analyzer with 2048 channels.

Figure 7.8: An $^{241}$Am alpha spectrum measured for 22 hours compared with a background spectrum measured for 16 hours with -200 V applied bias. The shaping time was 12 $\mu$s, and the same gain setting was used for both measurements.
Figure 7.9: $^{57}$Co spectrum measured for 20 minutes compared to a spectrum measured for 16 hours using -200 V bias. A 2 $\mu$s shaping time was used for each measurement. Due to a lower signal amplitudes from the gamma rays, a higher gain setting was used for these measurements than what was used for the alpha measurement.

Figure 7.10: $^{137}$Cs spectra measured for 20 minutes at different operating voltages. A 2 $\mu$s shaping time was used for each measurement. The same shaping time and gain setting were used for the $^{137}$Cs and $^{57}$Co measurements.
Figure 7.11: (a) Keithley 4200 semiconductor characterization system and (b) the Alessi probe station used to measure HgS I-V characteristics. The device being tested was placed on the probe station stage, and the probes were put in contact with the electrodes. Then the probe station is connected to the Keithley which controls the voltage and measures the characteristics.

Figure 7.12: The I-V curve was generated by changing the voltage from zero to ten volts then from ten to zero volts in 0.5 V increments with no delay between measurements. The I-V curve for negative voltages was generated in the same way. The estimated resistivity from these data is $10^{11}$ $\Omega$-cm.
Figure 7.13: The I-V curve was generated by changing the voltage from zero to ten volts then from ten to zero volts in 0.5 V increments with no delay between measurements. The I-V curve for negative voltages was generated in the same way. The linearity of the I-V curve indicates the HgO detector is Ohmic. The resistivity was estimated from the slope of this curve to be 5E9 Ω-cm and is reported in table 7.1.

Figure 7.14: HgO response to a 0.1 μCi $^{241}$Am alpha source measured for one hour and a 100 μCi $^{137}$Cs source measured for two hours. A two-hour background measurement yielded zero counts and is not shown on the plot. The spectra were measured at an operating voltage of -350 V using a 12 μs shaping time. The detector is 0.5 mm thick with 0.6 mm diameter carbon paste electrodes.
7.3 Summary

HgS and HgO detectors are in the exploratory phase, but the initial results show these detectors respond to both alpha particle and gamma ray radiation. RMD, Inc. showed similar radiation response in HgS detectors fabricated from natural crystals as well as lab-grown crystals [76]. These materials require a lot of development before they will be useful for practical applications, but their material properties are favorable for room-temperature radiation detection.
CHAPTER VIII

Conclusions and Future Work

8.1 Conclusions

From the limited number of samples, no definitive conclusions may be drawn with respect to how the manufacturing process relates to detector performance during the conditioning phase, stable operation, or the room-temperature failure process. Multiple samples achieved good spectroscopic performance during stable operation, and the depth-dependent gamma-ray data showed the material quality was consistently good between samples. Overall energy resolution of 1.01% FWHM at 662 keV and 0.78% at 662 keV on a single pixel was demonstrated.

Transient behavior was observed in some TlBr detectors immediately following bias. The initial distribution of vacancy impurities weakened the electron drift velocity, which resulted in poor spectroscopic performance. As the vacancies drifted from the detector bulk and concentrated near the electrodes, the electron drift velocity became more uniform and the spectroscopic performance improved. The re-fabricated TlBr detector tested in this work demonstrated stable behavior for the duration of its operation, which is likely due to the transition phase occurring in the test prior to re-fabrication.

As TlBr detectors failed during room-temperature operation, the electron drift velocity decreased and the spectroscopic performance degraded. Signal gain changes
from both electrodes indicate charge loss occurring near both electrodes. Research has shown that surface preparation and contact quality impact detector performance \[38, 39, 77\]. Furthermore, the observed physical change on the anode electrodes supports the hypothesis that thallium chemically reacts with gold contacts, catalyzing the failure process. The chemical reaction would change the crystal stoichiometry, and as a result the defect concentration would change to maintain overall charge neutrality, perpetuating ionic conduction.

\section*{8.2 Future Work}

This work has shown variability in detector performance characteristics during the initial transition phase, stable operation, and the room-temperature failure process. Few detectors were tested in this work, and in order to better understand the relationship between detector performance (during all phases of operation) and fabrication, a statistically significant number of samples should be tested.

Current TlBr detectors have not demonstrated repeatable stable behavior, which is possibly due to poor storage. Once detectors demonstrate repeatable stable performance, the necessity for multiple conditioning phases should be tested. If impurity-compensating vacancies collect beneath the electrodes while the detector operates at bias, the random thermal motion of these defects occurring while the detector rests in storage could necessitate a conditioning phase each time the detector is biased.

Because the electron drift velocity calculated from alpha waveforms assumes the entire detector is fully active, the average electron drift velocity will be underestimated if there exists a dead region. Alpha particle irradiation is the ideal method to capture the electron drift velocity as a function of detector depth, but the average electron drift velocity may be verified with two collimated gamma-ray beams, preferably near the electrodes, at a known separation distance.

Leakage current measurements may provide more useful evidence. At low tem-
temperatures, the leakage current due to thermally generated charge carriers should be insignificant compared to the contribution of ionic conduction to the leakage current. An upper limit for leakage current from thermally generated charge carriers may be estimated from equations 8.1, 8.2, 8.3, 8.4, and 8.5. By assuming the effective electron and hole masses, $m_e$ and $m_h$, are equal to the electron rest mass and the Fermi level $\epsilon_f$ is at the middle of the band gap, the current due to thermally generated charge carriers at $-20\,^\circ C$ would be on the order of $10^{-23}$ Amperes and $10^{-19}$ at $20\,^\circ C$. Any measurable leakage current would be attributed to ionic conduction. Furthermore, because ionic conduction is a function of temperature, the initial transient behavior and failure behavior may also be studied as a function of temperature.

\[
I = A e V \frac{V}{t} (n_h \mu_h + n_e \mu_e) \quad (8.1)
\]

\[
n = N_C \exp \left( \frac{E_g - \epsilon_f}{k_B T} \right) \quad (8.2)
\]

\[
p = N_V \exp \left( \frac{-\epsilon_f}{k_B T} \right) \quad (8.3)
\]

\[
N_C = 2 \left( \frac{2\pi m_e k_B T}{\hbar^2} \right)^{3/2} \quad (8.4)
\]

\[
N_V = 2 \left( \frac{2\pi m_h k_B T}{\hbar^2} \right)^{3/2} \quad (8.5)
\]

Either with the development of a cooled application specific integrated circuit (ASIC), or with the existing experimental setup, better event classification should be implemented. Currently, TlBr detectors are characterized using single-pixel events only, but information on multiple-pixel events may prove useful for initial transient behavior and failure analysis. Furthermore, TlBr could be evaluated as a Compton
imaging device with non-material specific Compton imaging software that has already been implemented [78, 79, 80].
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