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#### Abstract

A quantum simulator is a well-controlled quantum system which can be used to simulate another quantum system which we are interested. Quantum degenerate gases confined by optical standing waves(optical lattices) have been considered to simulate condensed matter systems. In this thesis we investigate the possibility of using these cold atom gases in optical lattices as quantum simulators. We focus on two issues in this problem. The first one is the realization of interesting quantum phases by engineering Hamiltonians with the cold atoms toolbox. Secondly, the systems we studied are often intractable to analytical methods, which makes it a crucial issue to solve them with numerical methods.

For the first issue we find several interesting phases can be studied with cold atoms in optical lattices. We show that a $p$-wave superfluid is stablized through a dissipation blockade mechanism. This mechanism also induces a new insulator formed by $p$-wave Feshbach molecules. We find that the anisotropic nature of interaction between polar molecules or dipolar atoms can be used to realize two charge density waves with different patterns and a supersolid phase which has not been found conclusively in the condensed matter system. Finally, we propose to realize a long sought spin liquid phase with hard-core bosons subject to a spin-dependent lattice and Raman induced hoppings.


For the second issue we choose to numerically study these systems with the so-
called tensor network algorithm. Tensor network algorithm is a variational method based on the matrix product states or tensor product states which are designed to approximate generic wave functions from their entanglement properties. In general the tensor network algorithm has advantages that it is applicable beyond one dimension, and can be used to study physical properties in the thermodynamic limit directly. We apply this method to map out the phase diagrams of the above systems. Furthermore, we show that it is capable of capturing the phase diagram of a frustrated magnetism model, the Heisenberg model on a checkerboard lattice.

The great controllability and isolation from the environment of a cold atom system offer a playground to study interesting physics in strongly correlated systems. Several proposed control schemes in this thesis have been demonstrated in experiments. By providing detailed evidence from numerical simulations, this work addresses practical routes to novel quantum phases.

## CHAPTER I

## Introduction

### 1.1 Motivation

The idea of quantum simulation was first proposed by Feynman back to 1982.[1] He suggested that instead of solving a quantum problem on a classical machine, which costs an exponentially high amount of computational resource, one could use a quantum simulator to fulfill this task. To simulate the behavior of electrons in materials, a quantum degenerate gas confined in the periodic potential created by optical methods(optical lattices) has been realized in the experiment. Since the first demonstration of a superfluid-Mott insulator transition[2] with cold atoms in an optical lattice many exciting progresses have been made over the last ten years in pursuing the holy grail of building a general quantum simulator of strongly correlated systems. These include a multicomponent bosonic Mott insulator in hexagonal lattices[3], fermionic Mott insulators[4, 5], an $S U(N)$ Mott insulator[6], dual Mott insulators of bosons and fermions[7], and a simulation of antiferromagnetic spin chains[8] among others. Besides Mott physics, a more recent discovery of topological materials such as quantum hall system and topological insulators has also motivated the development of synthetic gauge field[9, 10] for neutral cold atoms. Ultracold polar molecules and Feshbach molecules in an optical lattice[11], and orbital superfluidity[12, 13] also
bring novel physics into the field.
A cold atom toolbox of novel techniques mentioned above provides a platform with great controllability and versatility in the study of strongly correlated systems. With a wide range of tunable parameters, exotic quantum phases predicted in theoretical studies but not yet realized in condensed matter systems could possibly be reached. For example, supersolid phases[14] with hard-core bosons on a triangular lattice are discussed. Spin liquids can be studied in the high symmetry group Mott insulators. Topological Mott insulators[15] and even more bizarre Chern insulators[16] are made possible by considering the long-range dipole-dipole interaction of polar molecules confined in an optical lattice. The opportunity of systematically studying these quantum phases provided by cold atom systems is very exciting.

Meanwhile, to theoretically investigate physical properties in these models, a reliable tool is required. For strongly correlated systems which are often intractable to analytical analysis, numerical tools have proved to be useful for providing valuable knowledge. In one dimension the density matrix renormalization group(DMRG)[17, 18] can be used to calculate most physical properties of the system to high accuracy. In two dimensions quantum Monte Carlo results are often taken as exact ones. However, this method suffers from the so called sign problem which limits its applicability in fermion and frustrated systems. Thus, this program of research has two goals. First, we develop numerical codes using the tensor network algorithm for two dimensional systems. Secondly, these codes are then applied to study the engineered cold atom systems.

### 1.2 Background

In this section we briefly review basic concepts of optical lattices. The connection between atoms in an optical lattice to the Hubbard model and the Heisenberg model is discussed. In the last part we introduce the tensor network algorithm which serves as a main tool used in all the studies in this dissertation.

### 1.2.1 Optical lattices

The basic idea of optical lattice can be understood as a manipulated spatially varying field $\mathbf{E}$ with a lattice structure. From the classical light point of view, a neutral atom placed in an electric field $\mathbf{E}$ obtains an energy shift $\Delta V$ due to the induced dipole moment $\mathbf{d}$ as

$$
\begin{equation*}
\Delta V=-\frac{1}{2} \mathbf{d} \cdot \mathbf{E}=-\frac{1}{2} \alpha\left(\omega_{l}\right)|\mathbf{E}(\mathbf{r})|^{2}, \tag{1.1}
\end{equation*}
$$

where $\alpha$ is the polarizability with a dependence on the frequency of $\mathbf{E}$ field $\omega_{l}$. By applying coherent counter-propagating laser fields which form a standing wave pattern in space, atoms can then be confined in this lattice-like potential.

The polarizability depends on the internal structure of atoms. In a simple quantum picture, we take the atom as a two level system with the ground level $|g\rangle$ and an excited level $|e\rangle$ at frequency $\omega_{0}$ close to the laser frequency $\omega_{l}$. The ground state light shift is treated as a second order perturbation in $\mathbf{E}$ fields, which gives

$$
\begin{equation*}
\alpha\left(\omega_{l}\right) \simeq-\frac{|\langle e| d| g\rangle\left.\right|^{2}}{\hbar \delta} \tag{1.2}
\end{equation*}
$$

with the detuning $\delta=\omega_{l}-\omega_{0} .[19,20,21]$ In this expression we have to consider the energy of the system as that of "atom plus light"[20] by using the photon energy $\hbar \omega_{l}$. The sign of polarizability $\alpha\left(\omega_{l}\right)$ thus potential depends on the detuning $\delta$. We can see that atoms are attracted to the nodes(antinodes) of the laser intensity for
blue-detuned light with $\delta>0$ (red-detuned light with $\delta<0$ ). Here we assumed the excited state population is low due to the far detuning of the field.

Considering a more general situation with spontaneous decay of the excited state we can solve the steady state of the density matrix equations[22]. In the density matrix formulation the force on an atom can be written as $\mathbf{f}=\operatorname{Tr}(\rho \nabla(\mathbf{d} \cdot \mathbf{E}))$, which is the expectation value of the negative gradient of the potential shift. For a standing wave field $\mathbf{E}(z)=E_{0} \hat{\mathbf{x}} \cos (k z)$ with rotating wave approximation in a frame rotating at the laser frequency we have

$$
\begin{align*}
& v_{z} \frac{\partial \rho_{11}}{\partial z}=-i \chi^{*} \cos (k z) \rho_{21}+i \chi \cos (k z) \rho_{12}+\gamma_{2} \rho_{22}  \tag{1.3}\\
& v_{z} \frac{\partial \rho_{22}}{\partial z}=i \chi^{*} \cos (k z) \rho_{21}-i \chi \cos (k z) \rho_{12}-\gamma_{2} \rho_{22}  \tag{1.4}\\
& v_{z} \frac{\partial \rho_{12}}{\partial z}=-i \chi^{*} \cos (k z)\left(\rho_{22}-\rho_{11}\right)-(\gamma-i \delta) \rho_{12}  \tag{1.5}\\
& v_{z} \frac{\partial \rho_{21}}{\partial z}=i \chi \cos (k z)\left(\rho_{22}-\rho_{11}\right)-(\gamma+i \delta) \rho_{21} \tag{1.6}
\end{align*}
$$

where $v_{z}$ is atom velocity along $z$ direction, $\gamma_{2}$ is the spontaneous decay rate, $\chi=$ $\langle\mathbf{d} \cdot \mathbf{E}\rangle / 2 \hbar$ is half of the Rabi frequency and $\gamma=\frac{\gamma_{2}}{2}+\Gamma$ with $\Gamma$ being the collision rate. To the first order in $\chi$, with an initial population only in the ground state we have[22]

$$
\begin{equation*}
\rho_{12}=\frac{i \chi^{*}}{2}\left[\frac{e^{i k z}}{\gamma-i\left(\delta-k v_{z}\right)}+\frac{e^{-i k z}}{\gamma-i\left(\delta+k v_{z}\right)}\right] . \tag{1.7}
\end{equation*}
$$

The force $\mathbf{f}$ is then

$$
\begin{align*}
\mathbf{f} & =\hat{\mathbf{z}} \frac{\hbar k|\chi|^{2} \gamma}{2}\left[\frac{1}{\gamma^{2}+\left(\delta+k v_{z}\right)^{2}}-\frac{1}{\gamma^{2}+\left(\delta-k v_{z}\right)^{2}}\right] \\
& +\hat{\mathbf{z}} \frac{\hbar k|\chi|^{2}}{2}\left[\frac{\gamma \cos (2 k z)-\sin (2 k z) \Delta_{-}}{\gamma^{2}+\Delta_{-}^{2}}-\frac{\gamma \cos (2 k z)+\sin (2 k z) \Delta_{+}}{\gamma^{2}+\Delta_{+}^{2}}\right], \tag{1.8}
\end{align*}
$$

where $\Delta_{ \pm}=\delta \pm k v_{z}$. The first line describes a dissipative force which vanishes in the limit of large detuning $\delta$ while the second line recovers the gradient force from the
potential shift Eqn. 1.1 and Eqn. 1.2 in this limit. We can find a relation between the strength of the dissipative force $\mathbf{f}_{\text {diss }}$ and the dipole force $\mathbf{f}_{\text {dipole }}$.

$$
\begin{equation*}
\mathbf{f}_{\text {diss }} \simeq \frac{\gamma}{\delta} \mathbf{f}_{\text {dipole }} . \tag{1.9}
\end{equation*}
$$

Since the dissipative force scales as $\delta^{-2}$ while the gradient force scales as $\delta^{-1}$, for experiments with cold atoms the detuning is often chosen to be large to reduce the effect of the dissipative force.[20, 19, 21] A list of typical experimental parameters for the Rb atom is given in Table 1.1.

| laser wave length | $\lambda$ | 767 nm |
| :---: | :---: | :---: |
| recoil energy | $E_{R}$ | $\sim 3.88 \mathrm{kHz}$ |
| lattice depth | $V_{0}$ | $\sim 40 \mathrm{kHz}$ |
| laser frequency detuning | $\delta$ | 7000 GHz |
| trapping frequency | $\omega_{\text {trap }}$ | $\sim 4 \mathrm{kHz}$ |
| spontaneous decay rate | $\gamma_{2}$ | 5.9 MHz |
| Hyperfine splitting in the excited state | $\Delta_{H F}$ | 200 MHz |
| nearest neighbor hopping | $J$ | $\sim 75 \mathrm{~Hz}$ |
| bandwidth | $W$ | $\sim 200 \mathrm{~Hz}$ |

Table 1.1: Typical experimental parameters for Rb atom

In the above we review the basic idea of an optical lattice in one spatial direction. By forming standing waves in two dimensions with the help of a strong transverse confinement, experimentalists are able to construct a two dimensional lattice. Lattices of different geometries such as the triangular lattice and the honeycomb lattice have also been constructed, which allows us to study interesting physics there.

One particular technique to form different optical lattices for different magnetic sublevels is realized by taking advantage of the strong dependence of their transition dipole matrices on the laser polarization. Considering the generalization of the two level atom results above to a multilevel atom, which is practical for experiments, we need to include the contribution of transition dipole matrices from different sublevels. For alkali atoms in the ground state with angular momentum $F$ and magnetic
quantum number $m_{F}$, if the laser detuning is large compared to the excited state hyperfine splittings, the potential shift can be written as

$$
\begin{equation*}
\Delta V=\frac{\hbar|\chi|^{2}}{3}\left[\frac{2+P g_{F} m_{F}}{\delta_{2, F}}+\frac{1-P g_{F} m_{F}}{\delta_{1, F}}\right] \tag{1.10}
\end{equation*}
$$

where $g_{F}$ is the Lande factor and $P$ is the laser polarization with $P=0, \pm 1$ for linearly and circularly polarized light $\sigma^{ \pm} . \delta_{1, F}$ and $\delta_{2, F}$ are the detuning referring to energy splitting between ${ }^{2} S_{1 / 2}$, and ${ }^{2} P_{1 / 2}$ and ${ }^{2} P_{3 / 2}$ respectively[20]. For example at a "magic" wavelength 790 nm for ${ }^{87} \mathrm{Rb}$, the spin independent part in the above equation vanishes. Thus, $m_{F}=1$ and $m_{F}=-1$ states can have completely opposite potential with a circularly polarized light.

One application of spin dependent optical lattices is to realize an artificial magnetic field[23, 24]. Considering a two dimensional square lattice, atoms of two different sublevels are confined alternatively in one direction while in the other direction they distribute uniformly. The hopping between two sublevels is induced by the Raman transition, which can have an additional phase factor contributed from the wave vector of the Raman laser. This gives a controllable phase when atoms circle around a closed loop, which is exactly the effect when placing a charged particle in a gauge field.

### 1.2.2 Hubbard model and quantum magnetism

The behavior of fermionic atoms in an optical lattice can be described by the Hubbard model under suitable experiment conditions. The Hubbard model was first introduced to study interacting electrons in a lattice as a tight binding approximation. In this dissertation we will study several Hubbard-like models with variants in the form of interactions and atomic classes. Furthermore, quantum magnetism models which is another focus of this dissertation can also be derived from the Hubbard
model in the strong interaction limit. In this section we will briefly review the derivation of the Hubbard model and the super-exchange interaction of localized moments followed by the idea of frustrated magnetism.

We begin with a single particle in a 1D optical lattice, which is described by the Hamiltonian

$$
\begin{equation*}
H=\frac{p^{2}}{2 m}+V_{0} \sin ^{2}\left(k_{l} x\right) \tag{1.11}
\end{equation*}
$$

where $m$ is the atom mass, $V_{0}$ is the amplitude of an optical lattice, $k_{l}=\pi / a$ is the wave-vector, and $a$ is the lattice constant. The eigenstates of this Hamiltonian are the Bloch states $\phi[25]$, which can be written as

$$
\begin{equation*}
\phi_{q}^{n}(x)=e^{i q x} u_{q}^{n}(x) \tag{1.12}
\end{equation*}
$$

with quasi-momentum $-\pi / a \leq q \leq \pi / a$ and band index $n$. The Bloch function $u_{q}^{n}(x)$ has the same periodicity as that of the lattice

$$
\begin{equation*}
u_{q}^{n}(x+a)=u_{q}^{n}(x) \tag{1.13}
\end{equation*}
$$

For a periodic lattice with $N$ sites $q$ has discrete values with $\Delta k=2 \pi /(N a)$. The solution of Bloch functions $u_{q}^{n}(x)$ can be computed with a Fourier expansion and solving the linear eigenvalue equation.

A Bloch function at a fixed point $x$ is periodic in $q$ space. Thus we can expand it in the real space as

$$
\begin{equation*}
u_{q}^{n}(x)=\sqrt{\frac{a}{2 \pi}} \sum_{r_{i}} \omega_{n}\left(r_{i}, x\right) e^{i q r_{i}} \tag{1.14}
\end{equation*}
$$

with $r_{i}$ the minima of the lattice potential. The Wannier function $\omega_{n}\left(r_{i}, x\right)$ has the property of $\omega_{n}\left(r_{i}, x\right)=\omega_{n}\left(r_{i}-x\right)$ which can be seen by writing it as an inverse transformation of Bloch functions $u_{q}^{n}(x)$. Wannier functions at different sites are orthogonal to each other and they are not uniquely defined because of the freedom in
choosing phase factors in Bloch states $\phi$. In one dimension one could choose a maximally localized Wannier function[26, 27] which is useful to describe local interactions between particles.

We review here the derivation of the Bose-Hubbard model which describes the bosonic atoms in the optical lattice. The derivation for fermionic atoms is similar and the results will be given in the following. We first write down the second quantization form of interacting particles in a lattice potential. In the cold atom experiment, particles interact with each other mainly through s-wave scattering which can be effectively described by a pseudopotential $U(x),[19]$

$$
\begin{equation*}
U(x)=\frac{4 \pi \hbar^{2} a_{s}}{m} \delta(x)=g \delta(x) \tag{1.15}
\end{equation*}
$$

where $a_{s}$ is the scattering length. The Hamiltonian is written as
$H=\int d x \psi^{\dagger}(x)\left(\frac{p^{2}}{2 m}+V_{0} \sin ^{2}\left(k_{l} x\right)\right) \psi(x)+\frac{g}{2} \int d x d x^{\prime} \psi^{\dagger}(x) \psi^{\dagger}\left(x^{\prime}\right) \delta\left(x-x^{\prime}\right) \psi\left(x^{\prime}\right) \psi(x)$.

We can expand the field operators $\psi$ with Wannier functions and the bonsonic annihilation operators $b_{n, i}$ at $n$-th band and site $r_{i}$ as

$$
\begin{equation*}
\psi(x)=\sum_{i, n} \omega_{n}\left(x-r_{i}\right) b_{n, i} \tag{1.17}
\end{equation*}
$$

Several approximations will be made in the derivation of the Hubbard model. First the integral

$$
\begin{equation*}
J=\int d x \sum_{l} \omega^{*}(x)\left(\frac{p^{2}}{2 m}+V_{0} \sin ^{2}\left(k_{l} x\right)\right) \omega(x-l a) \tag{1.18}
\end{equation*}
$$

with $l$ beyond nearest neighbor terms are two order of magnitude smaller than the nearest neighbor term. We can ignore them safely. Secondly, the off-site interaction is small compared with other terms so we will only keep the on-site interaction term

$$
\begin{equation*}
U=g \int d x|\omega(x)|^{4} \tag{1.19}
\end{equation*}
$$

Lastly, in a deep enough optical lattice when the interaction energy of particles is small compared to the band gap we can ignore the population of higher bands[28]. Thus it can be reduced to a single band model with $n=0$ in the Wannier function and both creation and annihilation operators. For example in a typical experiment with $V_{0}=15 E_{R}$ we have a band gap around $6 E_{R}$ while interaction energy $U=0.15 E_{R}$ for Na atoms, where $E_{R}=\hbar^{2} k^{2} / 2 m$ is the recoil energy of an atom with mass $m$ in the optical lattice. This justifies the approximations we made above. The order of magnitude for the hopping strength $J$ and the bandwidth $W$ are given in Table 1.1. The model is then written as

$$
\begin{equation*}
H=H_{t}+H_{U}=-J \sum_{<i, j>}\left(b_{i}^{\dagger} b_{j}+h . c\right)+\frac{U}{2} \sum_{i} n_{i}\left(n_{i}-1\right), \tag{1.20}
\end{equation*}
$$

where $\langle i, j\rangle$ stands for nearest neighbor pairs and $n_{i}$ is the number operator on site $i$. The first term $H_{t}$ is often referred as a hopping term which describes the tunneling of atoms to its nearest neighbor site and the second term $H_{U}$ describes the interaction of atoms occupying the same site.

The fermionic Hubbard model can be derived in a similar fashion while the anticommutation rule of fermions modifies the interaction term. For $S=\frac{1}{2}$ fermions the interaction term is written as

$$
\begin{equation*}
U \sum_{i} n_{i, \uparrow} n_{i, \downarrow} \tag{1.21}
\end{equation*}
$$

while for spinless fermions atoms are not allowed to occupy the same site and thus the nearest neighbor interaction term dominates as

$$
\begin{equation*}
U \sum_{<i, j>} n_{i} n_{j} \tag{1.22}
\end{equation*}
$$

where $\langle i, j\rangle$ stands for all nearest neighbor pairs. Although the Hubbard model looks simple, its complete phase diagram is still not fully understood beyond one
dimension. It is suggested to have a Mott insulator phase at strong interaction with half filling, a $d$-wave superconductor phase, a pseudo-gap phase and a Fermi liquid in two dimensions.[29]

In the Mott insulator phase an effective hamiltonian can be written down, which itself has also been studied intensively. Considering a system with half-filled $S=\frac{1}{2}$ fermions, double occupancy on a site is inhibited in the strong interaction limit. The system at this point is known to be in a Mott insulator phase in which the charge degree of freedom is frozen and particles can only interact with each other through the so-called super-exchange interaction. Here, we briefly review the derivation of super-exchange interaction introduced in Ref. [30].

In the strong interaction limit with half filling, we can treat the hopping term as a perturbation with the small parameter $J / U$. The super-exchange interaction describes a virtual process where one particle hops to an occupied site and one of them hops back to the original site. The effective Hamiltonian is derived by taking a canonical transformation of $H$, as

$$
\begin{equation*}
H^{\prime}=e^{-J \hat{O}} H e^{J \hat{O}} \tag{1.23}
\end{equation*}
$$

with $\hat{O}=\left[\hat{P}_{s} H_{t} \hat{P}_{d}-\hat{P}_{d} H_{t} \hat{P}_{s}\right] / U . \hat{P}_{s}$ and $\hat{P}_{d}$ are projection operators onto singly and doubly occupied subspaces respectively. Calculating $H^{\prime}$ up to second order in $J$ and projecting onto the singly occupied subspace we get

$$
\begin{equation*}
\hat{P}_{s} H^{\prime} \hat{P}_{s}=\sum_{<i, j>} J_{e x}\left(\mathbf{S}_{i} \cdot \mathbf{S}_{j}-\frac{1}{4}\right), \tag{1.24}
\end{equation*}
$$

where $J_{e x}=4 J^{2} / U, \mathbf{S}_{i}=\frac{1}{2} b_{i, \alpha}^{\dagger} \sigma_{\alpha \beta} b_{i, \beta}$ is the spin operators with the Pauli matrices $\sigma_{\alpha \beta}$ and $b_{i, \alpha}$ is the fermionic annihilation operator with spin index $\alpha$. Eqn. 1.24 is the so-called Heisenberg model which describes the basic interaction of localized
moments. If $J_{e x}$ is positive spins on neighboring sites tend to align themselves in opposite direction while a negative $J_{e x}$ will align them in the same direction.
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Figure 1.1: (a) Spin orientation minimizes energy on every bond on a square lattice. (b) Energy can not be minimized on all bonds on a triangular lattice.

The Heisenberg model has been widely studied on different lattices. One particular interesting class is that on lattices with geometric frustration. To discuss the idea of geometric frustration, let's begin with a Ising Hamiltonian

$$
\begin{equation*}
H=J \sum_{<i, j>} \sigma_{i}^{z} \sigma_{j}^{z} \tag{1.25}
\end{equation*}
$$

where $\sigma_{i}^{z}$ is the Pauli $z$ matrix and $J$ is taken to be positive. On a square lattice the ground state can be established by aligning neighboring spins in the opposite direction as shown in figure 1.1(a). We notice that with this arrangement the energy of each bond is minimized as well. However, this is not the case if we consider a triangular lattice. For example in figure 1.1(b) we can find that it is not possible to minimize the energy of all three bonds simultaneously in a triangular unit and what we show here are actually two possible ground states out of six. The phenomenon that one can not minimize all bond energy at the same time is called frustration. It comes from the competing interaction between spins on different sites and in this particular case geometry of the underlying lattice plays a main role.

As the example above shows, frustration inevitably brings degeneracy to the ground states. At a classical level the large ground state degeneracy prevents the triangular lattice system from picking any ordering even at very low temperature. It is believed that the ground state of a highly frustrated model would be a liquid like phase without any ordering, which is thus called a spin liquid[31, 32]. In the quantum case it is generally believed that the interplay between quantum fluctuation and frustration may also lead to a liquid like state. Several candidate materials are found in experiments.[33] In chapter V we propose an implementation to study spin liquids in cold atom systems.

### 1.2.3 Tensor network algorithm

In this section we introduce the main numerical tool we used in this dissertation: the tensor network algorithm. We will first briefly discuss the main idea of this algorithm and then focus on the implementation for the 1D case: infinite Timeevolved Block Decimation(iTEBD). Finally we discuss its extension to the 2D case: infinite Projected-Entangled-Pair States.

## Matrix product states

For a quantum mechanical problem, the computational complexity often scales exponentially with the particle number of the system. This seriously limits the ability to solve physical problems with numerical methods. For example with a high end computer people can solve the ground state of a Heisenberg model on a square lattice with about 42 spins, which has a Hilbert space dimension of about 4 trillion $\left(2^{42}\right)$. Compared with the size of the real material samples, the finitesize effect on this scale could still pose problems for interesting physical quantities. Fortunately, the search for ground states in certain physical systems could be done
more efficiently by exploiting their particular entanglement properties. In these cases a special class of ansatz states called matrix product states(MPS) can be written down to efficiently approximate the ground state. The success of Density Matrix Renormalization Group(DMRG)[34, 17] algorithm in one dimensional problems is closely related to efficiently finding the ground state within the MPS manifold.

A heuristic way to understand MPS is through the perspective of a mean field theory. In a mean field theory, ansatz states are often written down as product states of single particle or local basis. One can then optimize coefficients of these ansatz states through variational methods. For example a general wave function of spinless fermions in a lattice is

$$
\begin{equation*}
|\psi\rangle=\sum_{i_{1} i_{2} \ldots i_{n}} c_{i_{1} i_{2} \ldots i_{n}}\left|n_{i_{1}} n_{i_{2}} \ldots n_{i_{n}}\right\rangle, \tag{1.26}
\end{equation*}
$$

where $|n\rangle=|0\rangle$ or $|1\rangle$ represents local occupation number of fermion and there are up to $2^{n}$ coefficients. Under a mean field treatment the above state could be approximated by

$$
\begin{equation*}
|\psi\rangle \simeq \prod_{i} \tilde{c}_{i}\left|\phi_{i}\right\rangle \tag{1.27}
\end{equation*}
$$

where $\phi_{i}$ can be a superposition of $|0\rangle$ and $|1\rangle$ and the number of coefficients is reduced to $n$. An approximate ground state can then be obtained by variational methods. We can immediately see the main drawback of this product ansatz state. It can not describe the entanglement between two different sites, which in many cases is essential to a correct ground state.

MPS in this sense is considered to be an extension of the above product states. We can replace the complex number coefficients $\tilde{c}_{i}$ with $D \times D$ matrices $A^{i}$, where $D$ is called the virtual dimension. At every site we have a collection of $D \times D$ matrices
or a $d \times D^{2}$ tensor where $d$ is the dimension of local Hilbert space. The coefficients of the state $|\psi\rangle$ is then obtained by multiplying these matrices. The wave function then reads

$$
\begin{equation*}
|\psi\rangle \simeq \sum_{i_{1}, i_{2}, \ldots, i_{n}=1}^{d} A^{i_{1}} A^{i_{2}} \ldots A^{i_{n}}\left|n_{i_{1}} n_{i_{2}} \ldots n_{i_{n}}\right\rangle . \tag{1.28}
\end{equation*}
$$

The number of free parameters in this expression is now $n D^{2}$, which scales only polynomially to the size of the system. This significantly reduces the computational cost of the problems. Furthermore, we will see below in the discussion of obtaining a MPS representation of an arbitrary wave function that the entanglement amount captured by this ansatz state is related to the virtual dimension $D$ of the matrices.

The discussion of representing an arbitrary 1D wave function with MPS is detailed in several papers[35, 36, 37, 38]. We briefly review here for completeness of our introduction. The idea is to decompose the wave function through a series of singular value decomposition(SVD) or the Schmidt decomposition. Consider our n sites wave function $|\psi\rangle$. We can first group indices $(2,3, \ldots, n)$ as a super index then perform a Schmidt decomposition on this bipartite system, which is conveniently done by a SVD operation on the coefficient matrix. The result gives the coefficient $c_{i_{1} i_{2} \ldots i_{n}}$ in 1.26 as

$$
\begin{equation*}
c_{i_{1} i_{2} \ldots i_{n}}=\sum_{\alpha} A_{\alpha}^{i_{1}} \Phi_{\alpha, i_{2} \ldots i_{n}} \tag{1.29}
\end{equation*}
$$

where $A_{\alpha}^{i_{1}}$ is a collection of row vectors with dimension $D$. We can follow the same prescription above to further decompose $\Phi_{\alpha, i_{2} . . . i_{n}}$ into

$$
\begin{equation*}
\Phi_{\alpha, i_{2} \ldots i_{n}}=\sum_{\beta} A_{\alpha \beta}^{i_{2}} \Phi_{\beta, i_{3} \ldots i_{n}}, \tag{1.30}
\end{equation*}
$$

where $A_{\alpha \beta}^{i_{2}}$ is a collection of $D \times D$ matrices. Repeat this procedure to the end of
the lattice. Finally, we will have

$$
\begin{equation*}
c_{i_{1} i_{2} \ldots i_{n}}=A^{i_{1}} A^{i_{2}} \ldots A^{i_{n}} \tag{1.31}
\end{equation*}
$$

as we claimed in Eqn. 1.28. We notice that at the $l(1<l<n)$ step we have

$$
\begin{equation*}
c_{i_{1} i_{2} \ldots i_{n}}=\sum_{\alpha}\left(A^{i_{1}} A^{i_{2}} \ldots A^{i_{l}}\right)_{\alpha} S_{\alpha, \alpha} \Phi_{\alpha, i_{l+1} \ldots i_{n}} \tag{1.32}
\end{equation*}
$$

with a singular value $S_{\alpha, \alpha}$. We could rewrite the wave function as

$$
\begin{equation*}
|\psi\rangle=\sum_{\alpha} S_{\alpha, \alpha}\left|a_{\alpha}\right\rangle_{1,2, \ldots, l}\left|b_{\alpha}\right\rangle_{l+1, l+2, \ldots, n} \tag{1.33}
\end{equation*}
$$

with

$$
\begin{equation*}
\left|a_{\alpha}\right\rangle_{1,2, \ldots, l}=\sum_{i_{1}, i_{2}, \ldots, i_{l}}\left(A^{i_{1}} A^{i_{2}} \ldots A^{i_{l}}\right)_{\alpha}\left|i_{1} i_{2} \ldots i_{l}\right\rangle \tag{1.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|b_{\alpha}\right\rangle_{l+1, l+2, \ldots, n}=\sum_{i_{l+1}, i_{l+2}, \ldots, i_{n}} \Phi_{\alpha, i_{l+1} \ldots i_{n}}\left|i_{l+1} i_{l+2} \ldots i_{n}\right\rangle \tag{1.35}
\end{equation*}
$$

which is the Schmidt decomposition of the state $|\psi\rangle$. The von Neumann entanglement entropy of this bi-partition can be read off from the Schmidt decomposition immediately,

$$
\begin{equation*}
S=-\sum_{\alpha=1}^{D} S_{\alpha, \alpha}^{2} \log _{2} S_{\alpha, \alpha}^{2} \tag{1.36}
\end{equation*}
$$

Thus, the virtual dimension $D$ quantifies the entanglement that MPS ansatz states could capture as we mentioned earlier. In the implementation of our algorithm since we could only choose a finite $D$ value, it is always important to test the convergence of our results in $D$.

The success of variational methods based on MPS, like DMRG and iTEBD lies in an important observation of the entanglement entropy of the ground states. In

1D gapped system it is known that the entanglement entropy of the system with a correlation length $\xi$ saturates as $S \sim \log \xi$, whereas it scales as $S \sim \log L$ for a subsystem with length $L[39]$ in a 1D critical system. In either case the entanglement does not grow very rapidly with system size. Thus, an efficient variational method with an MPS ansatz which is able to capture the low entanglement property of these states can be built successfully.
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Figure 1.2: (a) $A^{i}$ tensor in equation 1.34 with two virtual indices in solid line and one physical index in dashed line. (b) Relabel indices 2 and 3 by assigning the physical index with 2 and the right virtual index with 3 then reshape the new tensor by grouping the left virtual index 1 and the physical index 2 into a thicker leg. This is for later convenience in the contraction step. (c) Contraction an index $k$ of two tensors as in equation 1.37 is drawed by connecting their correspondent legs.

## Graphical notation of fundamental manipulations

The description in terms of matrices could be very tedious when we discuss their manipulation in the algorithm. It is therefore useful to introduce a graphical notation in which the operations on the matrices are replaced by a few drawings. We will represent a rank $n$ tensor as a dot with n legs. In this notation a complex number is a simple dot without any leg, a vector is a dot with one leg, and a matrix is a dot with two legs, etc. For example the $A^{i}$ matrices above have three legs, two of them in solid line are indices for virtual degree of freedom while the other index in dashed
line is for local physical degree of freedom $i$ as shown in figure 1.2(a). We can label different legs by assigning numbers to them, which is convenient for bookkeeping.

Four basic manipulations of tensors are required in the algorithm: index relabelling, tensor reshaping, index contraction(matrices multiplication), and singular value decomposition. Index relabelling is done in the graphic notation by reassigning proper numbers to indices. This changes the storage sequences of these indices in the computer. For the bosonic system changes in the ordering of indices do not have physical consequences, but are only for programming convenience in the later contraction step. However, extra care must be taken in the fermionic system where permutation of two indices might introduce an additional negative sign. Since in this thesis we mainly discuss systems with bosonic degree of freedom we leave the details of fermionic PEPS in Ref. [40, 41]. In the algorithm we often need to combine several indices into a super-index or split a super-index back to several indices. This requires reshaping a tensor into another one with a different number of legs. We will represent the combined super-index by a thicker line with a bracket including labels of joining indices as in figure 1.2(b). Index contraction or matrix multiplication is denoted by connecting corresponding indices of two tensors. For example in figure 1.2(c) we show the contraction of an index $k$ of two tensors $A$ and $B$

$$
\begin{equation*}
C_{i j, l m}=\sum_{k} A_{i j k} B_{k l m} \tag{1.37}
\end{equation*}
$$

## iTEBD

In this subsection we briefly introduce our implementation of the iTEBD algorithm. The iTEBD algorithm has the advantage of finding the ground state of a 1D system in the thermodynamic limit directly without resorting to finite size extrapolation[38]. The algorithm assumes a partial translational invariance of MPS
states, under which the ground state can be found by efficiently updating local tensors in a parallel fashion.


Figure 1.3: $\{\Gamma, \lambda\}$ representation of states used in the iTEBD algorithm.

In the iTEBD algorithm states are represented by two different rank 3 tensors $\Gamma^{A}, \Gamma^{B}$, and two matrices $\lambda^{A}, \lambda^{B}$ through

$$
\begin{equation*}
|\psi\rangle \simeq \sum_{\ldots, i_{1}, i_{2}, \ldots}^{d} \ldots \Gamma^{[A] i_{1}} \lambda^{A} \Gamma^{[B] i_{2}} \lambda^{B} \ldots\left|\ldots n_{i_{1}} n_{i_{2}} \ldots\right\rangle . \tag{1.38}
\end{equation*}
$$

The above structure is repeated infinite times, where the translational invariance by shifting two sites is manifest. This can be recast to a more familiar form as equation 1.28 if we absorbed the $\lambda^{A, B}$ matrices into $\Gamma^{A, B}$. Diagrammatically the state is shown as in figure 1.3, where we use squares to distinguish $\lambda$ matrices.

To obtain the ground state efficiently, we adapt imaginary time evolution methods. The Hamiltonian we are interested in can be written as a sum of local two-sites Hamiltonian as

$$
\begin{equation*}
H=\sum_{r} h^{[r, r+1]} \tag{1.39}
\end{equation*}
$$

We denote the sum of terms starting with even sites as a new operator $F$ and those with odd sites as $G$. The time evolution operators $U$ can then be expanded with Suzuki-Trotter formula as functions of $F$ and $G$.

$$
\begin{equation*}
U(T)=e^{-i H T}=\left(e^{-i H d t}\right)^{T / d t} \simeq\left(e^{(-i d t / 2) F} e^{-i d t G} e^{(-i d t / 2) F}\right)^{T / d t} \tag{1.40}
\end{equation*}
$$

where $T$ is the total evolution time and $d t$ is the small time step. In the third equality we used a second order Suzuki-Trotter expansion. We can always choose a higher order expansion which will reduce the error from finite size of $d t$. However, there are more terms involved in a higher order expansion, which in turn increases the computation time.


Figure 1.4: A time evolution step consists of updating even and odd links.


Figure 1.5: Update MPS on the $\lambda^{A}$ link.

A small step of time evolution can be done by first applying the operator $U(d t)=$ $e^{-i H d t}$ on the odd links of MPS followed by the same operation on the even links as we show in figure 1.4, in which the time evolution operator $U(d t)$ is represented by a rectangle with four legs. The operation of $U$ on the link where $\lambda^{A}$ sits is described in figure 1.5. Similar operations can be done on the other link. We first contract corresponding legs as in figure 1.5 of $\lambda^{B}, \Gamma^{A}, \lambda^{A}, \Gamma^{B}, \lambda^{B}$, and $U$ into a
four-legs big tensor $\Theta$. At this stage the operation is finished and we notice that no approximation is made so far. However, we need to restore the original MPS form for further operations. This requires to split the $\Theta$ tensor into new $\Gamma$ tensors. One can show that the optimized choices of $\Gamma$ tensors is to do a singular value decomposition on the $\Theta$ tensor as shown in the final step in figure 1.5. The physical index and virtual index of $\Theta$ on the left side and right side are joined separately into two superindices. We then apply a singular value decomposition on this reshaped $\Theta$ tensor as

$$
\begin{equation*}
\Theta_{(i j),(m l)}=U_{i j, k} S_{k k} V_{k, m l} \tag{1.41}
\end{equation*}
$$

The singular value $S_{k k}$ is taken as the $\lambda_{A}^{\prime}$ matrix and $U_{i j, k}$ and $V_{k, m l}$ matrices are reshaped to $\Gamma_{A}^{\prime}$ and $\Gamma_{B}^{\prime}$ respectively. Since $\Theta$ is a $d D \times d D$ matrix the updated leg of $\Gamma$ tensor would have a dimension of $d D$ if we do not make any cut, which leads to an exponential increase of computational resource with increasing time steps. Thus at every step only the largest $D$ singular values and corresponding parts of $U$ and $V$ matrices are kept. This is exactly the same strategy used in DMRG by keeping states with the largest eigenvalues of the reduced density matrix.

The above procedure is general for both real time and imaginary time evolution. However, we notice that in a real time process, the entanglement might grow rapidly in certain quantum quench simulation. In these cases care must be taken in the accuracy of simulation results. A recent paper demonstrates the spreading of correlations with cold atoms in an optical lattice along with numerical results calculated by time-dependent DMRG method for comparison[42]. It is observed that the simulation result is only reliable up to a few $1 / J(J$ is the hopping strength $)$. On the other hand, ground states can be found more accurately by imaginary time evolution as long as they belong to the class of low entanglement states.


Figure 1.6: Calculate expectation value of a composite operator $O_{i} O_{j}$

Once the ground state is found, expectation values of physical observables can be calculated efficiently with MPS structure. To obtain a general two-site expectation value of composite observable $O_{i} O_{j}$ at sites $i$ and $j$, we calculate

$$
\begin{equation*}
\langle\psi| O_{i} O_{j}|\psi\rangle, \tag{1.42}
\end{equation*}
$$

which can be done by sandwiching $O_{i} O_{j}$ with MPS and its conjugate, then contracting the whole tensor network. In figure 1.6 we demonstrate this tensor network in which the up-side down MPS stands for the bra vector of $\langle\psi|$ and the operators $O_{i}$ and $O_{j}$ are inserted at $i$-th and $j$-th site while at other sites a direct contraction is assumed. This is useful when we want to calculate the spin-spin correlation function $\left\langle S_{i} S_{j}\right\rangle$ in a Heisenberg model or single particle density matrix $\left\langle b_{i}^{\dagger} b_{j}\right\rangle$ in a Bose-Hubbard model. The expectation value of a more complicated four-site composite operator can be calculated similarly by inserting two more operators in the tensor network, which is often used to check superconducting pair-pair correlations.

Before ending this subsection, we discuss the issue about error control in the iTEBD algorithm. There are two kinds of error source in the algorithm. First, we approximate time evolution operators by a Suzuki-Trotter expansion. It is known that depending on the order of the expansion $n$, the error in the expansion is about $d t^{n}$. In our implementation we often choose a fourth order expansion with a varying
$d t$. The smallest $d t$ in our simulation is $10^{-4} 1 /$ (energy unit), which ensures a negligible expansion error. The other error source regards retaining a finite $D$ states in the singular value decomposition. It can be estimated by summing the discarded weight of singular values. We can either set a tolerance value on the discarded weight and ensure a large enough $D$ is used to meet the tolerance or check the convergence of expectation value of physical variables as we increase $D$. For example in this thesis we often require a ground state energy difference to be smaller than $10^{-5}$ in the energy unit as we increase $D$ value. In some studies, the convergence of order parameter with increasing $D$ value is also demonstrated.

## iPEPS

The iPEPS algorithm is an extension of the iTEBD algorithm to two dimensions. Since its first introduction[44], many work have been done with this algorithm including the less studied frustrated magnetism problems. There are several advantages of the iPEPS algorithm. First it is free of sign problem such that in general it can be used to study some fermionic models where Quantum Monte Carlo fails to give a convergent results. Several works have been done on the t-J model and interacting fermions[41, 40, 43]. Second it is designed to address the problems in the thermodynamic limit. Thus no further finite size extrapolation of physical observables is needed, which is often required for the exact diagonalization method and the DMRG method. However, iPEPS method itself has some drawbacks too. One main problem is that although it scales only polynomially with the virtual dimension $D$, the scaling exponent is 12 on a square lattice, which is already a formidable task for a moderate value of $D$. Depending on the models we studied, a small $D$ value might not be sufficient to obtain sensible results. The implementation of the iPEPS closely
follows the idea of the iTEBD. We will discuss its underlying structure, strategy in searching ground states, and computation of observables in separate paragraphs.


Figure 1.7: (a) A tensor with 5 legs as a basic unit in the iPEPS on a square lattice. (b) $A$ and $B$ tensors sit on two sub-lattices on a square lattice.

The ansatz states used in the iPEPS algorithm have a so called tensor product state(TPS) structure, which is a straightforward extension of MPS. For example we use rank 5 tensors $A_{\alpha, i j k l}$ with four virtual indices $(i, j, k, l)$ and one physical index $\alpha$ on each site in a square lattice as we show in figure 1.7(a). Tensors are connected with their four nearest neighbors through virtual indices. This can be generalized to arbitrary lattice structures by simply adapting the number of virtual legs to the number of nearest neighbors in a lattice.

To address problems in the thermodynamic limit, translational symmetry is assumed in the tensor network. For simplicity we will mainly discuss the implementation in the case where there are only two different tensors $A$ and $B$ in a unit cell sitting on two sub-lattices of a square lattice as in figure 1.7(b). In a more general case we would need to increase the size of the unit cell to incorporate different translational symmetry breaking pattern of the system. For example it is enough to study anti-ferromagnetic states with a $2 \times 1$ unit cell. However, if we want to study a plaquette valence bond state, a $4 \times 4$ unit cell will be needed.

Similar to the iTEBD algorithm, imaginary time evolution is used for finding the ground state. The operation on 2D tensor network is similar to that in the iTEBD except we have five indices for each tensor now, which requires us to reshape a rank 5 tensor into a matrix before performing singular value decomposition. It is not surprising that the iPEPS method has a higher scaling exponent of computational complexity than its 1D companion, which is $d^{3} D^{9}$ in this step.
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Figure 1.8: (a) $a$ tensor in equation 1.43 obtained by contracting the physical index $\alpha$ of $A$ and its conjugate. (b) Contracting the infinite tensor network to a infinite strip by finding $R$ 's dominant eigenvectors. (c) The dominant eigenvector $X$ of $S$ is computed. (d) $\left\{X, X^{\prime}, C, D, C^{\prime}, D^{\prime}\right\}$ is used to construct the environment of $a^{\prime}$ and $b^{\prime}$ tensors. The correlation function is then computed by contracting this tensor network.

Measurement of physical observables requires evaluation of a infinite double layer tensor network made by

$$
\begin{equation*}
a_{\bar{i} \bar{j} \bar{l} \bar{l}}=\sum_{\alpha=1}^{d} A_{\alpha, i j k l} A_{\alpha, i^{\prime} j^{\prime} k^{\prime} l^{\prime}}^{*} \tag{1.43}
\end{equation*}
$$

where $\bar{i}$ represents the double bond index $\left(i, i^{\prime}\right)[44]$ and the physical index $\alpha$ is contracted as shown in figure 1.8. We introduce a set of boundary tensors $\left\{C, D, C^{\prime}, D^{\prime}\right\}$ each of which has three indices. One index has a virtual dimension $D^{2}$, which will be contracted with the double bond $\bar{i}$ and the others have a different virtual dimension $\chi$. The contraction is achieved by first approximating the infinite tensor network environment with an infinite strip. This is done by repeatedly contracting the tensor network with boundary tensors along one direction. In the second step the infinite strip is further contracted.

Our implementation follows the so called diagonal scheme in Ref. [44]. Here we demonstrate how to compute a nearest neighbor correlation function. General twosite correlations can be done in a similar fashion with a bit more work. We sketch the main steps in figure 1.8. In a diagonal scheme a chain of boundary tensors $\{C, D\}$ is used as upper-left boundary and boundary tensors $\left\{C^{\prime}, D^{\prime}\right\}$ as lower-right boundary as in figure $1.8(\mathrm{~b})$. The contraction of boundary tensors with $a_{\bar{i} \bar{j} \bar{k} \bar{l}}$ and $b_{\overline{i j} \bar{k} \bar{l} \bar{l}}$ tensors is done by using the iTEBD algorithm with $a$ and $b$ tensors as time evolution operators there. We repeat this update of $\left\{C, D, C^{\prime}, D^{\prime}\right\}$ until the convergence is reached. This is equivalent to finding both the left and the right dominant eigenvectors of the transfer matrix $R$ consisting of $a$ and $b$ tensors(shaded region in figure 1.8(b)).

In the next step the contraction of the infinite strip consisting of $\left\{C, D, C^{\prime}, D^{\prime}, a, b\right\}$ tensors is done by computing the left and right dominant eigenvectors of a transfer matrix $S$ which is a basic repeated unit in the strip as we show in figure 1.8(c). The left and right dominant eigenvectors $X$ and $X^{\prime}$ are calculated through simple vectormatrix multiplication. We can build an effective environment from $\left\{C, D, C^{\prime} D^{\prime}, X, X^{\prime}\right\}$ tensors as in figure 1.8(d). The desired physical observables are inserted to form $a^{\prime}$
and $b^{\prime}$ tensors as

$$
\begin{equation*}
a_{\bar{i} \bar{j} \bar{l} \bar{l}}^{\prime}=\sum_{\alpha, \alpha^{\prime}=1}^{d} A_{\alpha, i j k l} O_{\alpha, \alpha^{\prime}}^{r_{i}} A_{\alpha^{\prime}, i^{\prime} j^{\prime} k^{\prime} l^{\prime}}^{*} \tag{1.44}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{\bar{i} \bar{k} \bar{l} l}^{\prime}=\sum_{\alpha, \alpha^{\prime}=1}^{d} B_{\alpha, i j k l} O_{\alpha, \alpha^{\prime}}^{r_{j}} B_{\alpha^{\prime}, i^{\prime} j^{\prime} k^{\prime} l^{\prime}}^{*} \tag{1.45}
\end{equation*}
$$

where $r_{i}$ and $r_{j}$ are site indices, which are contracted with the environment to get the correlation $\left\langle O^{r_{i}} O^{r_{j}}\right\rangle$. The computational cost scales as $O\left(\chi^{2} D^{6} d\right)$ in this scheme. A $\chi$ value around $D^{2}$ is often required to obtain convergent results, which leads to a scaling exponent of 12 as we mentioned earlier.

There are several other contraction schemes being used in recent works. The so-called corner transfer matrix renormalization group(CTMRG) method considers an update of boundary tensors including all tensors surrounding the $a^{\prime}$ and $b^{\prime}$ tensors rather than starting from a particular dimension.[45] A variant of CTMRG, which is called directional corner transfer matrix(CTM) method[46], was introduced later, which has a similar update scheme to CTMRG but addresses different directions independently. It is claimed that these methods have a better numerical stability and can be used to discuss physics near critical point more accurately.

### 1.3 Dissertation overview

In this dissertation we propose several models which could be realized with cold atoms in an optical lattice and use the tensor network algorithm to study many body physics in them. We outline the structure here.

In Chapter II, we propose to stabilize a $p$-wave superfluid in an optical lattice by a so-called dissipation-induced blockade mechanism. We write down an effective model to describe spinless fermions near a $p$-wave Feshbach resonance. The phase diagram is studied by using the iTEBD method introduced above. The work presented in
this chapter is published in Ref. [47]
In Chapter III, we propose to study a super-solid phase with dipolar atoms or polar molecules. We focus on the tunable anisotropy nature of dipole-dipole interaction which allows a repulsive interaction along one direction and an attractive interaction along the other in a two dimensional lattice. The existence of super-solid phase is demonstrated through various order parameters calculated by the iPEPS algorithm. We also map out the phase diagram at different interaction strength and confirm that there is no supersolid phase with only nearest neighbor repulsive interaction in a square lattice. The work presented in this chapter is published in Ref. [48]

In Chapter IV, we study an anti-ferromagnetic Heisenberg model on a checkerboard lattice. We demonstrate the applicability of the iPEPS algorithm on this frustrated magnetism model. The phase diagram of this model in a parameter region with a dominant next nearest neighbor exchange is still under debate. Results from different numerics and theoretical work give different possible candidate ground states. Our results agree with a semiclassical study and shows the possibility of a previous proposed ground state as a metastable state. This work is published in Ref. [49].

In Chapter V, we propose that a spin liquid phase in an optical lattice is possible through the implementation of a $J_{1}-J_{2}$ XY model with hard-core bosons. The required next nearest neighbor hopping is realized by dressing hard-core bosons in a spin dependent lattice with Raman laser beams. The coupling ratio $J_{1} / J_{2}$ is tunable over a wide range. We study the phase diagram of this model with two complementary method: the iPEPS algorithm and the exact diagonalization method. We find a spin liquid phase without any spin order and valence bond order in a region with intermediate couping strength $0.46 \leq J_{2} / J_{1} \leq 0.54$. The results is published in

Ref. [50]
In Chapter VI, the iPEPS algorithm is applied to study the phase diagram of a quarter-filled $S=\frac{3}{2}$ fermions on the square lattice in the strong interaction regime. The effective model can be written down as a Heisenberg type model with $S O(5)$ symmetry. For a speical point in this model the iPEPS method has been demonstrated to be able to capture the ground state property in a recent study.[43] However, the complete phase diagram has not been discussed yet. Depending on the strength of the spin exchange we discover a Nêel phase, a magnetic dimer phase and a non-magnetic dimer phase.

In Chapter VII, we propose to study a topological Bose-Mott insulator phase in the optical superlattice. We find numerical evidence that repulsively interacting bosons in a superlattice sturcture can have a non-zero Chern number with edge states. We also suggest the Chern number could be measured in the cold atom experiment through the density plateaue in the harmonic traps. This work is collaborated with Professor Shi-liang Zhu in the South China Normal University. The results is published in Ref. [51].

## CHAPTER II

## Stablization of the $p$-wave superfluid state in an optical lattice

### 2.1 Overview

It is hard to stabilize the $p$-wave superfluid state of cold atomic gas in free space due to inelastic collisional losses. We consider the $p$-wave Feshbach resonance in an optical lattice, and show that it is possible to have a stable $p$-wave superfluid state where the multi-atom collisional loss is suppressed through the quantum Zeno effect. We derive the effective Hamiltonian for this system, and calculate its phase diagram in a one-dimensional optical lattice. The results show rich phase transitions between the $p$-wave superfluid state and different types of insulator states induced either by interaction or by dissipation.

### 2.2 Introduction

The observation of the $s$-wave superfluid state in a Fermionic atomic gas represents a remarkable breakthrough in the study of many-body physics with ultracold atoms $[52,53,54,55,56]$. The Feshbach resonance plays an important role in those experiments, enhancing the interatomic interaction so that the superfluid phase can be entered at a temperature that is experimentally achievable. It is of great interest
to realize the superfluid state with other pairing symmetries as well. The $p$-wave superfluid state is the next candidate for observation, and has attracted the interest of many experimental and theoretical groups [57,58,59,60,61, 62, 63, 64]. The $p$ wave Feshbach resonance has been recently observed in experiments [57, 58, 59, 60], and can push the single-component Fermi gas to the strongly interacting region and open a door towards observation of the $p$-wave superfluid state in this system. However, compared with the $s$-wave Feshbach resonance, a key difficulty with the $p$-wave resonance is that the inelastic collision loss in this system is typically large [57, 58, 59, 60, 65, 66], which forbids thermalization of the gas within the system lifetime [66].

In this chapter, we discuss how a dissipation-induced blockade mechanism can stabilize the $p$-wave superfluid state in an optical lattice in the strongly interacting region. Such a dissipation-induced blockade has been reported in recent experiments to realize the Tonks gas $[67,68]$ or for simulation of effective three-body interactions [69] with cold bosonic atoms. We apply this mechanism to stabilize the single-component Fermion system in an optical lattice in the presence of the $p$-wave Feshbach resonance. The $p$-wave Feshbach resonance has been considered recently on single sites in a very deep optical lattice [65, 70]. Here, instead, we focus on the many-body physics by deriving an effective Hamiltonian for this system, taking into account the atomic hopping in the reduced Hilbert space caused by the dissipationinduced blockade. This effective Hamiltonian provides a starting point to understand the quantum phases. We compute the phase diagram of the system explicitly with well-controlled numerical methods for an anisotropic lattice where the atom tunnelling is dominantly along one dimension. The results show rich phase transitions between the $p$-wave superfluid state, a dissipation-induced insulator state, the Mott
insulator state, and different kinds of metallic states. Although these results are obtained from one-dimensional calculations, we expect these phases to correspond also to similar phases in higher dimensions.

## 2.3 -wave Feschbach resonance Fermi gas

We consider a single-component Fermi gas near a $p$-wave Feshbach resonance. If this strongly interacting gas is loaded into an optical lattice, many different Bloch bands can be populated, in particular when the resonance is broad (as it is the case for some recent experiments $[57,58,59,60]$ ). However, we can derive an effective singleband model for this system that is independent of the interaction details. Following a strategy similar to the $s$-wave Feshbach resonance case [71, 72], we first analyze the local Hilbert space structure on a single lattice site. When we have zero or one atom on the site $i$, the states are simply denoted by $|0\rangle_{i}$ and $|a\rangle_{i}=a_{i}^{\dagger}|0\rangle_{i}$, respectively. For the case of two atoms on a single site, the exact two-body physics has recently been calculated [70], and there are several two-body energy levels separated by an energy difference of the order of the band gap. If we assume that the system temperature is significantly below the band gap, only the lowest two-body state is relevant. We refer to this state as a dressed molecule level, and denote it by $|b\rangle_{i}=b_{i}^{\dagger}|0\rangle_{i}$. Note that the wave function of $|b\rangle_{i}$ in general includes contributions from many of the original atomic orbitals [70]. It has a $p$-wave symmetry in space and is antisymmetric under exchange of the two atoms.

### 2.3.1 Dissipation induced blockade

If more that two atoms come to a single site, different from the $s$-wave case, the state will not be stable due to the big three-particle inelastic collision loss [65]. At first sight, this seems to mean that the system will become unstable. However, in
a lattice, there is a subtle dissipation induced blockade mechanism [67, 68] which forbids population of the unstable three-particle state and thus stabilizes the whole system. The basic idea is illustrated in Fig. 2.1. The three-particle state $|3\rangle$ has a large bandwidth characterized by its inelastic collision rate $\gamma$ and an energy shift characterized by the on-site atom-dressed-molecule interaction energy $\Delta_{3}$. If a single atom tunnels through a barrier with a hopping rate $t$ to form this state $|3\rangle$, the probability of getting $|3\rangle$ is given by $t^{2} /\left(\gamma^{2}+\Delta_{3}^{2}\right)$ [67, 68] (similar to a two-level transition with a detuning $\Delta_{3}$ and a bandwidth $\gamma$ ). So the net collisional loss of the system is bounded by $\gamma_{\text {eff }}=\gamma t^{2} /\left(\gamma^{2}+\Delta_{3}^{2}\right) \leq t^{2} /\left(2 \Delta_{3}\right)$ no matter how large the inelastic collision rate $\gamma$ is. Near the Feshbach resonance, the atom-dressed-molecule interaction energy $\Delta_{3}$ is comparable with the lattice band gap (thus much larger than $t$ ) [73], the net collisional loss $\gamma_{\text {eff }}$ is therefore small compared with the atomic hopping required to thermalize the system. As an example, for ${ }^{40} K$, the measured $1 / e$ lifetime is 1 ms . If we scale this value to the lattice case with a typical depth $V_{0} \sim 10 E_{r}$, the decay rate $\gamma$ can be a hundred times larger than the tunneling rate $t$, which leads to small effective collisional loss $\gamma_{\text {eff }}$ even without the detuning $\Delta_{3}$ caused by interaction. The reduction of population in the noisy state $|3\rangle$ is called the dissipation-induced blockade (or interpreted as the quantum Zeno effect [67, 68]; the blockade is actually induced by both dissipation and interaction when $\Delta_{3}$ and $\gamma$ are comparable). Due to this mechanism one can achieve many-body thermal equilibrium in a lattice even if there is large inelastic collision loss.

### 2.3.2 Effective Hamiltonian

Due to the dissipation-induced blockade discussed above, on each site we have only three relevant levels: $|0\rangle_{i},|a\rangle_{i}$, and $|b\rangle_{i}$ as the low energy configurations. The


Figure 2.1: Illustration of the dissipation-induced blockade for multiple occupation (more than two) of a single lattice site. Similar to a two level transition with a detuning $\Delta_{3}$ and a decay rate $\gamma$ for the target level, the effective loss rate of the system is suppressed by a factor $t^{2} /\left(\gamma^{2}+\Delta_{3}^{2}\right)$, where $t$ is the atomic tunneling rate.
energy difference between the sates $|a\rangle_{i}$ and $|b\rangle_{i}$ can be tuned with the external magnetic field via the Feshbach resonance. We then take into account the atomic hopping, which changes the level configurations of the neighboring sites under the constraint that the atom number be conserved. Thus, there are only three possible processes, as illustrated in Fig. 2.2. Corresponding to these configuration changes, the general Hamiltonian for this lattice system then takes the form

$$
H=\begin{gather*}
\sum_{i}\left[\left(\Delta b_{i}^{\dagger} b_{i}-\mu\left(a_{i}^{\dagger} a_{i}+2 b_{i}^{\dagger} b_{i}\right)\right]\right. \\
-\sum_{\langle i, j\rangle} P\left[t_{1} a_{i}^{+} a_{j}+t_{2}\left(b_{i}^{+} b_{j}^{+}\right) a_{i} a_{j}+t_{3} b_{i}^{+} b_{j} a_{j}^{+} a_{i}+H . c .\right] P \tag{2.1}
\end{gather*}
$$

where $\mu$ is the chemical potential and $\Delta$ is the energy detuning of the dressed molecule controlled with the magnetic field. The value of $\Delta$ characterizes the on-site atomic interaction magnitude. The hopping rates for the three processes illustrated in Fig. 2.2 are different, in general, due to the contributions from different bands (because the dressed molecule is a composite particle with population in multiple bands). The hopping takes place in the low energy Hilbert space specified by the projector $P \equiv \bigotimes_{i}\left(|0\rangle_{i}\langle 0|+|a\rangle_{i}\langle a|+|b\rangle_{i}\langle b|\right)$, and the summation in Eq. (1) is over all neighboring sites $\langle i, j\rangle$.


Figure 2.2: Illustration of different atomic hopping processes over the two neighboring sites described by the Hamiltonian (1), where each site has only three possible level configurations.

### 2.4 Numerical Simulation

The Hamiltonian 2.1, although much simplified compared with multi-band models, is still complicated, and in general it does not allow exact solutions. To understand some basic physical properties of the system, we limit ourselves in the following to the one-dimensional lattice where the atomic hopping along the other two dimensions are turned off with a high lattice barrier. In this case, we can solve this model with well controlled numerical simulations, and the results show rich phase transitions between the $p$-wave superfluid state and different kinds of insulator and metallic phases. We expect most of the phases found in the one-dimensional case have counterparts in higher dimensions. In particular, the $p$-wave superfluid state characterized by a quasi-long-range order with diverging pair susceptibility in one dimension can be easily stabilized to a true long-range order if we allow weak tunneling between the one-dimensional tubes [74, p. 275 452].

We use the iTEBD algorithm, a recently developed method related to density matrix renormalization group techniques [38, 75], which allows direct calculation of the physical properties in the thermodynamic limit. Typically, the virtual dimension we used is up to 80 in order to limit cut-off errors to $\sim 10^{-5}$. The algorithm has been
shown to work with high precision compared to known results for the Hubbard model [76]. For simplicity, we take the hopping rates $t_{1}=t_{2}=t_{3}=t$ (Although $t_{1}, t_{2}$, and $t_{3}$ are different in the strongly interacting region, the recent results indicates their difference is not large and the phase diagram obtained here applies qualitatively to the case with slightly different $t_{i}$ ), and use $t$ as the energy unit. Then we have effectively only two parameters, $\Delta$ and $\mu$ (in units of $t$ ) in the Hamiltonian 2.1. To figure out the complete phase diagram with respect to these two parameters, we calculate $\partial\langle H\rangle / \partial \Delta$ and $\partial\langle H\rangle / \partial \mu$ as functions of $\Delta$ or $\mu$ for the ground state of $H$, and use the characteristics of these curves to identify the phase transition points.

### 2.4.1 Dissipation induced insulator and $p$-wave superfulid

In Fig. 2.3, we show $\bar{n}_{b}=\left\langle b_{i}^{\dagger} b_{i}\right\rangle$ and $\bar{n}_{a}=\left\langle a_{i}^{\dagger} a_{i}\right\rangle$ as functions of $\Delta$ and $\mu$. One can clearly see several quantum phase transitions from this figure. First, with a fixed chemical potential $\mu=-0.5 t$, one has $\bar{n}_{b}=1$ and $\bar{n}_{a}=0$ with a large negative detuning $\Delta$ (corresponding to strong attractive atomic interaction). In this case, each site is doubly occupied with two atoms. More than two atoms cannot move to the same site because of the dissipation-induced blockade. So this is an insulator phase stabilized by the dissipation. As one increases $\Delta$ with $\Delta>-2.15 t$, the number of atoms on each site begins to fluctuate. If one looks at the pair correlation $\left\langle b_{i}^{\dagger} b_{j}\right\rangle$, it shows quasi-long-range behavior with slow algebraic decay. In Fig. 2.4(a), we show this correlation in the $k$-space, defined as $P_{k}=(1 / N) \sum_{\rho=0}^{N}\left\langle b_{i}^{\dagger} b_{i+\rho}\right\rangle e^{i k \rho}$. The correlation $P_{k}$ is peaked sharply at $k=0$. This corresponds to the $p$-wave superfluid phase. The $p$-wave character is inherited from the $p$-wave symmetry of the dressed molecule in space $b_{i}$ (or the atomic pair on the same site). The $p$-wave nature of the pairing is also manifested in the atomic pair wavefunction at different sites $\left\langle a_{i} a_{j}\right\rangle$,


Figure 2.3: The dressed molecule number $\bar{n}_{b}$ (the double occupation probability) and the atom number $\bar{n}_{a}$ (the single occupation probability) shown as the function of $\Delta / t$ (with a fixed $\mu / t=-0.5$ ) in (a) and $\mu / t$ (with a fixed $\Delta / t=-1.5$ ) in (b). The non-analyticities of these curves signal a number of quantum phase transitions from the dissipation induced insulator state (DII), to a $p$-wave superfluid state (PS), to a Mott insulator state (MI), to a normal mixture state (NM), and finally to normal Fermi gas phase (NFG).
which is obviously antisymmetric under exchange of the sites. In the one-dimensional case, the $p$-wave superfluid state is characterized by a quasi-condensate of the atomic pairs with a diverging pairing susceptibility. If one allows weak coupling between the one-dimensional tubes in the optical lattice, the $p$-wave quasi-condensate can easily be stabilized into a real condensate with a true long range pairing order.


Figure 2.4: The correlation functions shown for the $p$-wave superfluid phase (a) and (b), the Mott insulator phase (c) and (d), and the normal mixture phase (e) and (f). Figures (a), (c) and (e) show in $k$-space the Fourier transform $P_{k}$ of the pair correlation $\left\langle b_{i}^{\dagger} b_{j}\right\rangle$. Figures (b), (d) and (f) show the charge density correlations of $\left\langle n_{b i} n_{b j}\right\rangle,\left\langle n_{b i} n_{a j}\right\rangle$ and $\left\langle n_{a i} n_{a j}\right\rangle$ in real space. We take $\mu / t=-0.5$ for all the figures.

### 2.4.2 Mott insulator, mixture gas and single-component gas

If one further increases $\Delta$ in Fig. 2.3(a), one enters a phase where the total particle number per site $n=2 \bar{n}_{b}+\bar{n}_{a}$ is fixed at 1 (although the double occupation probability $\left\langle b_{i}^{\dagger} b_{i}\right\rangle$ varies with $\Delta$ ). This is a Mott insulator state with a finite gap to charge excitations. This can be seen more clearly in Fig. 2.3(b), where we fix the detuning $\Delta$, and show $\bar{n}_{b}$ and $\bar{n}_{a}$ as functions of the chemical potential $\mu$. For this phase, the number density does not vary with $\mu$, so the system is incompressible as one expects for a Mott insulator phase. The correlation functions for this phase is shown in Fig. 2.4, where both the pair correlation and the charge density wave correlations are of short range. As one further moves to the right side in Fig. 2.3(a),
there are two other phases: the normal mixture (NM) and the normal free gas (NFG). Both of these two phases are of a metallic nature with a finite compressibility (see Fig. 2.3(b)). The difference is that in the normal mixture phase, some sites are doubly occupied (with a finite $\left\langle b_{i}^{\dagger} b_{i}\right\rangle$ ). Several kinds of correlation functions for the normal mixture phase are shown in Fig. 2.4, and all of them decay rapidly with distance. In the NFG phase, the double occupation probability $\left\langle b_{i}^{\dagger} b_{i}\right\rangle$ reduces to zero, and one has a conventional single component free Fermion gas.


Figure 2.5: The complete phase diagram of the system versus two parameters $\mu / t$ and $\Delta / t$. The five different phases are marked with the same notation as in Fig. 2.3. The black dashed lines a and b correspond to the parameters taken in Fig. 2.3(a) and Fig. 2.3(b).

### 2.4.3 Phase diagram

We have calculated the phase transition points for all $\Delta$ and $\mu$, and the result is summarized in Fig. 2.5 to give a complete two-parameter phase diagram. The five different phases are marked there. Under real experimental conditions, there is typically a weak global harmonic trap in addition to the optical lattice potential. As one moves from the trap center to the edge, the effective chemical potential $\mu$
gradually decreases under the local density approximation. So with a fixed interaction parameter $\Delta$, a line in the phase diagram of Fig. 2.5 across different $\mu$ gives the phase separation pattern of the Fermi gas in a harmonic trap. With a large positive $\Delta$, one has a Mott insulator state in the middle, surrounded by a normal Fermi gas. The phase transitions are most rich for small $|\Delta|$, where one can cross all the five different phases from the trap center to the edge. For large negative $\Delta$, the region of the $p$-wave superfluid state increases, but the Mott insulator and the normal mixture states eventually disappear when $\Delta<-3 t$. As the $p$-wave superfluid state has a large stability region in the phase diagram, such a phase can be prepared experimentally by adiabatically ramping the Hamiltonian parameters following certain trajectories that suppress the three-particle occupation [69, 77].

### 2.5 Chapter Summary

We suggest that the $p$-wave superfluid state near a Feshbach resonance can be stabilized in an optical lattice through a dissipation-induced blockade mechanism. We have derived the effective Hamiltonian for this system, and solved it in a onedimensional lattice. The result shows a rich phase diagram.

## CHAPTER III

# Supersolid and charge-density-wave states from anisotropic interaction in an optical lattice 

### 3.1 Overview

We show that anisotropy of the dipole interaction between magnetic atoms or polar molecules can stabilize new quantum phases in an optical lattice. Using the iPEPS tensor network algorithm based on the tensor network algorithm, we calculate the phase diagram of the resultant effective Hamiltonian in a two dimensional square lattice: an anisotropic Hubbard model of hard-core bosons with attractive interaction in one direction and repulsive interaction in the other direction. Besides the conventional superfluid and the Mott insulator states, we find the striped and the checkerboard charge-density-wave states and the supersolid phase that interconnect the superfluid and the striped solid states. The transition to the supersolid phase has a mechanism different from the case of the soft-core Bose-Hubbard model.

### 3.2 Introduction

The remarkable experimental realization of ultracold dipolar molecules [78, 79] and ultracold atoms with large magnetic moments [80, 81] opens up possibilities of probing novel phases of matter that are induced by strong dipole-dipole interaction.

Among these possibilities, a particularly interesting one is the supersolid phase, where superfluidity coexists with a charge density wave order [82]. In a square lattice, the supersolid state has been predicted to exist for soft-core bosons if the off-site interaction gets comparable with the on-site interaction [83]. For ultracold atoms, it is challenging to experimentally realize this condition, as even with the long-range dipole interaction, the interaction strength still falls off quickly with distance. In an optical lattice, the on-site interaction is typically much larger than the off-site interaction, and if one increases the interaction strength (or equivalently reduces the atomic tunnelling rate), one enters the hard-core boson region where each site can only have one or zero atoms due to the interaction blockade. For hard-core bosons in the conventional square lattice, with only the neighboring interaction, the supersolid state can not be stabilized [84], and one has to rely on more unusual interaction configurations (such as a Hamiltonian with strong next-nearest-neighbor interaction [85]) or lattice geometry (such as a triangular lattice [14]) to stabilize such a phase. A recent interesting study based on a quantum Monte Carlo simulation has shown, however, with true long-range interaction that falls off with distance by the cubic form, the supersolid state can be stabilized for hard-core bosons in a square lattice [86]. As the supersolid state can not be stabilized by the neighboring interaction alone, the small energy scale associated with the long-range tail of the dipole interaction clearly plays an important role in determining the stability region of the supersolid state in that case.

The dipole interaction has two characteristic features: first, it is relatively longrange; and second, the interaction form is anisotropic in space. Ref. [86] has shown that the long range tail of the dipole interaction, even under an isotropic interaction form, can lead to stabilization of the supersolid state. Complementary to this
research, in this chapter we show that by tuning the anisotropy of the dipole interaction, we can stabilize a supersolid state even if we neglect the small long range tail of the dipole interaction. The supersolid state here is of a different type compared with the case studied in [86] as we have a stripe instead of a checkerboard densitywave order. The anisotropy of the dipole interaction has been analyzed recently under a mean-field treatment of the Hamiltonian for the soft-core bosons [87, 88]. The mean-field approximation, however, typically overestimates the stability region of the supersolid state. For instance, it would predict a checkerboard supersolid state for hard-core bosons in a square lattice, which is actually unstable to quantum fluctuation [84]. In this paper, we use instead iPEPS tensor network algorithm to calculate the phase diagram of hard-core bosons in a two-dimensional square lattice. We construct quantitative phase diagrams under different interaction parameters, and analyze the properties of the transition from the striped solid phase to the supersolid state. The transition has a mechanism different from the case of the soft-core Bose Hubbard model [83].

### 3.3 Dipolar molecules with anisotropic interaction

We consider a system where bosonic dipolar molecules (or magnetic atoms) are confined to a two-dimensional (2D) optical lattice, denoted here as $x-z$ plane. Initially the orientation of the external field is controlled such that all the dipoles point to the $y$ axis. The strength of the dipole-dipole interaction depends on $\theta_{i j}$, the angle between the orientation of the dipole moments and their relative positions, as $\left(1-3 \cos ^{2} \theta_{i j}\right)$. Thus we have isotropic repulsive interaction at the beginning when the direction of the dipole is perpendicular to the $x-z$ plane $\left(\theta_{i j}=\pi / 2\right)$. Due to the strong repulsive dipole interaction, we assume the system is in the hard-core boson
region with each site occupied by less than one molecule. Then we adiabatically tune the direction of the external field towards the $x-z$ plane to change the anisotropy of the dipole interaction. Depending on the angle $\theta_{i j}$, the interaction may get attractive along one direction and repulsive along the other direction. With the attractive interaction, one may expect that more than one bosons can occupy the same site for the ground state. There is also concern about stability of the system under the attractive interaction. However, as we start with a configuration with no double occupation, the energy shift $\Delta$ from the strong on-site interaction forbids two bosons jumping to the same site due to the energy conservation. This is true independent of the sign of $\Delta$, as long as its magnitude $|\Delta|$ is much larger than the atomic tunnelling rate. In addition, the possible instability of the double occupation (or multiple occupation) states will further suppress the probability of double occupation due to the dissipation-induced blockade mechanism (the quantum Zeno effect) [67, 68]. As a net result, when we tune the interaction to the attractive region, the system remains stable in an optical lattice and still stays in the hard-core boson region with negligible double occupation. As the dipole interaction falls off with distance pretty quickly by the cubic law, in this paper we keep the off-site interaction only to the order of nearest neighbors. So the focus of investigation here is on new properties induced by the anisotropy of the dipole interaction, not by its small long-range tail.

### 3.3.1 Effective spin Hamiltonian

The Hamiltonian of this system can then be described as hard-core bosons on a 2D square lattice with anisotropic nearest neighbor interactions

$$
\begin{align*}
H=-\sum_{\langle i, j\rangle} & t\left(b_{i}^{\dagger} b_{j}+h . c .\right)-\sum_{i} \mu b_{i}^{\dagger} b_{i} \\
& +\sum_{j}\left(V_{x} n_{j} n_{j \pm \hat{e}_{x}}+V_{z} n_{j} n_{j \pm \hat{e}_{z}}\right) \tag{3.1}
\end{align*}
$$

, where $b_{i}^{+}$is the boson creation operator at site $i, n_{i}=b_{i}^{+} b_{i}, t$ is the atomic tunnelling rate over the nearest neighbors $\langle i, j\rangle, \mu$ is the chemical potential, and $V_{z}\left(V_{x}\right)$ are respectively the nearest neighbor interaction rates in the $z(x)$-direction.

The hard-core bosons live in a truncated Hilbert space spanned by only two states $|0\rangle$ and $|1\rangle$, representing respectively zero or one boson on a site. The commutation relation of the hard-core boson operators is thus modified to $\left[b_{i}, b_{i}^{+}\right]=|0\rangle\langle 0|-|1\rangle$ $\langle 1|=1-2 n_{i}$. With the well known mapping of the hard-core boson operators to the Pauli operators through $b_{i}^{+} \rightarrow \sigma_{i}^{+}$and $2 n_{i}-1 \rightarrow \sigma_{i}^{z}$, the hard core boson Hamiltonian in Eq. 3.1 is equivalent to the following anisotropic XXZ model

$$
\begin{align*}
& H=-\sum_{\langle i, j\rangle} J_{x y}\left(\sigma_{i}^{x} \sigma_{j}^{x}+\sigma_{i}^{y} \sigma_{j}^{y}\right)+\frac{V_{x}}{4} \sum_{j} \sigma_{j}^{z} \sigma_{j+\hat{e}_{x}}^{z} \\
&+\frac{V_{z}}{4} \sum_{j} \sigma_{j}^{z} \sigma_{j+\hat{e}_{z}}^{z}-h \sum_{j} \sigma_{j}^{z}, \tag{3.2}
\end{align*}
$$

where $J_{x y}=2 t$ and $h=\mu / 2-2$. The chemical potential $\mu$ acts as an effective magnetic field along the $z$ direction in the resulting XXZ model. With different signs of $V_{x}$ and $V_{z}$, one can have ferromagnetic coupling in one direction and antiferromagnetic coupling in the other direction.

## 3.4 iPEPS calculation

We numerically study the phase diagram of this Hamiltonian by using the iPEPS algorithm [44]. The iPEPS algorithm is an extension of the well-known DMRG
(density-matrix renormalization group) method to 2 D quantum systems. It is a variational approach based on the tensor network states (or called the PEPS states) that appropriately capture the entanglement structure of the 2 D quantum systems. The iPEPS algorithm has been tested to work reliably for a number of 2D many-body models [89, 90]. We have tested our numerical codes for implementation of the iPEPS algorithms by comparing our calculation results with the known results for several many-body models, including the 2D Ising model with a transverse field and the XXZ model. The results are in quantitative agreement with the previous quantum Monte Carlo simulation and the PEPS calculation from other groups [89, 90], and the phase transition points can be determined with a pretty good precision (the relative error is typically about or within a percent level with $D=4$ ). So we expect that with the same algorithm, we can reliably determine the phase diagram of the anisotropic XXZ model shown in Eq. (2). In our simulation, we use a bond dimension with $D=4$ or 5 for the variational tensor network states and a large enough cutoff dimension $\chi$ (typically of the order of $D^{2}$ ) in contraction of the tensor network states to ensure converge of the ground state energy.

### 3.4.1 Convergence test

For an iPEPS algorithm, there are three sources of numerical errors. First, we have error from Trottor expansion of the time evolution operator [44]. This error can be reduced by choosing a small time step. Typically, in our simulation the final time step size is $10^{-5}$ (in the unit of the inverse of the atomic tunneling rate), which assures that the Trotter decomposition error is negligible. The other two sources of errors come from cutoff of the internal dimension $D$ of the tensors to represent the tensor-network state and the internal dimension $\chi$ of the matrix product state to
calculate the contraction of the tensor network. For a given tensor network with the internal dimension $D$, we increase the cut-off dimension $\chi$ so that the convergence in the energy and the matrix element has been well achieved (with the relative error less than $0.1 \%$ ). In Fig. 3.1, we show the convergence of the ground-state energy and a matrix element as a function of $\chi$ for a typical set of parameters of the Hamiltonian 3.1, where the convergence has been achieved already for a pretty moderate $\chi$.

In numerical simulation, we vary the tensor dimension $D$ from 2 to 5 (the calculation time gets too long beyond $D=5$ ). In Fig. 3.1, we can see that the ground state energy decreases monotonically as $D$ increases. There is a noticeable improvement of the ground state energy as $D$ increases from 2 to 3 , but as $D$ further increases from 3 to 5 , the improvement in the ground state energy has been less than $0.1 \%$. For the matrix element $\left\langle b_{i}^{\dagger} b_{i+1}\right\rangle$ (which corresponds to the energy gradient with respect to the tunneling rate $t$, and is involved in calculation of the phase diagram), there is a noticeable difference between the values for the $D=4$ and $D=5$ cases, but this difference is still about a percent level. We expect that the relative errors of our following phase diagrams have a similar level of error amplitudes. This is further supported by comparison of the phase diagrams for the conventional XXZ model from the iPEPS calculation and from quantum Monte Carlo simulation (our simulation results are identical to those shown in Fig. 5 of Ref. [90], and thus not shown here to avoid overlap), where the relative error in the phase boundary is also within (or about) a percent level.


Figure 3.1: (a) Nearest neighbor correlation function and (b) Ground state energy (in the unit of hopping rate $t$ ) as functions of the cut-off dimension $\chi$ with different internal dimensions $D$ for the tensor network states. The calculation is for the Hamiltonian 3.1 with parameters $V_{x}=6 t, V_{z}=-t$, and $\mu=4 t$.

### 3.4.2 Phase diagram

A typical phase diagram of the Hamiltonian 3.1 from the iPEPS calculation is shown in Fig. 3.2. We take $t=1$ as the energy unit and scan over different $\mu$ and $V_{x}$ with a fixed $V_{z}$. To identify different phases, we calculate the superfluid order parameter $\left\langle b_{i}\right\rangle$ and the boson occupation number $\left\langle n_{i}\right\rangle$ at different sites as functions of $\mu$ and $V_{x}$. These curves show different characteristic behaviors and we can use them to identify different phases.

Fig. 3.2 shows the phase diagram when $V_{z}$ is fixed at $-t$ and $V_{x}$ is scanned over the positive region. First, we note in Fig. 3.2 there is a large region of the charge density wave state at exactly half filling, which has a stripe order. This phase can be easily understood: with negative $V_{z}$ and positive $V_{x}$, at half filling the particles arrange themselves into stripes along the $z$ direction to maximize the neighboring interaction along the $z$ direction and simultaneously minimize the repulsive coupling along the $x$ direction. The most interesting feature from Fig. 3.2 is that the stripe phase is always
surrounded by a finite region of the supersolid state that interconnects the superfluid phase and the charge density wave state. The supersolid state here is characterized by coexisting of the superfluid order and the stripe charge density wave order. The optimal condition to get the supersolid state is to have $V_{z}$ negative and comparable with the tunnelling rate $t$ in magnitude.


Figure 3.2: Zero-temperature Phase diagram of the extended Bose Hubbard model with anisotropic interaction shown in Eq. 3.1 for $V_{z}=-t$. As one varies the chemical potential $\mu$ and the interaction rate $V_{x}$ (both in the unit of the hopping rate $t$ ), four different phases are observed, including the superfluid (SF) phase, the striped solid (SS) phase, the striped supersolid (SSS) phase, and the Mott insulator (MI) state. The inset shows schematically the particle filling pattern in the striped solid phase.

### 3.4.3 Order parameter profiles

To better understand the transition to the supersolid state, in Fig. 3.3 we show the evolution of the superfluid order parameter $\left\langle b_{i}\right\rangle$ and the particle occupation number $\left\langle n_{i}\right\rangle$ at two alternating sites $i$ and $i+1$ along the $x$ direction as we scan the chemical potential $\mu$. Starting from a striped solid state at half filling, we enter the supersolid phase with either particle or hole doping. When we add particles to the half filled lattice (with increase of the chemical potential), while the occupation


Figure 3.3: The order parameters and the filling numbers as functions of the chemical potential. (a) The superfluid order parameters $\left\langle b_{i}\right\rangle$ and $\left\langle b_{i+\hat{x}}\right\rangle$ at two alternating sites along the $x$-direction (the direction perpendicular to the stripes). (b) The filling number (the particle per site) $\left\langle n_{i}\right\rangle$ and $\left\langle n_{i+\hat{x}}\right\rangle$ at two neighboring sites along the $x$-direction. (c) The average number per site $\left\langle n_{\text {ave }}\right\rangle=\left(\left\langle n_{i}\right\rangle+\left\langle n_{i+\hat{x}}\right\rangle\right) / 2$. The interaction parameters in these figures are taken as $V_{x}=6 t V_{z}=-t$. The kinks in Figs. (a)-(c) mark two continuous phase transitions from the superfluid to the supersolid and then to the striped solid phase.
of the initially empty sites increases, the average occupation of the initially filled sites (which form the stripes) continuously decreases. This shows that with particle doping, some particles need to move from the initially filled stripes to the empty sites to build up the superfluid order. As the superfluid order increases, the charge density wave order continuously decreases and eventually vanishes, and one enters the normal superfluid phase. The transitions from the stripped solid phase to the supersolid and from the supersolid to the superfluid phase are both of the second order characterized by kinks in the first-order derivatives of the ground state energy.

We have a similar picture of the supersolid transition at the side of the hole doping where we exchange particles with holes.

This picture of the supersolid transition is different from the mechanism of the supersolid state for soft-core bosons in a lattice with large neighboring interaction [83]. In the latter case, starting with a checkerboard lattice at half filling, the supersolid phase only appears with particles doping (no supersolid with hole doping), and as one adds particles, these added particles continuously go to the already filled sites to maintain the checkerboard order. As one increases the chemical potential, the occupation of the initially filled sites continuously increases for the checkerboard supersolid phase (instead of the decrease for the stripped supersolid phase discussed above).

### 3.4.4 Superfluid and density-density correlations

In the supersolid state, we can look at both the superfluid and the densitydensity correlations, and these correlations are shown in Fig. 3.4. The superfluid density is not homogeneous in space. In Fig. 3.4(a), we can see that along the $x$ direction (perpendicular to the stripe direction), the superfluid correlation shows the zigzag pattern, but it is extended to long range. Along the stripe $(z)$ direction, the superfluid correlation is monotonic and approaches a constant nonzero value. This constant value, however, is different for the particle-dominated and the holedominated stripes. When the filling number is less than one half (hole doping to the stripe solid state), the superfluid density is larger in the particle-dominated stripes. The reverse is true for the supersolid state with the filling number larger than one half (see Fig. 3.4(c)). The density-density correlation is shown in Fig. 3.4(a), which shows a long-range zigzag pattern along the $x$ direction, but with constant correlation along
the stripes ( $z$ direction) as the density distribution along the stripes is homogeneous.

### 3.4.5 Stability of the supersolid phase

In the phase diagram shown in Fig. 3.2, one can see that both the stripe solid state and the supersolid phase disappear when the repulsive interaction along the $x$ direction becomes weak. As a result, there is only the conventional superfluid to the Mott insulator transition, and the stripe phase at half filling becomes unstable. This instability can be intuitively understood as follows: assume we have a stripe phase, and we move one particle from the filled stripe to the empty stripe to form a particlehole excitation. The cost in the interaction energy is given by $2 V_{x}-2 V_{z}$. At the same time, as the particle and the hole can freely move, the kinetic energy is lowered by an amount $8 t$. The net energy cost is positive when $2 V_{x}-2 V_{z}-8 t>0$, and in this case the stripe phase is stable. Otherwise, the freely-moving particle-hole pairs will be continuously generated to form a superfluid phase and the stripe phase loses its stability. With this simple estimate, we see that for $V_{z}=-t$, the stripe phase becomes unstable when $V_{x}<3 t$, which roughly agrees with the accurate calculation of the boundary of the phase diagram shown in Fig. 3.2. This simple estimate also applies to the cases with different $V_{z}$. For instance, in the phase diagrams shown in Fig. 3.5 for different values of $V_{z}$, the point where the charge wave density (solid) phase loses its stability at half filling can still be roughly estimated by $V_{x}<V_{z}+4 t$.

As we increase or decrease the interaction $V_{z}$ away from its optimal value around $-t$, the region of the supersolid phase gets smaller. With a stronger attractive interaction (larger $\left|V_{z}\right|$ ), the stripe solid phase gets larger in the phase diagram, however, the intermediate supersolid phase, which requires a careful balance of the interaction energy and the kinetic energy to enable coexistence of both the superfluid
and the charge-density wave orders, cannot be stabilized in this case. We have a direct transition from the superfluid phase to the striped solid phase. The evolution of the corresponding order parameter is shown in Fig. 3.6, which indicates that this transition is of the first order. With a weaker $V_{z}$, the supersolid region also gets smaller. As we turn off $V_{z}$ or scan $V_{z}$ to the positive region, the charge-density wave state at half filling has a checkerboard order instead of a stripe order. For the transition from the superfluid phase to the checkerboard solid phase, we do not find any supersolid state in the intermediate region. This finding is consistent with the result from quantum Monte Carlo simulation of the XXZ model in a square lattice (which corresponds to a particular case of the Hamiltonian 3.2 with isotropic coupling $V_{z}=V_{x}>0$ ), which shows that the supersolid phase predicted by the mean-field theory is unstable to quantum fluctuation [84]. The evolution of the order parameters as functions of the chemical potential follow very similar curves as those shown in Fig. 3.6, and the transition from the superfluid to the checkerboard phase is also of the first-order.

### 3.5 Chapter Summary

We have shown that anisotropy of the dipole interaction between magnetic atoms or polar molecules can stabilize new quantum phases in an optical lattice. By tuning the orientation of the external field, we argue that the system can be described as a extended hard-core Bose-Hubbard model with attractive interaction along one direction and repulsive interaction along the other direction in a two-dimensional square lattice. Starting from appropriate initial states, the insatiability and the atom clustering associated with the attractive interaction can be overcome in an optical lattice through the blockade effect induced by both the atomic interaction and the
collision loss. Using a well controlled numerical method based on the tensor network algorithm, we calculate the phase diagram of the extended hard-core Bose-Hubbard model with anisotropic interaction, and find a significant region of the supersolid phase that interconnects the striped solid phase at half filling and the conventional superfluid state. The properties of the supersolid phase and the corresponding phase transitions are discussed and characterized through calculation of various kinds of correlation functions.


Figure 3.4: The density-density and the superfluid correlations in the supersolid phase. (a) and (b) are for the supersolid phase with hole doping to the striped solid state at half filling (with the parameters $V_{z}=-1, V_{x}=6$, and $\mu=0.9$ in the unit of the hopping rate $t$ ). The density-density (a) and the superfluid (b) correlations are shown along the $x$ and the $z$ directions, distinguished by the subindeces $x$ (along the x-direction), $z h$ (along the hole dominated stripe in the $z$ direction), and $z p$ (along the particle dominated stripe in the $z$ direction). (c) represents the corresponding superfluid correlations for the supersolid phase with particle doping to the stripe solid phase (with the parameters $V_{z}=-1, V_{x}=6$, and $\mu=9.1$ ). One can see that with the hole doping, the superfluid correlation is stronger along the particle dominated stripe; the reverse is true for the case of the particle doping.


Figure 3.5: Phase diagram of the Hamiltonian 3.1 with interaction rate $V_{z}=-3$ for (a) and $V_{z}=0$ for (b) (in the unit of the hopping rate $t$ ). There is no supersolid phase in either of these two cases. At half filling, one has a striped solid phase for (a) and a checkerboard solid phase for (b). The inset in (b) shows schematically the particle filling pattern in the checkerboard phase.


Figure 3.6: The superfulid (a) and the charge density wave (b) order parameters are shown as functions of the chemical potential $\mu$ for the phase diagram shown in Fig. 3.4 with the interaction parameters $V_{x}=1 V_{z}=-3$ (in the unit of the hopping rate $t$ ). Notations have the same meaning as in Fig. 3.2. The transition from the superfluid to the striped solid phase is clearly of the first order.

## CHAPTER IV

# iPEPS study of anti-ferromagnetic Heisenberg model on the checkerboard lattice 

### 4.1 Overview

We use the recently developed tensor network algorithm based on infinite projected entangled pair states (iPEPS) to study the phase diagram of frustrated antiferromagnetic $J_{1}-J_{2}$ Heisenberg model on a checkerboard lattice. The simulation indicates a Nêel ordered phase when $J_{2}<0.88 J_{1}$, a plaquette valence bond solid state when $0.88<J_{2} / J_{1}<1.11$, and a stripe phase when $J_{2}>1.11 J_{1}$, with two first-order transitions across the phase boundaries. The calculation shows that the cross dimer state proposed before is unlikely to be the ground state of the model, although such a state indeed arises as a metastable state in some parameter region.

A cold atom simulator of this model would be an interesting future direction, which might help resolve the true ground state in the large $J_{2}$ limit. However, there are several difficulties in the realization of this model. First, the superexchange interaction between the nearest neighbor pairs of atoms is small compared to the temperature which can be reached in the lab. Second, a scheme to induce a next-tonearest neighbor coupling with a checkerboard pattern hasn't been conceived. We will leave these questions open and discuss only the quantum phases of this model
here.

### 4.2 Introduction

Understanding frustrated quantum magnetic models is a long standing difficult problem in strongly correlated physics. Theoretical tools to study these systems are limited. Exact diagonalization is limited by the small system size, and quantum Monte-Carlo simulation is hindered by the infamous sign problem. Among the frustrated models, the antiferromagnetic $J_{1-} J_{2}$ Heisenberg model on a checkerboard lattice (or called the crossed chain model) is an important example that has raised a lot of interest [91, 92, 93, 94, 95, 96, 97], due to its rich phase diagram and connection with real materials. This model is described by the Hamiltonian

$$
\begin{equation*}
H=J_{1} \sum_{\langle i, j\rangle} \vec{S}_{i} \cdot \vec{S}_{j}+J_{2} \sum_{\langle\langle i, j\rangle\rangle} \vec{S}_{i} \cdot \vec{S}_{j} \tag{4.1}
\end{equation*}
$$

, where $J_{1}$ is the nearest-neighbor spin coupling rate on a square lattice and $J_{2}$ is the next-nearest-neighbor spin coupling rate on a checkerboard pattern of plaquettes, as depicted in Fig. 4.1. A number of works provide complimentary studies in different parameter regions. The complete phase diagram for this model, however, still remains controversial. It is known that the system has a collinear long-range Neel order when $J_{2} \ll J_{1}$. At $J_{1} \approx J_{2}$, the calculation based on the strong-coupling expansion predicts a plaquette valence bond solid as the ground state [95]. In the region with $J_{2}>J_{1}>0$, the phase is still under debate. Possibilities include the fourfold degenerate state with long range spin order, supported with semi-classical studies [96] and large- $N$ expansion calculation [97], the sliding Luttinger liquid phase, supported with perturbative random phase calculation and exact diagonalization of a small system [91], and the cross dimer state, supported with bosonization approach [93]
and two-step DMRG (density-matrix renormalization group) simulation [94].
Recently, tensor network algorithms emerge as a promising method to solve twodimensional frustrated quantum systems $[38,44,90,98,99]$. There are different types of tensor network algorithms, but all the algorithms share the basic idea to describe the ground state of the model Hamiltonian as a tensor network state that respects the entanglement area law. The tensor network algorithms belong to the variational method and have no intrinsic sign problem for frustrated systems. The tensor network algorithms have been tested for a number of non-frustrated Hamiltonians, and the results agree pretty well with quantum Monte Carlo simulation [90]. Recently, the algorithms have also been applied to the frustrated Heisenberg model on a Kagome lattice [99] and the $J_{1}-J_{2}-J_{3}$ model on a square lattice [98].

In this chapter, we use the iPEPS(infinite PEPS) [38] tensor network algorithm, to simulate frustrated antiferromagnetic $J_{1}-J_{2}$ model on a a checkerboard lattice in the thermodynamic limit. We construct the complete phase diagram with the following findings: (1) the simulation shows two first-order phase transitions respectively at $J_{2} / J_{1}=0.88$ and $J_{2} / J_{1}=1.11$, first from a Neel state to a plaquette valence bond solid, and then to a spin ordered stripe phase. (2) In the region with $J_{2} / J_{1}>$ 1.11 (except for the special point $J_{1}=0$ ), our calculation supports the four-fold degenerate states proposed in Ref. [96] as the ground state. In particular, the spin stripe phase seems to be the most stable one under perturbation. (3) Our simulation provides strong evidence to show that the cross-dimer state is not the ground state of the system, although it indeed emerges as a metastable state in some parameter region (its energy is always significantly higher compared with the spin stripe phase).


Figure 4.1: Illustration of the $J_{1}-J_{2}$ Heisenberg model on a checkerboard lattice.

### 4.3 Implementation of the iPEPS Algorithm

### 4.3.1 Convergence test

In the iPEPS algorithm, at every site, we represent the state as a five-index tensor with one physical index (with dimension two for a spin-half system) and four virtual indices (with internal dimension denoted by $D$ ) [38]. The wave function can be obtained by contracting all the virtual indices. To obtain the expectation value of a physical quantity, we need to first contract the physical index to form a tensor network with internal dimension $D^{2}$, and this tensor network is then contracted from the infinite boundary through multiplication with a matrix product state with internal dimension $\chi$. We tune the value of $\chi$ until convergence is achieved in the calculated physical quantity. As a thumb of rule, typically at $\chi \gtrsim D^{2}$, the relative error of energy induced by variation of $\chi$ has been reduced to the order of $10^{-5}$, which indicates good convergence already. In Fig. 4.2(a) we show the ground state energy at $J_{2} / J_{1}=2$ as functions of $\chi$ for both $D=4$ and $D=5$. Indeed, the convergence in $\chi$ is ensured at our choice of $\chi$ values. The dominant error of the calculation is from the small value of the internal dimension $D$. As the calculation time scales with $D$ as $D^{12}$ (under choice of $\chi \sim D^{2}$ ) [38], the value of $D$ in our simulation is limited to
be about 5 . We compare the energy as well as several other quantities (including the phase boundary specified below in Fig. 4.3) calculated with $D=4$ and $D=5$, and the difference is within a percent level. In Fig. 4.2(b) the same quantity $\frac{\partial E}{\partial J_{2}}$ we used to characterize phase transitions is demonstrated from $D=2$ to $D=5$. Difference becomes very small beyond $D=3$. As an estimate, we expect that the relative error of our numerical simulation, dominated by the limited value of $D$, is within or about a percent level for any short-range correlation function.


Figure 4.2: (a) Convergence of ground state energy at $J_{2} / J_{1}=2$ in $\chi$ for $D=4$ and $D=5$. (b) $\partial E / \partial J_{2}$ as functions of $J_{2} /\left(J_{1}+J_{2}\right)$ for $D=2,3,4$, and 5 .

### 4.3.2 Translational symmetry breaking setup

The original iPEPS algorithm needs to assume translational symmetry for calculation in the thermodynamical limit. The ground state of the Hamiltonian 4.1 can spontaneously break the translational symmetry. To take into account the spontaneous symmetry breaking, we take a large unit cell and assume the translational symmetry only among different cells with no symmetry restriction for the tensors within the cell. In our simulation, the unit cell has $4 \times 4$ sites which is large enough
to incorporate the relevant ground states for this Hamiltonian that break the translational symmetry(A finite unit cell could suppress incommensurate spin orders, although such incommensurate orders do not sound to be a likely candidate for the ground state of the Hamiltonian 4.1). We apply imaginary time evolution to reach the ground state of the Hamiltonian. To avoid being stuck in a metastable state, we take a number of random initial states for the imaginary time evolution and pick up the ground state as the one which has the minimum energy over all the trials.

### 4.4 Phase Diagram

### 4.4.1 Plaquette order, magnetization, and derivative of Hamiltonian

In Fig. 4.3, we show the complete phase diagram for the Hamiltonian 4.1 from this calculation. To characterize the phase transition, we calculate derivative of the ground state energy $\frac{\partial E}{\partial J_{2}}=\sum_{\langle\langle i, j\rangle\rangle}\left\langle\vec{S}_{i} \cdot \vec{S}_{j}\right\rangle$ with respect to $J_{2}\left(J_{1}\right.$ is taken as the energy unit) and identify the singular point of this derivative as the phase transition point. To characterize properties of different phases, we calculate the spin order parameter $\left\langle\vec{S}_{i}\right\rangle$ for all sites $i$ and the plaquette order parameter $Q_{\alpha \beta \gamma \delta}[100]$, defined by

$$
\begin{align*}
Q_{\alpha \beta \gamma \delta} & =2\left[\left\langle\overrightarrow{S_{\alpha}} \cdot \overrightarrow{S_{\beta}}\right\rangle\left\langle\overrightarrow{S_{\gamma}} \cdot \overrightarrow{S_{\delta}}\right\rangle+\left\langle\overrightarrow{S_{\alpha}} \cdot \overrightarrow{S_{\delta}}\right\rangle\left\langle\overrightarrow{S_{\beta}} \cdot \overrightarrow{S_{\gamma}}\right\rangle-\left\langle\overrightarrow{S_{\alpha}} \cdot \overrightarrow{S_{\gamma}}\right\rangle\left\langle\overrightarrow{S_{\beta}} \cdot \overrightarrow{S_{\delta}}\right\rangle\right] \\
& +1 / 2\left[\left\langle\overrightarrow{S_{\alpha}} \cdot \overrightarrow{S_{\beta}}\right\rangle+\left\langle\overrightarrow{S_{\gamma}} \cdot \overrightarrow{S_{\delta}}\right\rangle+\left\langle\overrightarrow{S_{\alpha}} \cdot \overrightarrow{S_{\delta}}\right\rangle+\left\langle\overrightarrow{S_{\beta}} \cdot \overrightarrow{S_{\gamma}}\right\rangle\left\langle\overrightarrow{S_{\alpha}} \cdot \overrightarrow{S_{\gamma}}\right\rangle\right. \\
& \left.+\left\langle\overrightarrow{S_{\beta}} \cdot \overrightarrow{S_{\delta}}\right\rangle+1 / 4\right] \tag{4.2}
\end{align*}
$$

, where $\alpha, \beta, \gamma$, and $\delta$ denote four spins on a plaquette as shown in Fig. 4.1. Different phases are associated with different characteristic values of these parameters. For instance, a spin ordered state is characterized by a significant value of $\left\langle\vec{S}_{i}\right\rangle$;
in contrast, the plaquette valence bond solid state is characterized by a near-unity $Q_{\alpha \beta \gamma \delta}$ and a vanishing $\left\langle\vec{S}_{i}\right\rangle$.

In the insets of Fig. 4.3, we show the order parameters $\left\langle\vec{S}_{i}\right\rangle$ and $Q_{\alpha \beta \gamma \delta}$ as functions of $J_{2} / J_{1}$. These order parameters change abruptly at the corresponding phase transition points, and the points of abrupt change are in agreement with the singularity points of $\frac{\partial E}{\partial J_{2}}$. The order parameters and the derivative of the ground state energy both have finite jumps at the phase transition points, which strongly indicates that we have two first-order transitions as we increase the ratio $J_{2} / J_{1}$, first from a Neel ordered state to a plaquette valence bond solid state at $J_{2} / J_{1}=0.88$, and then from the valence bond solid state to another spin-ordered phase (its nature will be discussed below) at $J_{2} / J_{1}=1.11$. The possibility of two second order phase transitions with a coexistence region of the spin and the valence bond solid orders in the intermediate region has been discussed in the literature [101]. Within the resolution of our numerical simulation (the resolution is 0.01 for the ratio $J_{2} / J_{1}$ near the phase transition points), we do not find a coexistence region and the result supports a direct first-order transition.

### 4.4.2 Patterns of local spin-spin correlations

The nature of ground states in these three phases are further studied through calculation of the spin correlation function. In Fig. 4.4, We show the nearest-neighbor spin-spin correlation $\left\langle\vec{S}_{i} \cdot \vec{S}_{j}\right\rangle$ and orientation of local spins with respect to the first spin on the up-left corner in each 16 -site unit-cell for three different $J_{2}$ values. At $J_{2}=1$, strong nearest-neighbor spin correlations (valence bonds) around the plaquettes breaking the lattice translational symmetry suggests a plaquette ordered state near this point, consistent with the finding in Fig. 4.3. At $J_{2}=0.5$, the spin


Figure 4.3: The main plot shows $\partial E / \partial J_{2}$ as a function of $J_{2} /\left(J_{1}+J_{2}\right)$. Insets show the plaquette order (solid line with crosses) and the spin order (red dashed line with circles) as functions of $J_{2} / J_{1}$ near the transition points.
orientation indicates a conventional Neel ordered state. At $J_{2}=2$, antiferromagnetic Neel order appears along the diagonal chains, but not in the horizontal or vertical axes. With imaginary time evolution starting from randomly chosen initial states, we actually get two different kinds of spin configurations shown in Fig. 4.4(c) and 4.4(d) for the final state. Their energies are almost degenerate within resolution of our numerical program. These spin configurations are in agreement with the four-fold degenerate states found in Ref. [96] based on the large- $S$ expansion (the other two degenerate states are obtained from Fig. 4.4(c) and 4.4(d) through a 90-degree rotation of the spin orientation). The spin configuration in Fig. 4.4(c) is called the Neel*-state in Ref. [93], where the single-site spin $\uparrow$ or $\downarrow$ in the conventional Neel state is replaced by the two-site unit $\uparrow \uparrow$ or $\downarrow \downarrow$. The configuration in Fig. 4.4(d) represents a spin stripe phase, where the spin orientations form a stripe along the horizontal or vertical direction, breaking the lattice rotational symmetry. The stripe phase is also predicted in the large- $N$ calculation [97].


Figure 4.4: The upper left figure (a) shows orientations of local spins (red arrows) on the checkerboard lattice at $J_{2}=0.5$. The upper right figure (b) shows nearest neighbor spin-spin correlations $<\vec{S}_{i} \cdot \vec{S}_{j}>$ along horizontal, vertical and diagonal bonds on a 16 -site unit-cell at $J_{2}=1.0$. The width and colors of the bonds are scaled such that the negative correlation is represented by thicker bonds with darker color. The lower figures show both spin orientation and correlations $<\vec{S}_{i} \cdot \vec{S}_{j}>$ in a Neel* state (c) and a stripe phase (d) at $J_{2}=2$. (e) illustrates the dimer state, which appears as a metastable state at some parameters.

### 4.4.3 Metastable dimer states at large $J_{2}$

To further clarify the phase at $J_{2}=2$, we also show the spin-spin correlation $\left\langle\vec{S}_{i} \cdot \vec{S}_{j}\right\rangle$ in Fig. 4.4(c) and 4.4(d). Strong nearest-neighbor spin correlation appears along the diagonal chains. However, the distribution of these spin correlations does not break the symmetry of the lattice, so it is not a cross dimer or other valence bond solid state. The cross dimer state is predicted for this model in [93, 94] for some region of $J_{2} / J_{1}$. In a cross dimer state, the nearest-neighbor spin correlations form the cross dimer pattern illustrated by Fig. 4.4(e). We indeed get this kind of cross dimer configuration from the imaginary time evolution starting from a pure cross dimer state for a certain region of $J_{2} / J_{1}$ as shown in Fig. 4.5. However, the energies of the cross dimer states are strictly higher than the four-fold degenerate
states shown in Fig. 4.4(c) and 4.4(d). So the cross dimer state is only a metastable phase in this region and does not give the real ground state. We compare the energy of our calculation with the energy of the DMRG calculation in Ref. [94], and our energy is significantly lower than the corresponding result in [94] on the side $J_{2}>J_{1}$. For instance, at $J_{2}=2$, our result shows a ground state energy of $E=-0.876 J_{1}$ for a stripe state, much lower than the energy of $E \simeq-0.75 J_{1}$ for a cross dimer state at the corresponding point in Ref. [94]. Because of this large energy difference, it is unlikely that the cross dimer state emerges as the real ground state of the system.


Figure 4.5: Ground state energy calculated by iPEPS (blue squares) for different $J_{2} /\left(J_{2}+J_{1}\right)$. The dashed line denotes energy of a pure dimer state, the green diamonds denote energy of meta-stable dimer states calculated by iPEPS with imaginary time evolution from an initial pure dimer state.

### 4.4.4 Discussion on states at large $J_{2}$

Some literature predicts a sliding Luttinger liquid state on the $J_{2}>J_{1}$ side of the antiferromagnetic checkerboard model [91, 92]. We do not find evidence to support a transition to a sliding Luttinger liquid state in our numerical simulation. Of course, due to the limitation of the internal dimension $D$ of the variational tensor network
state in our calculation, it is possible that the sliding Luttinger liquid state is poorly approximated by the tensor network state with a small internal dimension and thus missed in our numerical simulation. We can not rule out this possibility, however, we feel its chance is small due to the following test: we know at the limiting point $J_{1}=0$, the model reduces to decoupled Heisenberg chains whose ground state is described by a Luttinger liquid with algebraic decay of the spin correlation function. We use the same tensor network algorithm to calculate the long range spin correlation for the limiting case at $J_{1}=0$. At this 1 D limiting point, we can have a much larger internal dimension $D$ in numerical simulation, and in Fig. 4.6(a) we compare the result with $D$ varying from 2 to 30 . We see that result at $D=5$ has qualitatively shown the correct algebraic decay of the spin correlation function and the $D=15$ result almost converged to the result at $D=30$. The improvement with larger internal dimension does not change the qualitative behavior. So we do not necessarily need a large internal dimension for the tensor network algorithm to uncover the algebraic decay associated with a spin liquid state although it indeed gives a better estimate of the power law exponent. Keeping the same internal dimension at $D=$ 5, we turn on $J_{1}$ (now a 2D model with $J_{2}>J_{1}>0$ ) and find that the spin correlation $\left\langle\vec{S}_{i} \vec{S}_{i+d}\right\rangle$ points to a long range order with a non-varnishing mean value $\left\langle\vec{S}_{i}\right\rangle$ ( the imaginary time evolution in the tensor network algorithms typically leads to a symmetry spontaneously broken state when there is a long range order). When we subtract the mean value and draw the spin correlation $\left\langle\vec{S}_{i} \vec{S}_{i+d}\right\rangle-\left\langle\vec{S}_{i}\right\rangle\left\langle\vec{S}_{i+d}\right\rangle$, the subtracted spin correlation can be well fit with an exponentially decaying function (see Fig. 6(b)), which is consistent with a long ranged ordered state and does not support a spin liquid state with algebraic decay along the diagonal chain.

Although our numerical program can not distinguish the energy of the four de-


Figure 4.6: (a) Long-range spin correlations for a antiferromagnetic Heisenberg chain obtained with $D=2$ (crosses), $D=5$ (squares), $D=15$ (circles), and $D=30$ (diamonds) in log-log plot. (b) The same correlation along a diagonal chain for 2D checkerboard lattice calculated with $D=3$ (crosses), $D=4$ (squares), and $D=5$ (circles) at $J_{2}=2$ in semi-log plot.
generate states shown in Fig. $4.4(\mathrm{c}, \mathrm{d})$ at the $J_{2}>J_{1}$ side, it is very likely that the stripe phase will emerge as the real ground state in practice because of its robustness to perturbation in the Hamiltonian. In real realization of the model Hamiltonian 4.1, the $J_{1}$ coupling along the horizontal and the vertical directions might be slightly different, or apart from the $J_{2}$ coupling on the checkerboard pattern, there might be small antiferromagnetic $J_{2}$ coupling along the other plaquettes. With any of these types of perturbation (which sound to be inevitable in practice), the energy of the Neel*-state will be lifted, and the stripe phase will emerge as the unique ground state of the system.

### 4.5 Chapter Summery

We have used the iPEPS method, a type of tensor networks algorithms, to calculate the ground states of the frustrated anti-ferromagnetic $J_{1^{-}} J_{2}$ Heisenberg model
on a checkerboard lattice. We construct the complete phase diagrams, indicting two first order phase transitions, first from a Neel state to a plaquette valence bond solid and then to a spin stripe phase. The calculation helps to clarify some of the previous debates on the phase diagram of this important model and provides a novel example for applications of the recently developed tensor network algorithms to frustrated systems.

## CHAPTER V

## Evidence of spin liquid with hard-core bosons in a square lattice

### 5.1 Overview

We show that laser assisted hopping of hard core bosons in a square optical lattice can be described by an antiferromagnetic $J_{1}-J_{2} \mathrm{XY}$ model with tunable ratio of $J_{2} / J_{1}$. We numerically investigate the phase diagram of the $J_{1}-J_{2}$ XY model using both the tensor network algorithm for infinite systems and the exact diagonalization for small clusters and find strong evidence that in the intermediate region around $J_{2} / J_{1} \sim 0.5$, there is a spin liquid phase with vanishing magnetization and valence bond orders, which interconnects the Neel state on the $J_{2} \ll J_{1}$ side and the stripe antiferromagnetic phase on the $J_{2} \gg J_{1}$ side. This finding opens up the possibility of studying the exotic spin liquid phase in a realistic experimental system using ultracold atoms in an optical lattice.

### 5.2 Introduction

A spin liquid phase is an exotic state of matter that does not break any symmetry of the Hamiltonian and has no conventional order even at zero temperature [31]. A number of microscopic Hamiltonians with frustrated quantum magnetic interaction
could support a spin liquid phase [31, 102, 103, 104, 105, 106, 107]. In particular, very recently, numerical investigations based on complementary methods have found strong evidence that the antiferromagnetic $J_{1^{-}} J_{2}$ Heisenberg model may have a spin liquid phase in a square lattice $[104,105,106]$. On the experimental side, several materials are suspected to be in a spin liquid phase at very low temperature [31]. However, due to complication of physics in these materials, it is hard to make a direct connection of the prediction from the simplified microscopic models and the phenomenology observed in real materials [31]. Ultracold atoms in an optical lattice provides a clean platform to realize microscopic models to allow for controlled comparison between theory and experiments [108, 19]. Proposals have been made to implement the frustrated magnetic models in an optical lattice [109] and various required configurations of the optical lattices have been realized experimentally [110, 8]. However, the direct magnetic Heisenberg coupling, which comes from the higher-order super-exchange interaction, is very weak under typical experimental conditions [109, 111]. It is still very challenging to reach the extremely low temperature required to observe the ground state of the magnetic Heisenberg model in an optical lattice.

In this chapter, we show strong evidence that a spin liquid phase can emerge in an antiferromagnetic $J_{1-} J_{2} X Y$ model in a square lattice. The calculations are based on two complementary methods: the recently developed tensor network algorithm applied directly to infinite systems $[44,112,113]$ and the exact diagonalization of small clusters which is combined with the finite size scaling to infer the phase diagram $[114,115]$. Both methods suggest that in a small region around $J_{2} / J_{1} \approx 0.5$, magnetization and valence bond solid orders all vanish, indicating a spin liquid phase as the ground state. Different from a Heisenberg model, a $X Y$ model can be realized with
hard-core bosons in an optical lattice with local boson occupancy as pseudo-spins. Through control of the laser assisted hopping in a square lattice [23, 24, 116, 10], we propose a scheme to implement the effective antiferromagnetic couplings for both the neighboring and the next neighboring sites with a tunable ratio of $J_{2} / J_{1}$. In this implementation, both $J_{2}$ and $J_{1}$ are determined by the hopping rates of the hard-core bosons in an optical lattice, which are much larger than the conventional super-exchange interaction for ultracold atoms in the Heisenberg model [109, 111]. The large $J_{1}-J_{2}$ couplings open up the possibility to experimentally realize this model and observe its spin liquid phase based on the state-of-the-art technology.


Figure 5.1: (a) Implementation of the $J_{1}-J_{2} X Y$ model with cold bosons in a bipartite spin-dependent optical lattice, where the $J_{2}$ coupling is due to the atomic hopping in the same sub-lattice. We choose $\vec{B}=(0,-1,0), \vec{E}=\frac{1}{\sqrt{2}}(1,1,0), \frac{1}{\sqrt{2}}(1,-1,0)$ and $(0,0,1)$ with $\theta=\pi / 2$ (b) The configuration of the wave-vectors for the three Raman laser beams. The $J_{1}$ coupling(shown as solid lines and dashed lines) is induced by the three Raman laser beams (the direct $J_{1}$ hopping of the atoms is turned off by the large potential shift between the two sub-lattices).

### 5.3 Implementation of $J_{1}-J_{2}$ XY model

The $J_{1^{-}} J_{2} X Y$ model is represented by the Hamiltonian

$$
\begin{equation*}
H=J_{1} \sum_{\langle i, j\rangle}\left(X_{i} X_{j}+Y_{i} Y_{j}\right)+J_{2} \sum_{\langle\langle i, j\rangle\rangle}\left(X_{i} X_{j}+Y_{i} Y_{j}\right), \tag{5.1}
\end{equation*}
$$

where $X, Y$ represent the Pauli operators $\sigma_{x}$ and $\sigma_{y},\langle i, j\rangle$ and $\langle\langle i, j\rangle\rangle$ denote respectively the neighboring and the next neighboring sites in a square lattice as shown in Fig. 5.1(b). To realize this model with hard core bosons, we consider ultracold atoms in different hyperfine spins $|a\rangle$ and $|b\rangle$ loaded into alternating square lattices $A$ and $B$ as shown in Fig. 5.1(a). This configuration can be experimentally realized with the spin-dependent lattice potential [117]. Atoms in spins $|a\rangle$ (or $|b\rangle$ ) freely tunnel in the lattice $A$ (or $B$ ) with the hopping rate $t$, however, a direct hopping between the $A, B$ lattices is forbidden due to the spin-dependent potential shift. Instead, the inter-lattice hopping is introduced by the laser induced Raman transition as shown in Fig. 5.1(a). We use three Raman beams, with wave-vectors $\mathbf{k}_{1}, \mathbf{k}_{2}$, and $\mathbf{k}_{3}$ and Rabi frequencies $\boldsymbol{\Omega}_{1}, \boldsymbol{\Omega}_{2}$, and $\boldsymbol{\Omega}_{3}$, respectively. The directions of the laser beams are shown in Fig. 5.1(b) with $\Delta \mathbf{k}_{12}=\mathbf{k}_{1}-\mathbf{k}_{2}=k_{\Delta} \hat{y}$ and $\Delta \mathbf{k}_{13}=\mathbf{k}_{1}-\mathbf{k}_{3}=k_{\Delta} \hat{x}$. The laser induced inter-lattice hopping rates for the neighboring sites are then given by

$$
\begin{equation*}
t_{x}=\int w^{*}\left(x_{i}, y_{i}\right) \frac{\boldsymbol{\Omega}_{1}^{*} \boldsymbol{\Omega}_{3}}{\delta} e^{i k_{\Delta x}} w\left(x_{i+1}, y_{i}\right) d x d y \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{y}=\int w^{*}\left(x_{i}, y_{i}\right) \frac{\boldsymbol{\Omega}_{1}^{*} \boldsymbol{\Omega}_{2}}{\delta} e^{i k_{\Delta y}} w\left(x_{i}, y_{i+1}\right) d x d y \tag{5.3}
\end{equation*}
$$

for the hopping along the $x, y$ directions respectively, where $\delta$ is the detuning. Assume $\boldsymbol{\Omega}_{3}=-\boldsymbol{\Omega}_{2}$ and the Wannier function $w\left(x_{i}, y_{i}\right)$ symmetric along the $x, y$ directions, we have $t_{x}=-t_{y}=t^{\prime}$ (we can always choose $t^{\prime}>0$ by setting an
appropriate relative phase between $\boldsymbol{\Omega}_{1}$ and $\boldsymbol{\Omega}_{3}$ ). If the on-site atomic repulsion $U$ satisfies $U \gg t, t^{\prime}$, we have the hard-core constraint with at most one boson per site. The hard-core bosons in this square lattice are then described by the Hamiltonian

$$
\begin{equation*}
H=t^{\prime} \sum_{\langle i, j\rangle_{x}} a_{i}^{\dagger} b_{j}-t^{\prime} \sum_{\langle i, j\rangle_{y}} a_{i}^{\dagger} b_{j}-t \sum_{\langle\langle i, j\rangle\rangle}\left(a_{i}^{\dagger} a_{j}+b_{i}^{\dagger} b_{j}\right)+\text { H.c. } \tag{5.4}
\end{equation*}
$$

Bosonic operators $a_{i}, b_{j}$ satisfy the same commutators as the Pauli operators $\sigma_{i}^{-}$, $\sigma_{j}^{-}$, so with the mapping $a_{i} \longrightarrow \sigma_{i}^{-}$and $b_{j} \longrightarrow \sigma_{j}^{-}$for the odd numbers of rows, and $a_{i} \longrightarrow-\sigma_{i}^{-}$and $b_{j} \longrightarrow-\sigma_{j}^{-}$for the even numbers of rows, the Hamiltonian 5.4 is mapped to the $J_{1}-J_{2} X Y$ model in Eq. 5.1 with $J_{1}=t^{\prime} / 2>0$ and $J_{2}=t / 2>$ 0. Apparently, the ratio $J_{2} / J_{1}$ is tunable by changing the magnitude of the Rabi frequencies $\Omega_{1}^{*} \boldsymbol{\Omega}_{3}$.

### 5.4 Numerical Simulation

In the following, we calculate the phase diagram of the Hamiltonian 5.1 as a function of the dimensionless parameter $J_{2} / J_{1}$ ( $J_{1}$ is taken as the energy unit). We limit our discussion to a half-filling case. In the limit $J_{2} / J_{1} \ll 1$, the $J_{1}$ term dominates and the ground state is magnetized with a Neel order at the momentum $k=(\pi, \pi)$. In the opposite limit $J_{2} / J_{1} \gg 1$, the ground state has a stripe magnetic order at the momentum $(\pi, 0)$ or $(0, \pi)$, which minimizes the energy of the $J_{2}$ term. In the intermediate region with $J_{2} / J_{1} \sim 0.5$, the Hamiltonian is highly frustrated with competing interaction terms. Our main purpose is to find out the phase diagram in this region through controlled numerical simulations.

Our numerical simulations are based on two complimentary methods: exact diagonalization (ED) for small clusters $[114,115]$ and tensor network simulation for infinite systems [112, 44, 113]. The ED method is limited by the cluster size, and we
use extrapolation based on the finite-size scaling to infer the phase diagram for the infinite system. The tensor network algorithm is an recently developed simulation method inspired by quantum information theory [112, 44]. It can be considered as an extension of the density matrix renormalization group (DMRG) method to the two dimensional case, replacing the matrix product state in the DMRG method with the tensor network state that better matches the geometry of the underlying lattice [112]. We use a particular version of the tensor network algorithms, the infinite projected entangled pair states (iPEPS) method [44], which applies directly to infinite systems using the translational symmetry. To take into account the ordered states for the Hamiltonian 5.1 that spontaneously break the translational symmetry, in our simulation we take a unit cell (typically $2 \times 2$ and $4 \times 4$ ) that is large enough to incorporate the relevant symmetry breaking orders [49]. We apply imaginary time evolution to reach the ground state of the Hamiltonian. To avoid being stuck in a metastable state, we take a number of random initial states for the imaginary time evolution and choose the ground state as the one which has the minimum energy over all the trials. The accuracy of the iPEPS simulation depends on the internal dimension $D$ of the tensor network state. The simulation time scales up very rapidly with the dimension $D$, which limits $D$ to a small value in practice. We typically take $D$ between 4 to 6 in our simulation.

### 5.4.1 Local measurement from iPEPS method

Figure 5.2 shows the major result from the iPEPS simulation. First, we look at the average magnetization $m_{s}=\left(1 / N_{s}\right) \sum_{i} \sqrt{X_{i}{ }^{2}+Y_{i}{ }^{2}+Z_{i}{ }^{2}}$ as a function of $J_{2} / J_{1}$, where the average is taken over the $N_{s}$ sites in the unit cell. The calculation shows that for small or large $J_{2} / J_{1}$, the ground states are magnetic (with the Neel
or the stripe order, respectively), which is consistent with our intuitive picture. In the intermediate region with $0.46 \leq J_{2} / J_{1} \leq 0.54$, there is a sudden drop of all the magnetic orders to a tiny value. Although the iPEPS method under a small dimension $D$ could be biased toward a less entangled state, which is typically an ordered state, it would not be biased toward a disordered spin liquid state. So, when we see a big sudden drop of the magnetic orders from the simulation, it must be a real effect, strongly indicating there is a new phase in the intermediate region with vanishing magnetic orders. The remaining small $m_{s}$ may be due to the finite dimension $D$ and should vanish when $D$ is scaled up.

To figure out the property of the phase in the intermediate region, we further check different kinds of valence bond solid orders. We calculate all the neighboring valence bonds $\left\langle\sigma_{i} \cdot \sigma_{j}\right\rangle$ in the unit cell and the result is shown in Fig. 5.2. For a valence bond solid state, the spatial symmetry should be spontaneously broken for the valence-bond distribution. Figure 5.2 shows that in the entire region of $J_{2} / J_{1}$, the valence bond distribution has the same symmetry as the underlying Hamiltonian, which indicates that the ground state of the Hamiltonian 5.1 has no valence bond solid orders. Together with the above calculation of the magnetic orders, this suggests that the Hamiltonian 5.1 has a spin liquid phase with no orders in the intermediate region with $0.46 \leq J_{2} / J_{1} \leq 0.54$. This spin liquid phase seems to have the same feature as the $Z 2$ spin liquid in the intermediate coupling region of the $J_{1^{-}} J_{2}$ Heisenberg model found in the recent numerical simulation [104, 105, 106].

### 5.4.2 Long-range spin-spin and dimer correlations from iPEPS

To further confirm this picture, we calculate the long-range spin correlation and dimer correlation with the iPEPS method and the result is shown in Fig. 5.3 for


Figure 5.2: Average magnetization $m_{s}$ as a function of $J_{2} / J_{1}$. The insets show the spin configuration and the valence bond distribution $\left\langle\sigma_{i} \cdot \sigma_{j}\right\rangle$ at $J_{2} / J_{1}=0,0.5$, and 0.9 obtained with the iPEPS on a $4 \times 4$ unit cell with $D=6$. The width and color of the bonds are scaled such that the negative energy is shown by thicker bond with darker color and the positive energy is shown by thinner bond with lighter color and the length of the spin is proportional to its magnetic moment $m_{s}$.
$J_{2} / J_{1}=0.1,0.5$ and 0.9. The spin correlation $\left\langle\sigma_{i} \cdot \sigma_{j}\right\rangle$ is calculated along the diagonal direction $\hat{x}+\hat{y}$. Both the Néel and the stripe phases have long-range correlations, with constant or staggered values along the diagonal direction. The intermediate phase has an exponentially decaying spin-spin correlation, which is in agreement with the behavior of the $Z 2$ spin liquid phase with a finite spin gap [31, 104, 105, 106]. The dimer operator $D_{i}^{\alpha}$ is defined by $D_{i}^{\alpha}=\sigma_{i} \cdot \sigma_{i+\alpha}$ for the bond $(i, i+\alpha)$, where $\alpha=\hat{x}$ or $\hat{y}$ denote the orientation of the dimer. In Fig. 5.3(c), we show the dimerdimer correlations $\left\langle\Delta D_{i}^{x} \Delta D_{j}^{x}\right\rangle$ and $\left\langle\Delta D_{i}^{y} \Delta D_{j}^{y}\right\rangle$ at $J_{2} / J_{1}=0.5$ along the diagonal direction, where $\Delta D_{i} \equiv D_{i}-\left\langle D_{i}\right\rangle$. The correlations are exponentially decaying with distance, in agreement with a spin liquid phase with no dimer orders.
(a)


Figure 5.3: (a) Spin-spin correlation $\left\langle\sigma_{i} \cdot \sigma_{j}\right\rangle$ as a function of distance $d$ along the diagonal direction at $J_{2} / J_{1}=0.1$ (cross), 0.5 (circle) and 0.9 (open diamond). (b) Semi-log plot of spin-spin correlation $\left\langle\Delta \sigma_{i} \cdot \Delta \sigma_{j}\right\rangle$ after subtracting the local averages. (c) Semi-log plot of dimer-dimer correlation $\left\langle\Delta D_{i}^{\alpha} \Delta D_{j}^{\alpha}\right\rangle(\alpha=x, y)$ as a function of distance $d$ along the diagonal direction at $J_{2} / J_{1}=0.5$.

### 5.4.3 Structure factors from exact diagonalization methods

In the following, we present study of the Hamiltonian 5.1 with the complementary ED method, which provides further evidence for a spin liquid phase in the intermediate region. To be consistent with the periodic boundary condition required for the finite size scaling and to incorporate the momentum $k=(\pi, \pi)$ responsible for the Neel order, the size of the clusters for the ED is taken to 16,20 and 32 sites. From the spin correlation $\left\langle\sigma_{i} \cdot \sigma_{j}\right\rangle$, we calculate the corresponding static structure factor $m_{s}^{2}(\mathbf{k}, N)=(1 / N) \sum_{i j} e^{i \mathbf{k} \cdot\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)}\left\langle\Delta \sigma_{i} \cdot \Delta \sigma_{j}\right\rangle$, where $N$ is the size of the cluster and $\Delta \sigma_{i} \equiv \sigma_{i}-\left\langle\sigma_{i}\right\rangle$. The Neel order and the stripe order correspond to peaks at $\mathbf{k}=(\pi, \pi)$ and $(\pi, 0)$, respectively. Finite-size clusters always have non-zero order
parameters, and one needs to do finite size scaling, with a simple scaling formula $m_{s}^{2}(\mathbf{k}, N)=m_{s}^{2}(\mathbf{k}, \infty)+a / \sqrt{N}(\sqrt{N}$ corresponds to the linear size $)$, to infer the value of $m_{s}^{2}(\mathbf{k}, \infty)$ for the infinite system. In Fig. 5.4, we show the finite size scaling for $m_{s}^{2}(\mathbf{k}, N)$ at $J_{2} / J_{1}=0,0.5$, and 0.9 in three different regions. The results are consistent with the findings from iPEPS method, i.e., there is a stripe order with $\mathbf{k}=(\pi, 0)$ at $J_{2} / J_{1}=0.9$ and a Neel order with $\mathbf{k}=(\pi, \pi)$ at $J_{2} / J_{1}=0$. At $J_{2} / J_{1}=0.5$, the finite-size scaling indicates a vanishing stripe order. However, at $\mathbf{k}=(\pi, \pi)$, the data become non-monotonic with $N$ due to the shape of the cluster and the finite-size scaling becomes inconclusive in this case. The non-monotonic shape effect has also been observed in ED for the $J_{1-} J_{2}$ Heisenberg model [114, 115].

To check for possible valence bond solid orders from ED, we similarly calculate the structure factors $m_{d}^{2}(\mathbf{k}, N)=(1 / N) \sum_{i j} e^{i \mathbf{k} \cdot\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)}\left\langle\Delta D_{i}^{x} \Delta D_{j}^{x}\right\rangle$ and $m_{p}^{2}(\mathbf{k}, N)=$ $(1 / N) \sum_{i j} e^{i \mathbf{k} \cdot\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)}\left(\left\langle P_{i} P_{j}\right\rangle\right.$, corresponding respectively to the dimer order $D_{i}^{x}$ and the plaquette order $P_{i}=\left(Q_{i}+Q_{i}^{-1}\right) / 2$, where $Q_{i}\left(Q_{i}^{-1}\right)$ is the clockwise (counterclockwise) cyclic permutation operator on the plaquette $i$ with its explicit (lengthy) expression given in [100, 49]. The rotational symmetry is always preserved at finite size, so we only need to check one component of the dimer order, say $D_{i}^{x}$. At finite size, the structure factors peak at $\mathbf{k}=(\pi, 0)$ for the dimer order $D_{i}^{x}$ and at $\mathbf{k}=(\pi, \pi)$ for the plaquette order $P_{i}$, however, an extrapolation to the infinite system at these momenta as shown in Fig. 5.5 indicates vanishing dimer and plaquette orders in all three regions of $J_{2} / J_{1}$. This result, again, is in agreement with the finding from the iPEPS calculation.


Figure 5.4: Finite size scaling of the magnetic order parameter at (a) $\mathbf{k}=(\pi, \pi)$ and (b) $\mathbf{k}=(\pi, 0)$ at $J_{2} / J_{1}=0$ (dot), 0.5 (square), and 0.9 (diamond).

### 5.5 Connect to Experiments

### 5.5.1 Experimental signature of different phases

Before concluding this chapter, we briefly discuss the experimental signature of the three different phases for the Hamiltonian 5.1 in the implementation with hardcore bosons. The Neel ordered state and the stripe phase correspond to Bose-Einstein condensates at the momenta $\mathbf{k}=(\pi, \pi)$ and $\mathbf{k}=(\pi, 0)$, respectively. The standard time-of-flight imaging measurement can then reveal the condensate peak at these nontrivial momentum points [19]. The spin liquid phase, on the other hand, would not show any condensation peaks due to a lack of magnetic orders. Furthermore, the exponentially decaying spin-spin correlation ensures a spin gap[104, 105, 106] which implies a charge gap in implementation with hard-core bosons. We therefore


Figure 5.5: Finite size scaling of (a) the dimer order parameter at $\mathbf{k}=(\pi, 0)$ and (b) the plaquette order parameter at $\mathbf{k}=(\pi, \pi)$ at $J_{2} / J_{1}=0$ (dot), 0.5 (square), and 0.9 (diamond).
expect to see an incompressible phase at half filling, which is different from the Mott insulator state at the integer filling.

### 5.5.2 Harmonic trap and finite temperature

In a realistic experimental setup with a harmonic trapping potential we could estimate the radius of a half-filling region given by $R_{h f}=\sqrt{\left(2 \mu(0)-\Delta_{T}\right) / M \omega^{2}}$. The triplet spin gap $\Delta_{T}$ is roughly equal to the energy needed to break a singlet pair, which in our system is about $J_{2}$. We choose ${ }^{23} \mathrm{Na}$ atoms in the optical lattice with $\lambda=594.71 \mathrm{~nm}$ and $E_{R}=24.4 \mathrm{khz}[118]$. Assuming a lattice depth $V_{0}=10$ $E_{R}$ and a moderate Rabi frequency $\Omega_{1} \Omega_{2} / \delta=0.2 E_{R}$ we find the tunneling energy $J_{2} \sim 500 \mathrm{hz}$ and laser-induced tunneling $J_{1} \sim J_{2}$. For ${ }^{87} \mathrm{Rb}$ with $\lambda=767 \mathrm{~nm}$ one could get $J_{2} \sim 75 \mathrm{hz}$. Considering a $\operatorname{trap}(\omega=2 \pi \times 110 \mathrm{~Hz})$ for ${ }^{23} \mathrm{Na}$ we get
$R_{h f} \sim 20$ lattice constant and for ${ }^{87} \mathrm{Rb}$ a $\operatorname{trap}(\omega=2 \pi \times 10 \mathrm{~Hz})$ roughly gives us $R_{h f} \sim 30$ lattice constant. The temperature required to observe this phase is at the same order of $J_{2}$ which as estimated before are about 200 nK for ${ }^{23} \mathrm{Na}$ and 25 nK for ${ }^{87} \mathrm{Rb}$. Compared with the characteristic super-exchange interaction energy scale $J^{2} / U$, where $U$ is the on-site interaction energy, the temperature required is $(U / J)$ times higher. It is also be distinguished from a charge density wave state since the density distribution in this case is still homogeneous without any solid order.

### 5.6 Chapter Summary

We have proposed an experimentally feasible scheme to implement the $J_{1}-J_{2} X Y$ model with ultracold hard-core bosons in a square optical lattice. Through detailed numerical simulation of this model using two complementary methods, we find strong evidence that this model has a spin liquid phase in the intermediate region of $J_{2} / J_{1}$. The proposed experimental implementation, with tunable ratio of $J_{2} / J_{1}$, opens up a realistic possibility to look for the long-pursued spin liquid phase in a well controlled Hamiltonian model.

## CHAPTER VI

# Quantum magnetism of quarter filled ultracold $F=\frac{3}{2}$ fermions on a square lattice 

### 6.1 Overview

We use infinite projected entangled-pair states(iPEPS) algorithm to study the phase diagram of quarter filling $F=\frac{3}{2}$ fermions on the square lattice in the strong interaction regime, which are characterized by a Heisenberg exchange Hamiltonian with $S O(5)$ symmetry. Depending on the ratio of spin exchanges $J_{0}$ and $J_{2}$ from the bond spin singlet and quintet channel we identify a Nêel phase at large $J_{0} / J_{2}$, a magnetic dimer phase at $J_{0} / J_{2} \sim 1$, and a non-magnetic dimer phase at small $J_{0} / J_{2}$.

### 6.2 Introduction

Recently it has been shown that quantum systems governed by high-dimensional symmetry groups, such as $S U(N)$ and $S p(2 N)$, can provide fruitful exotic quantum effects. Among them, the study of the $S U(N)$ quantum magnetism has a long history.[119, 120, 121, 122, 123, 124, 125, 126, 127, 128, 129, 130, 131] One of practical proposals is the Kugel-Khomskii model,[132] which is used to describe the interplay between spin and orbital degrees of freedom in transition-metal oxides.[133, 134, $135,136,137,138,139]$ In this model the orbital degree is described as a pseudo-spin
operator and the model exhibits a full $S U(4)$ symmetry. Alternatively, ultracold fermionic alkaline-earth atoms can play a fundamental role as large-hyperfine spin and provide another platform to study even higher symmetry quantum magnetism (for $N>4$ ). $[140,141,142]$ For example, recent experiments have demonstrated an $S U(6)$ Mott insulating state by an atomic Fermi gas of ${ }^{173} \mathrm{Yb}$ in a 3 D optical lattices,[143] the $F=\frac{9}{2}$ fermi gas of ${ }^{87} \mathrm{Sr},[144,145]$ a Mott-insulator to superfluid transition of bosonic Yb atoms in the optical lattice,[146] and the $S U(2) \times S U(6)$ system by a degenerate Fermi gas of mixture of ${ }^{171} \mathrm{Yb}$ and ${ }^{173} \mathrm{Yb}$.[147] Theoretically, the Mott insulators of alkaline earth atoms have been suggested to have other exotic many-body phases, such as the four-site singlet plaquette ordering[148, 149] and quantum liquid states.[150, 151, 152, 153]

On the other hand, the simplest high-dimensional symplectic group is the $S p(2 N)$ group at $N=2$, which can be established in the spin- $3 / 2$ system.[154, 155, 156, 149] Rather than the $S U(4)$ group, the $S p(4)$ group, or isomorphically the $S O(5)$ symmetry, is more intrinsic in the spin- $3 / 2$ system since a spin- $3 / 2$ fermion forms the fundamental (spinor) representation of the $S p(4)$ symmetry.[154] In this chapter, we study a specific $S p(4)$ Heisenberg exchange model, which is derived in the strong interaction limit on a optical lattice at quarter filling. The novel magnetic model has two spin exchange channels: spin singlet $J_{0}$ and quintet $J_{2}$. The 1D phase diagram has been studied using the method of bosonization $[155,156]$ and numerically confirmed by the Density matrix renormalization groups method.[149] The 2D problem is more challenging. The Quantum Monte Carlo suffers notorious sign problems. Up to now, only at $J_{2}=0$ but $J_{0}=J$ (the $S U(4)_{B}$ point), where the fundamental representation and anti-fundamental representation are in staggered arrangement, the ground state is found to be a Néel ordering state.[123, 125, 157] At $J_{0}=J_{2}=J$,
(the $S U(4)_{A}$ point) where each site is in the fundamental representation, however, the controversy still remains. The exact diagonalization studies on a $4 \times 4$ cluster suggest an $S U(4)$ singlet plaquette nature $[137,138,149]$. A variational Monte Carlo study concludes a spin liquid ground state.[158] Recently a study combined with the


Figure 6.1: The tentative $S p(4)$ phase diagram in the 2D $S p(4)$ Heisenberg model. Phase A is a Néel ordering. Phase B denotes a $S p(4)$ dimerized state. Phase C denotes a possible 4 -site singlet plaquette state. $J_{0}$ and $J_{2}$ denote the spin singlet and quintet exchanged, respectively. The two $S U(4)$ limits are shown in the $S U(4)_{A, B}$ lines.
infinite-projected entangled-pair states method (iPEPS), exact diagonalization, and flavor-wave theory provides evidence of an $S U(4)$ symmetry broken dimer state.[43] Beyond these two special points, only a $4 \times 4$ exact diagonalization study[149] is conducted on the whole $S p(4)$ parameter space, which, however, may suffer strong finite size effects. So far, for the 2D problem, only Ref. [156] gives the tentative $S p(4)$ phase diagram which is shown in Fig. 6.1.

Complementary to the small cluster exact diagonalization study,[149] here we employ the iPEPS algorithm to investigate the $S p(4)$ magnetic exchange model for other $J_{2} / J_{0}$ values in the thermodynamic limit. The main result is as follows. We
found that there exist three different phases. The $S p(4)$ Néel state as suggested by previous work[149] is confirmed to exist with a finite extent including the $S U(4)_{B}$ line. This property agrees with the schematic phase A in Fig. 6.1. On the $J_{0}=J_{2}$ line, a translation symmetry broken dimer state shown as the phase B dominates. Interestingly, the dimers carry magnetization. When $J_{0}<J_{2}$, we find this model also exhibits another possible phase, which preserves the $S O(5)$ symmetry in spin pattern but still carries the dimerization pattern as depicted in the phase C. This signals a singlet nonmagnetic dimer order.

This chapter is organized as follows. In Sec. 6.3 we outline the $S p(4) / S O(5)$ algebra and describe the corresponding high symmetry exchange Hamiltonian. A novel numerical method, the iPEPS algorithm is introduced in Sec. 6.4. This algorithm can be used to study the 2D system without worrying about sign problems. In Sec. 6.5 we show the iPEPS results to analyze the ground state behavior and support the phase diagram picture. Finally we summarize and propose open questions for the 2D exchange model behind the iPEPS results.

### 6.3 The $S O(5) / S p(4)$ magnetic exchange Model

The $S p(4) / S O(5)$ symmetry can be considered in the single-band $F=\frac{3}{2}$ ultracold fermionic Hubbard model on a 2D square lattice. The Hamiltonian reads

$$
\begin{equation*}
H=-t \sum_{\langle i, j\rangle, \sigma} c_{i, \sigma}^{\dagger} c_{j, \sigma}-\mu \sum_{i} n_{i, \sigma}+\frac{U}{2} \sum_{i} n_{i}\left(n_{i}-1\right), \tag{6.1}
\end{equation*}
$$

where $\sigma$ runs $F_{z}= \pm \frac{3}{2}, \pm \frac{1}{2}$ and $U>0$ is repulsive. The Hubbard Hamiltonian preserves the $S U(4)$ symmetry intrinsically. However, the Pauli exclusion principle prohibits two electrons with the triplet $\left(S_{T}=1\right)$ and the septet $\left(S_{T}=3\right)$ spin wavefunction staying on the same site. Therefore, the Hubbard interaction term is
reduced to

$$
\begin{equation*}
H_{U}=U_{0} \sum_{i \sigma} P_{00, i}^{\dagger} P_{00, i}+U_{2} \sum_{i, m=-2, \cdots, 2} P_{2 m, i}^{\dagger} P_{2 m, i} \tag{6.2}
\end{equation*}
$$

where $P_{00, i}^{\dagger}$ and $P_{2 m, i}^{\dagger}$ are the singlet and quintet pairing operators given by [154, 156]

$$
\begin{equation*}
P_{F m, i}^{\dagger}=\sum_{\alpha \beta}\left\langle\frac{3}{2} \frac{3}{2} F m \left\lvert\, \frac{3}{2} \frac{3}{2} \alpha \beta\right.\right\rangle c_{\alpha, i}^{\dagger} c_{\beta, i}^{\dagger}, \tag{6.3}
\end{equation*}
$$

where $\left\langle\frac{3}{2} \frac{3}{2} F m \left\lvert\, \frac{3}{2} \frac{3}{2} \alpha \beta\right.\right\rangle$ is the Clebsh-Gordan coefficient. As $U_{0}=U_{2}$, the Hubbard model still has an $S U(4)$ symmetry. Fine tuning is needed to acquire the $S U(4)$ symmetry, however. The more generic case is as $U_{0} \neq U_{2}$. The prohibited $S_{T}=1$ and $S_{T}=3$ channels together form a 10-dimensional degrees of freedom, implying a hidden $S p(4)$ symmetry.

The $S p(4)$ group, or isomorphically the $S O(5)$ group, is the subgroup of the $S U(4)$ group. Physically, the $S O(5)$ group can visualized as a rotational symmetry group defined on the 5 -dimensional axis space. The $S U(4)$ algebra is spanned by 15 generators, of which 10 are time-reversal odd, whereas the remaining 5 generators are time-reversal even. The 10 time-reversal odd $S U(4)$ generators form the $S p(4)$ group, and in this paper they are denoted as $L_{a b}(i)=-\frac{1}{2} c_{\alpha, i}^{\dagger} \Gamma_{\alpha \beta}^{a b} c_{\beta, i}$, where $\Gamma^{a b}=-\frac{i}{2}\left[\Gamma^{a}, \Gamma^{b}\right]$ and $\Gamma^{a}$ for $a=1-5$ are the five Dirac Gamma matrices. The explicit structures of $\Gamma^{a}$ and $\Gamma^{a b}$ can be found in Refs. [156, 149, 159]. By the chosen convention, $L_{15}$ and $L_{23}$ are good quantum numbers and span the Cartan subalgebra of the $S p(4)$ group (similar to $F_{z}$ of the $S U(2)$ group).

With the strong repulsive interactions, following the derivation in Ref. [160], the Heisenberg type exchange can be obtained through the second order perturbation theory as $J_{0}=4 t^{2} / U_{0}$ and $J_{2}=4 t^{2} / U_{2}$. At quarter-filling, the new exchange Hamiltonian can be expressed in terms of the $10 S p(4)$ generators $L_{a b}$ and the 5-component
$S p(4)$ vector $n_{a}$ as

$$
\begin{align*}
H & =\sum_{\langle i, j\rangle}\left\{\frac{J_{0}+J_{2}}{4} \sum_{1 \leq a<b \leq 5} L_{a b}(i) L_{a b}(j)\right. \\
& \left.+\frac{3 J_{2}-J_{0}}{4} \sum_{a=1-5} n_{a}(i) n_{a}(j)\right\} . \tag{6.4}
\end{align*}
$$

where $n_{a}(i)=\frac{1}{2} c_{\alpha, i}^{\dagger} \Gamma_{\alpha \beta}^{a} c_{\beta, i}$ are invariant under the $S O(5)$ rotation. In the $S U(2)$ language, the 3 rank- 1 spin operators $\left\{F_{x}, F_{y}, F_{z}\right\}$ can be translated from the generators of $\left\{L_{a b}\right\}$ and $\left\{n_{a}\right\}$ as $F^{+}=\sqrt{3}\left(L_{34}+i L_{24}\right)-\left(L_{12}+i L_{25}\right)+i\left(L_{13}+i L_{35}\right)$ and $F_{z}=L_{23}+2 L_{15}$. In the following we parameterize $J_{0}=\sqrt{2} \sin \theta J$ and $J_{2}=\sqrt{2} \cos \theta J$ and set $J$ as our energy unit. Under such a convention, the $S U(4)_{A, B}$ are at $\theta=45^{\circ}$ and $90^{\circ}$, respectively.

From Eq. (6.4), it is clear to see the two $S U(4)$ limits. At $J_{0}=J_{2}=J$, the Hamiltonian on a bond becomes

$$
\begin{equation*}
\frac{J}{2}\left\{\sum_{1 \leq a<b \leq 5} L_{a b}(i) L_{a b}(j)+\sum_{a=1-5} n_{a}(i) n_{a}(j)\right\}, \tag{6.5}
\end{equation*}
$$

which is $S U(4)$ invariant. On the other hand, as $J_{2}=0$ the $S U(4)_{B}$ Hamiltonian is recast as

$$
\begin{equation*}
\frac{J}{4}\left\{\sum_{1 \leq a<b \leq 5} L_{a b}(i) L_{a b}(j)-\sum_{a=1-5} n_{a}(i) n_{a}(j)\right\} \tag{6.6}
\end{equation*}
$$

This form seems to break the $S U(4)$ symmetry. However, in a bipartite lattice ( $A, B$ sublattices) by performing the particle-hole transformation to one of sublattices, e.g. $L_{a b}^{\prime}(i)=L_{a b}(i)$ for all $i$ and $n_{a}^{\prime}(i)=-n_{a}(i)$ for $i \in A$ but $n_{a}^{\prime}(i)=n_{a}(i)$ for $i \in B$ ,[156, 149] we can have

$$
\begin{equation*}
\frac{J}{4}\left\{\sum_{1 \leq a<b \leq 5} L_{a b}^{\prime}(i) L_{a b}(j)+\sum_{a=1-5} n_{a}^{\prime}(i) n_{a}(j)\right\}, \tag{6.7}
\end{equation*}
$$

which also shows an $S U(4)$ invariance. Our goal here is to explore the generic 2D exchange model Eq. (6.4) for all $\theta \neq 90^{\circ}$ in the thermodynamic limit.

## 6.4 iPEPS method

One of modern tools to study the 2D $S p(4)$ Heisenberg model is the infinite-projected-pair state algorithm (iPEPS).[161, 44] In the iPEPS ansatz, any arbitrary wave functions can be represented as the tensor network states,[162, 113, 163] which is typically written as (if there are two sites in a unit cell)

$$
\begin{equation*}
|\Psi\rangle=\operatorname{Tr} \prod_{i \in A, j \in B} A_{w_{i} x_{i} y_{i} z_{i}}\left[\sigma_{i}\right] B_{w_{j} x_{j} y_{j} z_{j}}\left[\sigma_{j}\right]\left|\sigma_{i} \sigma_{j}\right\rangle \tag{6.8}
\end{equation*}
$$

where site tensors $A$ and $B$ are rank- 5 tensors due to a physical bond (the spin index $\sigma$ ) and four virtual bonds of dimension $D$ connecting to four nearest neighbor sites (wxyz) and the trace is taken on all connected virtual bonds. To incorporate possible translational symmetry broken patterns with four-site periodicity,[138, 149] we extend the unit cell to a $4 \times 4$ cluster, namely totally 16 different tensors in our iPEPS calculations. The variational ground state $\left|\Psi_{0}\right\rangle$ is reached by performing an imaginary time evolution projecting onto a trivial wave function $\left|\Psi_{T}\right\rangle$

$$
\begin{equation*}
\left|\Psi_{0}\right\rangle=\lim _{\tau \rightarrow \infty} \frac{e^{-\tau H}\left|\Psi_{T}\right\rangle}{\| e^{-\tau H}\left|\Psi_{T}\right\rangle \|} \tag{6.9}
\end{equation*}
$$

To be unbiased, we input the trial wavefunctions randomly. We take a number of the random initial states for the imaginary time evolution and pick up the ground state as the one which has the minimum energy over all the trials to avoid being stuck in a metastable state. For large bond dimensions $D \geq 5, \mathbb{Z}_{2}$ symmetry[164, 165] is implemented in the calculation.

In the iPEPS the expectation values and correlation functions in the the thermodynamic limit can be computed by introducing boundary tensors to approximately contract the tensor network. Another virtual bond dimension $\chi$ associated to this boundary tensor is used to control the accuracy. As a rule of thumb $\chi \gtrsim D^{2}$ should be used to ensure the convergence of the results.

To benchmark our results we compare the ground state energy per bond ( $E_{0} / 2 N$ ) with another iPEPS work[43] at $\theta=45^{\circ}$ and show in Fig. 6.2 (a). Thereafter $N$ is denoted as the number of sites so that the number of bonds is $2 N$. Our ground state energy at $D=7$ is $E_{0} / 2 N=-0.3467$, which is close to the earlier result $E_{0} / 2 N \sim$ -0.35 at $D=8$.[43] Our iPEPS result in the $D \rightarrow \infty$ limit shows a asymptotic convergent behavior. The resultant ground state energy seems to extrapolate to the


Figure 6.2: The Ground state energy per bond $E_{0} / 2 N$ as functions of $1 / D$ at (a) $\theta=45^{\circ}$ and (b) $\theta=90^{\circ}$. (c) shows the staggered $S U(2)$ magnetization $\langle m\rangle_{s}$ at $\theta=90^{\circ}$ as functions of $1 / D$. For comparison, we mark the ground state energies at $\theta=45^{\circ}$ and $\theta=90^{\circ}$ in (a) and (b) from other methods, $[158,43,149]$ respectively, as well as the magnetization at $\theta=90^{\circ}$ from quantum Monte Carlo[123] in (c).
variational Monte Carlo result $E_{0} / 2 N=-0.396$.[158] In the other $S U(4)$ limit, the $1 / D$ extrapolated value of $E_{0} / 2 N$ at $\theta=90^{\circ}$ in Fig. 6.2 (b) also shows comparable to the previous exact diagonalization study,[149] which roughly estimates as $E_{0} / 2 N=$ -0.4473 in the $N \rightarrow \infty$ limit.

A more strict test is to examine the staggered magnetization at $\theta=90^{\circ}$ with the previous Quantum Monte Carlo results. It is known that at this point the $S U(4)$ Heisenberg model supports a Néel order ground state on the square lattice with a small $S U(2)$ magnetization $\langle m\rangle_{s}=0.091 .[123,119]$ By the iPEPS, Fig. 6.2 (c) shows the staggered $S U(2)$ magnetization at $\theta=90^{\circ}$ as a function of $1 / D$, where $\langle m\rangle_{s}=\sqrt{\left\langle F_{x}\right\rangle_{s}^{2}+\left\langle F_{y}\right\rangle_{s}^{2}+\left\langle F_{z}\right\rangle_{s}^{2}}$, where $\langle O\rangle_{s}=\frac{1}{N} \sum_{i}(-1)^{i}\left\langle O_{i}\right\rangle$ means the staggered average. We found that up to $D=7$ the $D \rightarrow \infty$ extrapolation is consistent with the Quantum Monte Carlo study in Ref. [123]. These benchmarks show that our iPEPS calculations can obtain a good description for the ground state wavefunction and provide well-controlled physical quantities. In the following section, we present the iPEPS results for other values of $\theta$.

### 6.5 Numerical results

We calculate $S U(2)$ spin configurations $\left\langle F_{z}\right\rangle$, the bond energy $\left\langle h_{i j}\right\rangle$ configuration, where $h_{i j}$ is the two-sites Hamiltonian as shown in Eq. (6.4) and two-point spinspin correlation functions $\left\langle\vec{F}_{i} \cdot \vec{F}_{j}\right\rangle$. The ground state pictures are summarized in Fig. 6.3. Note that we consider 16 sites in a unit cell in the iPEPS calculations. The magnetization magnitudes and bond intensities are denoted by red arrows and blue lines, respectively. The thickness of bonds scales as the corresponding bond energy value and the length of the spin scales as the magnetization magnitudes.

Our iPEPS results confirm the existence of the Néel order in a finite region since the staggered spin configuration still survives at $\theta=60^{\circ}$ [c.f. Fig. 6.3 (b)]. Surprisingly, at $\theta=45^{\circ}$, the iPEPS shows both a dimerized pattern and a nonvanishing magnetization on each site in Fig. 6.3 (c). The spin orientations between different dimers show a staggered structure, which agrees with the former results[43].


Figure 6.3: Bond-energy and spin-configuration pattern from iPEPS calculation on a $4 \times 4$ unit cell at (a) $\theta=90^{\circ}$, (b) $\theta=60^{\circ}$, (c) $\theta=45^{\circ}$, and (d) $\theta=10^{\circ}$. The thickness of bonds is proportional to its energy in magnitudes and the length of the spin is proportional to its magnetization. In (c) A, B, and C denote three different bonds in a dimerized state. All presented results use $D=7$.

At small $\theta$, we infer that the ground state is a dimer phase which does not break the $S O(5)$ symmetry as described in Fig. 6.3 (d). The suggested plaquette phase is not observed.

### 6.5.1 Spin configurations

First, let us analyze the ground state spin configuration. In the iPEPS calculations, the spontaneous $S p(4)$ symmetry breaking allows us to measure the local moment directly. For convenience we present spin configurations by projecting $S U(2)$ $\operatorname{spin}\left(F_{x}, F_{y}, F_{z}\right)$ to $x-z$ plane. The $S U(2)$ spin patterns in Fig. 6.3 (a) and (b) confirm that the Néel phase exists not only at $\theta=90^{\circ}$ but also extends to $\theta=60^{\circ}$.

The Néel state can be identified not only by the staggered $S U(2)$ spin pattern but also other local measurements. To further understand the nature of the phase, we demonstrate several local order parameters calculated by the iPEPS at $D=7$ for all $\theta$ values in Fig. 6.4. In the $S O(5)$ language we can further consider the staggered


Figure 6.4: (a) Staggered average of $\left\langle L_{15}\right\rangle_{s},\left\langle L_{23}\right\rangle_{s}$ and $\left\langle n_{4}\right\rangle_{s}$ as functions of $\theta$. (b) The $S O(5)$ magnetization $M_{S O(5)}$ as a function of $\theta$. (c) The bond energy $\left\langle h_{i j}\right\rangle$ on $A, B$ and $C$ bonds vs $\theta$. All presented results use $D=7$. In (b) and (c) the insets show the finite $D$ scaling of the $M_{S O 5}$ and the difference in energy of bond $A$ and $C$ at $\theta=30^{\circ}$ (blue cycles) and $\theta=45^{\circ}$ (red squares).
average $\langle O\rangle_{s}=\sum_{i}(-1)^{i}\left\langle O_{i}\right\rangle$ over all lattice sites on three diagonal $S U(4)$ operators $O=L_{15}, L_{23}$ and $n_{4}$. Fig. 6.4 (a) shows that $\left\langle L_{15}\right\rangle_{s}=\left\langle L_{23}\right\rangle_{s}$ for all parameters due to the $S O(5)$ symmetry. The value of $\left\langle L_{15}\right\rangle_{s}$ drops to zero dramatically at
$\theta<60^{\circ}$, indicating the vanishing staggered magnetization. While $\left\langle L_{a b}\right\rangle_{s}$ shows a staggered behavior in the Néel phase, $\left\langle n_{a}\right\rangle_{s}$ has the zero staggered magnetization. Such behavior was realized that $n_{4}$ has the uniform magnetization.[149] At $\theta=$ $90^{\circ}$, we can perform the particle-hole transformation $L_{a b}^{\prime}=L_{a b}$ and $n_{a}^{\prime}=-n_{a}$ on one of sublattices but keep the other remain, as mentioned in Sec. 6.3. This brings the behavior of $\left\langle n_{a}\right\rangle$ opposite to a staggered arrangement so $n_{a}$ has a uniform magnetization.

In the $S p(4)$ Heisenberg exchange model, we further calculate the $S p(4) / S O(5)$ magnetization which is defined as[166]

$$
\begin{equation*}
M_{S O(5)}=\frac{1}{N} \sqrt{\sum_{i, a, b}\left\langle L_{a b}(i)\right\rangle^{2}} \tag{6.10}
\end{equation*}
$$

where $L_{a b}$ are the $10 S O(5)$ generators. A finite $M_{S O(5)}$ implies that the $S O(5)$ symmetry is spontaneously broken in the thermodynamic limit, which has a physical meaning similar to measure the local $S U(2)$ moment. In Fig. 6.4 (b) we observe that the $S O(5)$ local moment still survives even at $\theta<60^{\circ}$ and vanishes as $\theta<45^{\circ}$. This implies that in the region of $45^{\circ}<\theta<60^{\circ}$ there exist finite local moments, but not in a staggered pattern. At $\theta=45^{\circ}$, the sudden drop on the $S O(5)$ magnetization suggests a magnetic phase transition. Below $45^{\circ}$, the ground state is nonmagnetic. To confirm this result in the infinite $D$ limit we compare the finite $D$ scaling behaviors of $M_{S O(5)}$ at $\theta=30^{\circ}$ and $\theta=45^{\circ}$. In the inset of Fig. 6.2 (c) we can clearly observe that $M_{S O(5)}$ at $\theta=30^{\circ}$ seems to extrapolate to a small value, but saturates to a finite value at $\theta=45^{\circ}$ in the infinite $D$ limit.

### 6.5.2 Bond energy configurations

Next we examine the bond configurations by calculating $\left\langle h_{i j}\right\rangle$. A translational symmetry breaking phase can be easily identified through observing the bond-energy
with a staggered pattern due to the existence of dimerization. On the other hand, a homogeneous bond pattern shows no translational symmetry broken. We start our discussion on the region of $60^{\circ}<\theta<90^{\circ}$. In Fig. 6.3 (a) and (b), the bondenergy distribution is homogeneous implying that there is no further spatial symmetry breaking. This feature matches up our previous ground state identification of this regime where it is the $S p(4)$ Néel state, which breaks the $S O(5)$ symmetry but preserves the translation symmetry.

Let us move to the regime of $45^{\circ}<\theta<60^{\circ}$. In this regime, the staggered magnetization is zero but there exists a finite $S O(5)$ local moment. Meanwhile, the bond energy in Fig. 6.3 (c) shows a clear signature of dimerized pattern with nonvanishing magnetization. It is suggested that at $\theta=45^{\circ}$ the ground state has a Néel like order with dimers alternating between pairs of colors at this point.[43] The feature of coexisting finite $S p(4)$ local moments and spatial dimerization indicates the signal of a magnetic dimer phase.

In an $S U(2)$ case, the spin-singlet dimer is $\left|\frac{1}{2}, 0\right\rangle=\frac{1}{\sqrt{2}}(|\sigma, \bar{\sigma}\rangle-|\bar{\sigma}, \sigma\rangle)$, and the triplet dimers are $\left|\frac{1}{2}, 1\right\rangle=\frac{1}{\sqrt{2}}(|\sigma, \bar{\sigma}\rangle+|\bar{\sigma}, \sigma\rangle),|\sigma, \sigma\rangle$ and $|\bar{\sigma}, \bar{\sigma}\rangle$, where $\sigma=\frac{1}{2}$. In a twosite $S p(4)$ exchange problem, the representation is decomposed as $4 \otimes 4=1 \oplus 5 \oplus 10$. The singlet state spans the identity representation, 5-dimensional and 10-dimensional states span the vector representation and the adjoint representation, respectively. The 5 -component dimers (with Casmir $C=4$ ) always have lower energy than the 10-component dimers and can be written as the combination of $a\left|\frac{3}{2}, 0\right\rangle \pm b\left|\frac{1}{2}, 0\right\rangle$ or other more complicated forms, depending on the value of $\theta$.

To further understand the dimerization phase, we calculate the bond energy for all $\theta$. In Fig. 6.3 (c), we can see that there exists a staggered bond energy configuration. For convenience, we choose " $A$ " bonds which have stronger bond energy than the
neighboring bonds which we define " $B$ " bonds. The " $C$ " bond is selected as the bond which is perpendicular to the $A$ and $B$ bonds. The schematic positions of the $A, B$ and $C$ bonds are labeled in Fig. 6.3(b). In Fig. 6.4 (c), the energy on $B$ and $C$ bonds are similar but the two bonds have well-separated energy compared to the $A$ bond energy. Fig. 6.3 (c) and Fig. 6.4 (c) indicate ( $\pi, 0$ ) dimer configuration and the dimerization signature persists in the region of $\theta<60^{\circ}$. We do not find the $(\pi, \pi)$ staggered dimer configuration to be a ground state in our calculation. Since our iPEPS algorithm is biased to neither of them we suggest a staggered dimer state is not likely to be a true ground state. The occurrence of dimerized behavior and vanishing staggered magnetization almost takes place at the same $\theta$ point. This signature implies that $\theta=60^{\circ}$ is a transition from Néel ordering to the magnetic dimer phase.

Upon decreasing $\theta$, the dimerized pattern with vanishingly small magnetization is observed. This pattern exists in a finite regime of $0 \leq \theta<45^{\circ}$. The representative ground state picture is depicted in Fig. 6.3 (d) chosen at $\theta=10^{\circ}$. The small magnetization in this region hints a non-magnetic ground state. For the $S p(4)$ exchange, a two-site nonmagnetic dimer (Casimir $C=0$ ) universal written as

$$
\left|\frac{3}{2}, C=0\right\rangle=\frac{1}{\sqrt{2}}\left(\left|\frac{3}{2}, 0\right\rangle-\left|\frac{1}{2}, 0\right\rangle\right) .
$$

Although the dimerization is weak compared to larger $\theta$ values, we still can see the possible dimer ordering pattern shown in Fig. 6.3 (d). To confirm the weak dimer pattern at small $\theta$, we show the energy difference of $A$ and $C$ bonds as functions of $1 / D$ at $\theta=30^{\circ}$ and $45^{\circ}$ in the inset of Fig. 6.4(c). The energy difference persists as we increase the $D$ values and show the convergent behavior. This confirms the dimer pattern as a robust feature in both phases.

### 6.5.3 Two-point $S U(2)$ spin-spin correlations

To ensure the long-range magnetic order we calculate the two-point $S U(2)$ spinspin correlation functions $\left\langle\vec{F}_{i} \cdot \vec{F}_{j}\right\rangle$ of spins along the diagonal direction on our unit cell in Fig. 6.5. In the Néel phase as distinguished at $60^{\circ}<\theta<90^{\circ}$, we indeed observe true long-range orders. At $\theta=60^{\circ}$ and $\theta=90^{\circ}$, the two-point spin-spin correlations


Figure 6.5: (Color online) The two-point spin-spin correlation functions $\left\langle\vec{F}_{i} \cdot \vec{F}_{j}\right\rangle$ of spins sitting on the diagonal direction in the unit cell evaluated at $D=7$ at $\theta=10^{\circ}$ (diamond), $\theta=45^{\circ}$ (circle), $\theta=60^{\circ}$ (square), and $\theta=90^{\circ}$ (cross).
saturate to finite values, which indicates the long-ranged correlation behavior. At $\theta=45^{\circ}$ which belongs to a magnetic dimer phase, the correlation function exhibits a four-site periodicity in correspondence to the dimer pattern shown in Fig. 6.3(c). Besides, a convergent finite spin-spin correlation in the long distance is also found whihc confirms a magnetic order. On the other hand, the correlation function at $\theta=10^{\circ}$ exhibits an exponential decays and goes to zero after 2 sites. Such extremely short correlation suggests that this belongs to a non-magnetic phase and is consistent with the phase picture given in Fig. 6.3 (d).

### 6.6 Chapter Summary

To sum up, we study a $S O(5)$ spin Heisenberg model which can be realized with quart-filled spin $\frac{3}{2}$ fermions in the square optical lattice. Numerical results are obtained through iPEPS tensor network algorithm. We find three different phases: a Nêel phase at large $\theta$, a magnetic dimer phase around $\theta=\pi / 4$, and a dimer phase preserving $S O(5)$ symmetry at small $\theta$. Previous studies with ED and analytic method confirm the Nêel phase at large $\theta$. The magnetic dimer phase has also been shown in a recent work. Our results suggest a new dimer phase with $S O(5)$ symmetry at small $\theta$, which has not been reported before.

## CHAPTER VII

## Topological Bose-Mott Insulators in a One-Dimensional Optical Superlattice

### 7.1 Overview

We study topological properties of the Bose-Hubbard model with repulsive interactions in a one-dimensional optical superlattice. We find that the Mott insulator states of the single-component (two-component) Bose-Hubbard model under fractional fillings are topological insulators characterized by a nonzero charge (or spin) Chern number with nontrivial edge states. For ultracold atomic experiments, we show that the topological Chern number can be detected through measuring the density profiles of the bosonic atoms in a harmonic trap.

### 7.2 Introduction

Ultracold atoms in optical lattices can be used to simulate strongly correlated many-body models that are central to the understanding of condensed matter physics. This simulation has attracted a lot of attention as the optical lattice experiments offer unparalleled controllability and new tools to study many-body physics $[2,28$, 109, 167]. As a remarkable example, the Bose-Hubbard (BH) model has been experimentally realized with ultracold atoms and a quantum phase transition from a
superfluid to a Mott insulator described by this model has been observed [2]. On the other hand, systems with nontrivial topological properties, such as quantum Hall systems and topological insulators, are of fundamental importance in physics [168]. Recently, studying topological phases with ultracold atoms has raised great interest $[109,169,170,171,172,116,173,174]$. In general, it requires complicated control of experimental systems to realize topological phases with ultracold atoms. An interesting question is whether one can observe topological phases in a simple BH type of model, which can be readily implemented by many experimental groups. Topological properties of bosonic systems, however, have not been well-studied in literature, partly for the reason that the topological invariants are usually defined as an integration over all the occupied states in the momentum space $[175,176]$. This definition does not apply directly to the bosonic system as many bosons can occupy the same momentum state.

In this chapter, in contrast to the conventional wisdom, we show that the BH model in a one-dimensional (1D) optical superlattice displays nontrivial topological properties. We demonstrate that the Mott insulators of the single-component (two-component) BH model at fractional fillings belong to topological matter with its phase characterized by a nonzero integer charge (or spin) Chern number. For Mott insulators, the bulk system has a gap in the excitation spectrum induced by the interaction. For a topologically nontrivial Mott insulator state characterized by a nonzero Chern number, we further show that there are protected edge states inside the bulk gap under the open boundary condition. The Mott insulators at integer fillings for this system remain topologically trivial with a zero Chern number and no edge states. The topological properties discussed here are reminiscent of those in topological Mott insulators theoretically predicted in Ref. [15] for the

Fermi-Hubbard model in a honeycomb lattice with frustrated next-neighbor interactions. Remarkably, we here show that topological Mott insulators can appear in a simple 1D BH model in an optical superlattice, which, besides being conceptually interesting, makes the experimental realization of topological matter much easier in the ultracold atomic system. We propose a scheme to detect the topological Chern number by observation of the plateaus of the density profile with ultracold atoms in a weak global harmonic trap as it is the case for experiments.

### 7.3 Single-component BH model in a superlattice

We consider a single-component bosonic gas loaded into a 1D optical lattice, which is described by the BH model

$$
\begin{equation*}
H=-J \sum_{\langle i j\rangle} b_{j}^{\dagger} b_{i}+\sum_{j}\left[U n_{j}\left(n_{j}-1\right) / 2+V_{j} n_{j}\right], \tag{7.1}
\end{equation*}
$$

where $V_{j}=V \cos (2 \pi \alpha j+\delta)$ denotes a periodic superlattice potential [177], $b_{j}$ and $b_{j}^{\dagger}$ correspond to the bosonic annihilation and creation operators of atoms on the $j$ th lattice site, $n_{j}=b_{j}^{\dagger} b_{j}$ is the number operator, and $J$ and $U$ represent the hopping rate and the on site interaction strength, respectively. We consider in this chapter a commensurate superlattice potential $V_{j}$ with $\alpha=p / q$ ( $p, q$ are integers) being a rational number and $\delta$ an arbitrary tunable phase, which has been experimentally realized [177]. We take $J$ as the energy unit by setting $J=1$.

The ground-state phase diagram of the Hamiltonian Eq.(7.1) is well-studied [178, 28, 2]. For a sufficiently large $U$, the system is in a gapped Mott insulator phase at commensurate fillings with $\nu \equiv N_{b} / N=m \alpha$, where $m$ is an integer, $N_{b}$ is the atom number, and $N$ is the number of lattice sites. Away from the commensurate fillings or for a small $U$, the system is in a superfluid state [178]. In this chapter, we focus on the study of the topological properties of the Mott insulator phase.

### 7.3.1 The energy gap and the Chern number of the ground state

The topological property is best characterized by the Chern number. To calculate the Chern number, we first perform exact diagonalization of the Hamiltonian Eq.(7.1) on a chain of $N$ sites with periodic or open boundary conditions [179]. The ground state is nondegenerate and separated from the higher eigenstates by a finite gap $\Delta$ at the commensurate fillings. This gap is shown in Fig. 7.1 as a function of the interaction strength $U$ at $\nu=1 / 3$. The gap increases monotonically with $U$ and then saturates at a finite value. For a large $U$, the atoms become hard-core bosons. In this case, each site is occupied by no more than one atom. The hard-core boson Hubbard model can be mapped to a model of free fermions. From that mapping, we find that the saturation value of the gap is 1.08 (in units of $J$ ) at a large $U$ for an infinite system. The gap should decrease to zero as $U$ drops below a critical value $U_{c}$ where the system transits to a superfluid phase. In Fig. 7.1, due to the finite size effect, the saturation value of the energy gap is above 1.08 for a large $U$ and does not drop exactly to zero as $U$ diminishes. However, as the number of lattice sites increases, we clearly see the tendency that the gap approaches these limiting values at the two ends.

Now, we investigate the topological property of the system by calculating the Chern number. For fermions, the Chern number is defined as an integration over the occupied states in the momentum space[175]. This definition can not be extended to the bosonic system as many bosons can occupy the same momentum state. Fortunately, there is another way to calculate the Chern number for interacting systems[180]: suppose the ground state has a gap to the excited state and it depends on the parameters $\theta, \delta$ through a generalized periodic boundary condition $|\Psi(j+N, \theta, \delta)\rangle=e^{i \theta}|\Psi(j, \theta, \delta)\rangle$, where $j$ denotes an arbitrary site, $\theta$ is the twist


Figure 7.1: The energy gap $\Delta$ and the Chern number $C_{g}$ defined by Eq.(7.2) as functions of the interaction strength $U$. The number of lattice sites $N=9,12,15$ are used for exact diagonalization, and we take $N=15$ for calculation of $C_{g}$. Other parameters include $V=1.5, \delta=2 \pi / 3, \alpha=1 / 3$, and $\nu=1 / 3$.
angle, and $\delta$ is the phase in the superlattice potential $V_{j}$. Under this boundary condition, we numerically diagonalize Hamiltonian Eq.(7.1) and derive the ground state $|\Psi(\theta, \delta)\rangle$, which is a non-degenerate state separated from the excited state by a nonzero energy gap $\Delta$ when $U>U_{c}$. For the ground state $|\Psi(\theta, \delta)\rangle$ where $\theta$ and $\delta$ vary on a torus, one can define the Chern number $C_{g}$ as a topological invariant by the following formula [180]

$$
\begin{equation*}
C_{g}=\frac{1}{2 \pi} \int_{0}^{2 \pi} d \theta \int_{0}^{2 \pi} d \delta\left(\partial_{\theta} A_{\delta}-\partial_{\delta} A_{\theta}\right) \tag{7.2}
\end{equation*}
$$

where the Berry connection $A_{\mu} \equiv i\langle\Psi(\theta, \delta)| \partial_{\mu}|\Psi(\theta, \delta)\rangle(\mu=\delta, \theta)$. We numerically calculate the Chern number $C_{g}$ using the method for a discrete manifold [181]. When the parameter $\alpha=1 / 3$, we find for this boson system that the Chern number $C_{g}=1$ $(-1)$ for the filling fraction $\nu=1 / 3(2 / 3)$ and $C_{g}=0$ when $\nu=1$. As an example, we show the value of $C_{g}$ as a function of $U$ at $\nu=1 / 3$ in Fig. 7.1, where the manifold of torus is discretized by $5 \times 5$ meshes in the calculation. When the system
is in the gapped Mott state with $U>U_{c}, C_{g}$ is quantized to be exactly at 1 , while $C_{g}$ is unquantized when the system enters the gapless superfluid phase. Because of quantization of $C_{g}$, the finite size effect seems to have a minimal influence, and we can use exact diagonalization of a small system to get the exact value of $C_{g}$ in Fig. 7.1 for the Mott phase (however, because of the finite-size gap, $C_{g}$ is still approximately unity in some region of the superfluid phase near the transition point). This calculation unambiguously shows that this bosonic system is in a topological Mott insulator phase with nonzero Chern number at the fractional filling of the optical lattice.

### 7.3.2 Edge states

The appearance of edge states at the boundary is usually considered to be a hallmark of nontrivial topological properties for the bulk system. Under the periodic boundary condition, this interacting system is gapped at the fractional filling $\nu=1 / 3$ (or $2 / 3$ ). However, under the open boundary condition, edge states confined to the boundary can appear inside the energy gap, signaling the nontrivial topological properties of the bulk insulator. The quasiparticle energy spectrum $\Delta E_{n}$ is determined by the additional energy required to add an atom to a system with $n$ atoms, that is,

$$
\begin{equation*}
\Delta E_{n}^{(O, P)} \equiv E_{n+1}^{(O, P)}-E_{n}^{(O, P)} \tag{7.3}
\end{equation*}
$$

where $E_{n}^{(O)}\left(E_{n}^{(P)}\right)$ is the ground-state energy of the system with $n$ atoms under the open (periodic) boundary condition[182]. In Fig. 7.2(a), we show the quasi-particle energy spectrum for a system with 96 lattice sites near the filling $\nu=1 / 3$ under both periodic and open boundary conditions. The calculation is done using the density matrix renormalization group method [17, 18], which provides a reliable approach to precisely calculate energies for any 1D systems. Near the filling $\nu=1 / 3$, the quasi-
particle energy spectrum is split into two branches separated by a finite gap. The calculation clearly shows that two states appear in the gap of the energy spectrum under the open boundary condition. In Fig. 7.2(b), we show the quasi-particle energy spectrum as a function of phase $\delta$ under the open boundary condition. Inside the gap between the lower and the upper branches of the energy spectrum, one can see two edge modes (which are degenerate in energy at $\delta=2 \pi / 3$ ) that connect these two branches of the bulk spectrum as one varies phase $\delta$.

To verify that the in-gap modes indeed correspond to the edge states, we numerically calculate the excitation distribution of these modes and find that they are confined near the edges of the chain. The distribution of the quasi-particle can be defined as

$$
\begin{equation*}
\Delta n_{j}=\left\langle\Psi_{n+1}^{g}\right| n_{j}\left|\Psi_{n+1}^{g}\right\rangle-\left\langle\Psi_{n}^{g}\right| n_{j}\left|\Psi_{n}^{g}\right\rangle \tag{7.4}
\end{equation*}
$$

where $\left|\Psi_{n}^{g}\right\rangle$ denotes the ground state wave function of the system with $n$ bosonic atoms. The distribution of the in-gap quasi-particle modes for $N=96$ sites under filling $\nu=1 / 3$ is plotted in Fig. 7.2(c). As expected, the in-gap states mainly distribute near the two edges, especially for a large $V$. For instance, $99 \%$ of the quasi-particle modes at $V=10$ are localized at the two edge sites.

### 7.4 Two-component BH model in a superlattice and spin Chern number

If the phase $\delta$ in Eq. 7.2 is replaced by $-\delta$, we find that the Chern number is $-1(1)$ for $\nu=1 / 3(2 / 3)$, that is, the sign of the Chern number is flipped. This fact implies that we can realize a topological insulator characterized by a nontrivial spin Chern number with a two-component bosonic gas in a 1D optical superlattice. To this end, we consider a simple case where the inter-component atomic collision


Figure 7.2: (a) The quasi-particle energy spectrum $\Delta E_{n}$ (see the definition by Eq. 7.4) versus $n$ under the periodic ( PBC ) or open ( OBC ) boundary condition. The calculation is done in a 96 -site lattice near the filling $\nu=1 / 3$ with $V=1.5$, $U=10, \delta=2 \pi / 3$, and $\alpha=1 / 3$. (b) The edges of the lower ( $\Delta E_{30}$ ) and the upper $\left(\Delta E_{33}\right)$ branches of the energy spectrum and the two in-gap modes ( $\Delta E_{31}$ and $\Delta E_{32}$ ) as functions of the phase $\delta$ under the open boundary condition. (c) The distribution of the two in-gap modes along the chain at $V=1.5,10$. The other parameters for (b) and (c) are the same as those for (a).
is turned off, e.g., through Feshbach resonance, and the system is described by a decoupled two-component BH model with the Hamiltonian

$$
\begin{equation*}
H=-J \sum_{\langle i j\rangle \sigma} b_{i \sigma}^{\dagger} b_{j, \sigma}+\sum_{j, \sigma}\left[\frac{U_{\sigma}}{2} n_{j \sigma}\left(n_{j \sigma}-1\right)+V_{j \sigma} n_{j \sigma}\right], \tag{7.5}
\end{equation*}
$$

where the potential $V_{j \sigma}=V \cos \left(2 \pi \alpha j+\delta_{\sigma}\right)$ with $\delta_{\uparrow}=-\delta_{\downarrow}=\delta, b_{j \sigma}$ denotes the bosonic annihilation operator with the pseudo-spin $\sigma=\uparrow, \downarrow$, and $U_{\sigma}$ is the intracomponent interaction rate for $\operatorname{spin} \sigma$. For this decoupled two-component BH model, we have the Chern number $C_{g}^{\uparrow}=-C_{g}^{\downarrow}$. So, although the total charge Chern number $C_{g}^{\uparrow}+C_{g}^{\downarrow}$ cancels out to zero, the spin Chern number $C_{g}^{s}=C_{g}^{\uparrow}-C_{g}^{\downarrow}[183]$ is nonvanishing at fractional fillings. The nonzero spin Chern number is usually associated with the quantum spin Hall effects in two-dimensional systems [183]. For our 1D system, spin edge states appear when the spin Chern number is nonzero. For an example with $\alpha=1 / 3$, we have $C_{g}^{s}=2$ at the fractional fillings $\nu=1 / 3(2 / 3)$ and $C_{g}^{s}=0$ at the integer filling. The edge states are similar to those shown in Fig. 7.2. The spin up (down) edge state is confined near the left (right) edge, respectively.

### 7.5 Experimental detection

We now discuss how to measure the topological Chern number in a practical experimental setting. For atomic experiments, apart from the optical superlattice potential, the bosons are confined in a weak global harmonic trap. For simplicity, we consider the large- $U$ limit where the system is described by hard-core bosons with no more than one atom occupying the same lattice site. The total potential, including the optical superlattice and the global harmonic trap, is described by

$$
\begin{equation*}
V_{j}=V \cos (2 \pi \alpha j+\delta)+V_{H}\left(j-j_{0}\right)^{2} \tag{7.6}
\end{equation*}
$$

where $j_{0}$ denotes the position of the trap center and $V_{H}$ is the strength of the harmonic trap. We use the Jordan-Wigner transformation, $b_{j}^{\dagger}=f_{j}^{\dagger} \prod_{m=1}^{j-1} e^{-i \pi f_{m}^{\dagger} f_{m}}$ and $b_{j}=\prod_{m=1}^{j-1} e^{i \pi f_{m}^{\dagger} f_{m}} f_{j}$, to map the hard-core BH model to non-interacting fermion Hamiltonian $H_{F}=-J \sum_{j}\left(f_{j}^{\dagger} f_{j+1}+h . c.\right)+\sum_{j} V_{j} f_{j}^{\dagger} f_{j}$, where $f_{j}^{\dagger}$ and $f_{j}$ are the creation and annihilation operators for spinless fermions, respectively[178, 184]. The particle density of hard-core bosons coincides with that of non-interacting fermions as we have $n_{j}=\left\langle b_{j}^{\dagger} b_{j}\right\rangle=\left\langle f_{j}^{\dagger} f_{j}\right\rangle=n_{j}^{F}$ with the Jordan-Wigner transformation; however, the momentum distribution for bosons is typically very different from that for fermions.

After the hard-core bosons are mapped to fermions, there is a simple way to figure out the Chern number. The ground state of free fermions is a Slater determinant, i.e., a product of single particle states $\left|\Psi_{g}^{F}\right\rangle=\prod_{m=1}^{N_{f}} \sum_{n=1}^{N} P_{n m} f_{n}^{\dagger}|0\rangle$, with $N_{f}=N_{b}$ the number of fermions and $P$ the matrix of the components of $\left|\Psi_{g}^{F}\right\rangle$. Supposing that the $n$-th eigenstate of a single particle is denoted by $\left|\psi_{n}\right\rangle=\sum_{j} \phi_{j, n} f_{j}^{\dagger}|0\rangle$, the eigenvalue equation $H_{F}\left|\psi_{n}\right\rangle=E_{n}\left|\psi_{n}\right\rangle$ can be written in terms of the following Harper equation [173]

$$
\begin{equation*}
-J\left(\phi_{j+1, n}+\phi_{j, n}\right)+V \cos (2 \pi \alpha+\delta) \phi_{j, n}=E_{n} \phi_{j, n} \tag{7.7}
\end{equation*}
$$

where $\phi_{j, n}$ is the amplitude of the particle wave function of the $j$-th site and $E_{n}$ is the $n$-th single-particle eigen-energy. Compared with the Harper equation in a magnetic field, we know that $\alpha$ corresponds to the magnetic flux [176]. Therefore, we can define the local density difference as

$$
\begin{equation*}
\delta n_{j}=\frac{n_{j}\left(\alpha_{1}\right)-n_{j}\left(\alpha_{2}\right)}{\alpha_{1}-\alpha_{2}} . \tag{7.8}
\end{equation*}
$$

The Chern number $C_{g}$ can then be obtained through the Streda formula $C_{g}=\delta n_{j}$ under the condition that $n_{j}\left(\alpha_{\eta}\right)(\eta=1,2)$ is the local density associated with the
plateau at $\alpha_{\eta}[171,170,173,174]$.


Figure 7.3: The average density profiles $\bar{n}_{j}$ and the density difference $\delta \bar{n}_{j}$ for $\alpha_{1}=1 / 3$ and $\alpha_{2}=1 / 4$. The values of $\delta \bar{n}_{j}$ represent the corresponding Chern numbers at the plateaus with the fillings $\nu=1 / 3,2 / 3,1$ for $\alpha=1 / 3$ and $\nu=1 / 4,3 / 4,1$ for $\alpha=1 / 4$. The other parameters are $N=300, N_{b}=180, M=4, V=10, \delta=\pi / 2$, and $V_{H}=0.001$.

Following the method outlined in Ref. [178], we numerically calculated the average density profiles for $\alpha=1 / 3,1 / 4$, with the results shown in Fig. 7.3. To reduce the oscillations in density profiles induced by modulation of the potentials, we define the local average density $\bar{n}_{j}=\sum_{m=-M}^{M} n_{j+m} /(2 M+1)$, where $2 M+1$ is the length to average the density, which corresponds to the position resolution in the experimental detection. We take $M \ll N$, e.g., $M=4$ and $N=300$ in Fig. 7.3, as it is typical for experiments. As one can see from the density profiles $\bar{n}_{j}$ in Fig. 7.3, plateaus appear at the rational fillings $\nu=1 / 3,2 / 3,1$ for $\alpha=1 / 3$, and $\nu=1 / 4,3 / 4,1$ for $\alpha=1 / 4$ (the gap at half filling in the case of $\alpha=p / q$ with an even $q$ is generally closed at an integer $\delta / \pi[176])$. Using the Streda formula Eq. (7.8), we obtain $C_{g}=\delta n_{j}=1,-1$ at the fractional fillings $\nu=\alpha, 1-\alpha$, and $C_{g}=0$ at the integer filling $\nu=1$. The width of the plateaus is associated with the size of the energy gap.

To make detection of the Chern number easier, we can adjust the frequency of the harmonic trap to move the target plateaus to the center of the trap. For example, if we choose $V_{H}=10^{-4} J$ and other parameters as those given in Fig. 7.3, the plateaus at $\nu=2 / 3$ for $\alpha=1 / 3$ and $\nu=3 / 4$ for $\alpha=1 / 4$ are moved to the center of the trap spanning from the 65 th to the 235 th lattice site. With such a wide plateau, it is straightforward to read out the Chern number $C_{g}=\delta \bar{n}_{j}=-1$ for this case.

### 7.6 Chapter Summary

In summary, we have shown that for bosonic atoms in a 1D optical super-lattice, the Mott insulator states of the corresponding BH model at fractional fillings are topologically nontrivial, characterized by nonzero Chern number and existence of edge states. We further predict that the topological Chern number can be detected by measuring the plateaus in the density profile when the atoms are trapped in a global harmonic potential. The model discussed in this chapter represents one of the simplest experimental systems to show intriguing topological properties, and the proposed detection method allows one to confirm these topological properties with the state-of-the-art technology.

# CHAPTER VIII 

## Conclusions

### 8.1 Summary

In this dissertation, we have investigated the possibility to realize novel quantum phases with cold neutral atoms, polar molecules or dipolar atoms in an optical lattices. As novel manipulation methods and higher resolution microscopes are available in the cold atoms experiments it is important to have numerical results for these strongly correlated systems to serve as a guide in exploration of interesting physics there.

We have shown that spinless fermions with a Feshbach resonance in an optical lattice can have a stable $p$-wave superfluid phase. The effective model of this system is constructed by introducing a dressed molecule consisting of closed channel molecules and open channel atom pairs. The decay of Feshbach molecules due to three body collision processes is suppressed by the dissipation induced blockade mechanism. It has been shown the net collision loss is inversely proportional to the square of inelastic collision rate and the on-site atom-dressed-molecule interaction[67, 68]. This reduction in the population of three body states is the analogy of the quantum Zeno effect while in our case it is induced both by the enhanced interaction in optical lattices and dissipation. We have studied a limited one dimensional case and mapped
out the phase diagram in the plane of the chemical potential and interaction energy with the iTEBD method. In one dimension there is no true condensate thus a $p$-wave superfluid is identified with a quasi-long range order of superfluid order parameter, which shows a prominent kink at zero momentum in the Fourier space. Besides the $p$-wave superfluid there are two different insulating phases showing non-zero charge gaps. One is a Mott insulator with a conserved total number of atoms and molecules. The other is a dissipation induced insulator phase with a filling of one molecule per site. Here the dissipation induced phase is unique to cold atom systems since in condensed matter systems electrons can not decay and leave the system.

Since many condensed matter systems are studied in two dimension and interesting physics such as Quantum Hall effects and Berezinsky-Kosterlitz-Thouless phase transition occur there it is of great importance to have numerical methods that work in dimension higher than one. We have implemented the tensor network algorithm(iPEPS) which is a natural extension of the DMRG methods to 2D space and can be applied to retrieve physical properties in the thermodynamic limit directly. To demonstrate its ability in dealing with two dimensional frustrated systems we have studied the phase diagram of the Heisenberg model on a checkerboard lattice. It is generally believed depending on the ratio of nearest to next nearest neighbor coupling strength there are three different phases in this model. In a limiting case with zero next nearest neighbor coupling, which recovers the Heisenberg model on a square lattice the system is in a Neêl state with a long range antiferromagnetic order. This order survives up to a finite next nearest neighbor coupling. At an intermediate coupling strength, where the system is most frustrated we find a plaquette valence bond state. A plaquette state is a singlet consisted of four spins on the corner of a square. In our study we choose a $4 \times 4$ unit cell which is necessary to incorporate a
plaquette ordering. Indeed, the plaquette patterns can be seen clearly in our results as we draw the bond energy configuration. The plaquette phase occupies a finite region in the parameter space, which connects to the Neêl phase at the small nearest neighbor coupling side through a first order transition. The above two phases are also confirmed by other studies. However, it is the phase at large next nearest neighbor coupling strength that brings controversy. There are suggestion of a sliding Luttinger liquid[91], a fourfold degenerate long range spin order state[96, 97], and the cross dimer state[93, 94]. Our results support the fourfold degenerate state as a true ground state. We check long range spin orders by computing spin-spin correlation functions. The convergence of spin-spin correlation functions to a finite value at long distances suggests this phase has a true long range order. The cross-dimer states is also found as a meta-stable state with slightly higher energy in our calculation. However, due to the limited virtual dimension used in the calculation we could not rule out the possibility of a sliding Luttinger liquid state as a true ground state.

Ultracold polar molecules and dipolar atoms are also interesting topics in quantum simulation. We have demonstrated the anisotropic nature of dipole-dipole interaction can be used to stablize interesting charge density wave and supersolid phases. We propose to prepare the systems such that the bosonic atoms or molecules have attractive interaction in one direction and repulsive interaction in the other direction in a two dimensional square lattice. This is done by first preparing a Mott insulator with all the dipoles pointing along the direction perpendicular to the plane. Through adiabatically tuning the direction of the external field to be aligned in one lattice axis we have strong attractive interaction in this direction while the repulsive interaction remains in the other. The stability of the system is ensured due to strong interaction and dissipation blockade mechanism, which allows us to effectively write down
an extended hard-core Bose-Hubbard model in a square lattice. We have shown that at half-filling there is a large region of the charge density wave state with a stripe order. Away from half-filling the stripe charge density wave is surrounded by a supersolid phase where on top of the stripe charge density pattern we observe a nonzero superfluid order. The mechanism of this supersolid phase is different from those found with the soft-core bosons where a supersolid appears only at particle doping. The superfluid phase is connected to the supersolid on both small and large chemical potential sides. With a stronger attractive interaction the stripe phase gets larger while the region of supersolid phase will shrink if we increase or decrease the attractive interaction strength away from its optimal value roughly around the hopping energy $-t$. If interaction on both directions is positive we have a checkerboard charge density wave instead of a stripe one. We found no supersolid in this case, which is consistent with former Quantum Monte Carlo studies.

We have shown that it is possible to study a spin liquid phase in the cold atom system. We suggest from numerical evidences that a spin liquid is reachable through simulating a $J_{1^{-}} J_{2}$ XY model. A $J_{1^{-}} J_{2} \mathrm{XY}$ model is equivalent to a system with hard-core bosons with both nearest and next nearest neighbor hopping in the square lattice. We choose to use spin dependent optical lattices and Raman laser beams to implement a system with a next nearest hopping comparable to the nearest one. A similar scheme which is used to induce magnetic field in the cold atom systems has been demonstrated in the experiment recently. We calculate the phase diagram of the $J_{1}-J_{2}$ XY model by two complementary methods: the iPEPS tensor network algorithm and the ED method. The phase diagram at large $J_{1} / J_{2}$ and at large $J_{2} / J_{1}$ can be understood from the limit cases. With only nearest neighbor hopping $J_{1}$ the system has a Neêl ordering while it has a stripe spin order at only next nearest
neighbor hopping $J_{2}$. Both phases extend over a finite region if we turn on a finite $J_{2}$ or $J_{1}$ from the limit case respectively. This is confirmed in the ED and the iPEPS calculation by computing the spin-spin correlations and the corresponding structure factors. Both show evidence of the Neêl order(the stripe order) at small(large) $J_{2} / J_{1}$. Around the most frustrated point $J_{2} / J_{1}=0.5$ there is a region without any spin orders. The intermediate region found here has properties similar to those observed in a spin liquid phase in the $J_{1}-J_{2}$ Heisenberg model[104]. We check the possibility of a dimer valence bond solid and a plaquette valence bond solid by computing the structure factors with the ED method and the long range dimer-dimer correlation function with the iPEPS method. Although both orders show peaks in the corresponding structure factors in the region of intermediate coupling strength with the ED method they vanish after extrapolations. Therefore we suggest it is a finite size effect. Furthermore, in the iPEPS calculation the dimer-dimer correlations always decay exponentially, which excludes the possibility of a valence bond order here. The spin ordered phases can be observed in the time of flight image while the spin liquid phase can be observed in the harmonic trap as a plateau due to its finite triplet spin gap.

We have demonstrated that the iPEPS method is able to capture the ground state property of a Heisenberg type model with $S O(5)$ symmetry. Following the success in the observation of an $S U(6)$ Mott insulator[6] a class of high symmetry spin model might be able to be reached in the cold atom experiment in the future. We suggest in this particular model there are a Nêel phase, a magnetic dimer phase, and a nonmagnetic dimer phase. The existence of a Nêel phase and a magnetic dimer agrees with several earlier studies. However, the dimer phase without magnetic ordering has not yet been reported. In this region people suspect a plaquette valence bond phase
from an earlier ED calculation but we do not find supportive evidences of it in our results. We confirm in this phase that the dimer orders persists after extrapolation of the virtual dimension $D$ and the dimer-dimer correlations take finite values in the long range limit.

Finally, we have shown that a topological phase could be realized in a 1D optical superlattice. We find repulsively interacting bosons with fractional fillings can carry a nonzero Chern number and edge states. Furthermore, their Chern number can be measured from the density profiles in the harmonic trap. The simple structure of this model makes it a promising candidate to experimental implementation.

### 8.2 Outlook

As novel manipulation schemes become accessible in the cold atom experiments it is interesting to consider how we can use them to construct new systems and to study important physics there. Several state-of-art advances in experiments have been made in recent years: light assisted spin-orbital coupling, quantum degenerate gas of dipolar atoms, polar molecules, orbital condensates, and high symmetry group fermions. Some of these are unique to cold atoms and thus have no correspondent systems in the condensed matter. It provides great opportunity to explore systems which are not considered before.

Numerical input on these studies could provide some guides to understand their physics. Our tensor network methods in general can be applied to study these systems when confined in the optical lattices. Since the cold atom experiments are performed in finite temperature a future direction is to consider finite temperature effect on our calculation. Although we expect at low enough temperature which is comparable to the energy scale in the system our calculation might still be able to capture
the important physics there. It is still interesting to discuss the transition in the temperature axis.

Another important issue is to improve the accuracy of the calculation of the ground state properties. Since the main error is from the finite virtual dimension $D$ it is crucial to include a larger $D$ in the calculation. Two different approaches have been considered: tensors with symmetry structure and Monte Carlo sampling in tensor network contraction. We expect that by incorporating symmetry into our tensor network method we could even study systems with more complicated entanglement structure.

To sum up we expect the work presented in this dissertation will provide guides in searching for novel quantum phases in cold atom systems and trigger more development of tensor network algorithms.

## APPENDIX

## APPENDIX A

## Exact Diagonalization

In this appendix we outline our implementation of the exact diagonalization method used in Chapter V. For $S=1 / 2$ systems it is convenient to store a basis vector by first converting its spin configuration into a sequence of binary numbers, namely by setting $|\uparrow\rangle=1$ and $|\downarrow\rangle=0$ then converting it into a decimal number. Any operator can then be stored as a $2^{n} \times 2^{n}$ matrix with system size $n$, which is constructed by applying the operator on all the basis states. However, for the largest cluster we studied here $(n=32)$ there are about 4.3 billion states, which makes it impossible to store the whole Hamiltonian in this basis. A standard procedure around this difficulty is to consider a symmetrized basis.[185, 186] In our implementation we choose a set of symmetry group including:

1. Translational symmetry.
2. Reflection symmetry on $x, y$ axis and on $(1,1)$ direction if a state has the same eigenvalue of $x$ and $y$ reflection.
3. We limit our study to the $\sum_{i=1}^{n} S_{i}^{z}=0$ case.
4. Spin inversion symmetry $I v: I v|\uparrow\rangle=|\downarrow\rangle$.
, which reduce the number of basis states to about 2.4 million. The most timeconsuming part is to go through all 4.3 billion states to find out the representative states. This step requires the computer to apply above symmetry group operations on every state. Since applying operations on different states can be done independently from each other we can divide the whole basis searching work into smaller pieces and assign them to a modern multi-core machine. The speedup is directly proportional to the number of cores available at hand.

Once the symmetrized basis is constructed the next step is to calculate the Hamiltonian matrix. This is done by applying Hamiltonian to each symmetrized basis state. A basis state after the action of Hamiltonian will generally no longer remains in the basis. Thus the same set of symmetry operations is performed to find the corresponding representative state. The index of the representative state in the basis is then found by a binary search.

For a system with local interactions the Hamiltonian matrix is often sparse. We can adopt the large scale sparse matrix eigenvalue solver to find the low lying states of the system. For example the Lanczos algorithm is a standard method used in the implementation of the ED method. In our implementation we use the eigs function defined in MATLAB.

We perform the measurement of correlation functions by first constructing the corresponding operators in the symmetrized basis. The procedure is exactly the same as calculating the Hamiltonian matrix. The expectation value is computed by simple multiplication of these operator matrices and the ground state vector.

Another issue regards the choice of system sizes and geometry. There are several possible clusters which can cover the square lattice periodically such as $\mathrm{N}=8,10,16$, $18,20,26,32,34, \ldots$ However, due to different geometry of these clusters not every
of them has all the crystal momentum which are important to candidate ground states. For this reason in order to study the transition of Neél phase or the stripe phase to a different phase we are limited to choose clusters with $\mathrm{N}=16,20$, and 32 .
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